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This book is about the chemistry of living cells
with special emphasis on the trillions of cells that make
up your own body.  Every aspect of life depends upon
the chemical makeup of cells and on the chemical
properties of the remarkable molecules found within
the cells.  The information presented here will give
the reader a solid foundation for understanding not
only the chemical basis of life but also the revolution-
ary developments in molecular biology, biochemical
genetics, medicine, and agriculture which dominate
today’s scientific news and which will play an increas-
ingly important role in our lives.

The first theme of the book is biomolecular
structure.  We’ll look carefully at the complex struc-
tures of proteins, carbohydrates, RNA, DNA, and
many other substances.  We’ll not only examine in-
depth their molecular architecture but also study the
chemical properties that make life possible.

A second theme is metabolism, the unceasing,
complex network of thousands of chemical reactions
by which cells grow and reproduce, take up foods and
excrete wastes, move, and communicate with each
other.  Within cells we have a steady state, a condi-
tion in which the complex chemical constituents of
cells are continuously being synthesized in one series
of reactions and degraded in another.  The result is a
marvelous system of self-renewal or “turnover” of
tissues.  We’ll examine the chemical reactions involved
in these processes as well as the ways in which they
are controlled.  We will consider both the reaction
sequences and the techniques such as cloning of genes,
isotopic labeling, X-ray diffraction, and nuclear mag-
netic resonance spectroscopy, which are used today to
study metabolism.

Human beings are surrounded by many other living
creatures whose activities are important to us.  Photo-
synthetic organisms obtain energy from sunlight and

synthesize compounds that the human body requires
but cannot make.  Microorganisms cause decay of
organic matter and convert it into forms usable by
plants.  This book deals with the chemical reactions
occurring in all of these organisms.  We’ll look at
strange and unusual reactions, along with those meta-
bolic sequences common to most living things.

Each one of the thousands of chemical reactions
of metabolism is catalyzed by an enzyme.  Most of
these enzymes are proteins, but others are made from
RNA (ribonucleic acid).  In both cases enzymes are
very large molecules with precise three-dimensional
structures. The study of the properties of enzymes
and of enzymatic catalysis is a third theme of the
book.  Not only are the chemical mechanisms by
which enzymes act of interest but also enzymes are
often targets for useful drugs.  Incorrectly formed en-
zymes can result in serious diseases.

The sequences of the amino acids in the chains
from which proteins are constructed are encoded in
the nucleotide sequences of DNA (deoxyribonucleic
acid).  The coding sequence for a protein in the DNA
is found in the structural gene for that protein.  The
RNA enzymes are also encoded by DNA genes.  A
fourth major theme of the book deals with the nature
of the genetic code used in DNA and with the pro-
cesses by which cells read and interpret the code.  It
also includes study of the methods by which thousands
of genes have been mapped to specific positions in
chromosomes, isolated, cloned, and sequenced.

A large number of proteins present in the outer
surfaces of cells serve as receptors that receive chemi-
cal messages and other signals from outside the cell.
The receptors, which are sometimes enzymes, respond
by generating internal signals that control metabolism
and cell growth.  Such molecular signaling is another
major area of contemporary biochemistry.

The Scene of Action 1



2 Chapter 1.  The Scene of Action

BOX 1-A  ABOUT MEASUREMENTS

Biologists have described over a million species,
and several millions of others probably exist.1  Many
of these organisms have very specialized ways of life.
However, they all have much chemistry in common.
The same 20 amino acids can be isolated from proteins
of plants, animals, and microorganisms.  Formation of
lactic acid in both bacteria and human muscle requires
the same enzymes.  Except for some small variations,
the genetic code is universal—the same for all organ-
isms.  Thus, there is a unity of life and we can study
metabolism as the entirety of chemical transformations
going on in all living things.  However, the differences
among species are also impressive.  Each species has
its own gene for almost every protein.

When the enzyme that catalyzes a particular meta-
bolic reaction is isolated from a number of different
organisms, it is usually found to have similar  proper-
ties and a similar mechanism of catalysis, regardless of
the source.  However, the exact sequence of amino acids
in the enzyme will be almost unique to the organism
that produced it.  When the three-dimensional struc-
tures are compared it is found that differences between
species often affect only the peripheral parts of an
enzyme molecule.  The interior structure of the protein,
including the catalytic machinery, is highly conserved.
However, the surface regions, which often interact with
other macromolecules, vary greatly.  Such interactions
help to control metabolism and may account for many
differences in the metabolism among living beings.

Variations in protein structures are not limited to
differences between species.  Individuals differ from
one another.  Serious genetic diseases sometimes result
from the replacement of a single amino acid unit in a
protein by a different amino acid.  Genetic deviations
from the “normal” structure of a protein result from
mutations. Many mutations, whether they occurred
initially in our own cells or in those of our ancestors,
are detrimental.

However, such mutations also account for variation
among individuals of a species and allow for evolution.
The chemical nature and consequences of mutations
and their significance to health, medicine, and agricul-
ture are dealt with throughout the book.  We now have
reliable methods for inducing in the laboratory muta-
tions at any specific place in a protein sequence and
also for synthesizing new DNA sequences.  These
techniques of genetic engineering have given bio-
chemists the ability to modify protein structures freely,
to create entirely new proteins, and to provide a basis
for the rapidly developing field of genetic therapy.

It should be clear from this introduction that
biochemistry deals with virtually every aspect of life.
The distinguishing feature of the science is that it
approaches biological questions in terms of the under-
lying chemistry.  The term molecular biology is often
regarded as synonymous with biochemistry.

However, some scientists use it to imply a more

biological approach.  These molecular biologists also
emphasize structure and function but may have a goal
of understanding biological relationships more than
chemical details. Biophysics, a closely related science,
encompasses the application of physical and mathe-
matical tools to the study of life.

A.  The Simplest Living Things

The simplest organisms are the bacteria.2–5  Their
cells are called prokaryotic (or procaryotic) because
no membrane-enclosed nucleus is present.  Cells of all
other organisms contain nuclei separated from the
cytoplasm by membranes.  They are called eukaryotic.
While viruses (Chapter 5) are sometimes regarded as
living beings, these amazing parasitic objects are not
complete organisms and have little or no metabolism of
their own.  The smallest bacteria are the mycoplasmas.6–8

They do not have the rigid cell wall characteristic of
most bacteria.  For this reason they are easily deformed
and often pass through filters designed to stop bacteria.
They are nutritionally fussy and are usually, if not
always, parasitic.  Some live harmlessly in mucous
membranes of people, but others cause diseases.

In 1960 the International General Conference
on Weights and Measures adopted an improved
form of the metric system, The International
System of Units (SI).  The units of mass, length,
and time are the kilogram (kg), meter (m), and
second (s).  The following prefixes are used for
fractions and multiples:

10–18, atto (a) 10–6, micro (�) 109, giga (G)
10–15, femto (f) 10–3, milli (m) 1012, tera (T)
10–12, pico (p) 103, kilo (k) 1015, peta (P)
10–9, nano (n) 106, mega (M) 1018, exa (E)

There is an inconsistency in that the prefixes are
applied to the gram (g) rather than to the basic
unit, the kilogram.

SI units have been used throughout the book
whenever possible.  There are no feet, microns,
miles, or tons.  Molecular dimensions are given
uniformly in nanometers rather than in angstrom
units (Å; 1Å = 0.1 nm).  Likewise the calorie and
kilocalorie have been replaced by the SI unit of
energy, the joule (J; 1 calorie = 4.184 J).

Throughout the book frequent use is made of
the following symbols:

, “appr oximately equal to”
~, “approximately” or “about”
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For example, Mycoplasma pneumoniae is responsible for
primary atypical pneumonia.

Cells of mycoplasmas sometimes grow as filaments
but are often spherical and as small as 0.3 micrometer
(µm) in diameter.  Their outer surface consists of a thin
cell membrane about 8 nanometers (nm) thick.  This
membrane encloses the cytoplasm, a fluid material
containing many dissolved substances as well as sub-
microscopic particles.  At the center of each cell is a
single, highly folded molecule of DNA, which consti-
tutes the bacterial chromosome.  Besides the DNA
there may be, in a small spherical mycoplasma, about
1000 particles ~20 nm in diameter, the ribosomes.
These ribosomes are the centers of protein synthesis.
Included in the cytoplasm are many different kinds of

A pilus.  Some E. coli are covered with
hundreds of pili of various lengths

Cell membrane, ~8 nm

Cell wall, ~10 nm

E. coli
~0.8 × 0.8 × 2.0 µm

DNA, 1.4 mm long.
Only 1% of the total
is drawn here

13–14 nm diameter

The lengths of the flagella
vary but are often ~4× longer
than the cell proper

Sheathed
flagellum,
28 nm

A small
mycoplasma

Some strains of E. coli
have flagella—as many
as 8, but often fewer

Ribosomes attached
to thread of mRNA

Ribosomes
~20 nm diameter

0.5 µm

Bdellovibrio, a parasite that lives
within E. coli [see picture by J.C.
Burnham, T. Hashimoto, and S.F.
Conti, J. Bacteriol. 96, 1366 (1968)]

Figure 1-1 Escherichia coli and some smaller bacteria.

proteins, but there is room for a total of only about
50,000 protein molecules.  Several types of RNA as
well as many smaller molecules are also present.
Although we don’t know what minimum quantities
of proteins, DNA, and other materials are needed to
make a living cell, it is clear that they must all fit into
the tiny cell of the mycoplasma.

1. Escherichia coli

The biochemist’s best friend is Escherichia coli, an
ordinarily harmless inhabitant of our intestinal tract.
This bacterium is easy to grow in the laboratory and
has become the best understood organism at the mo-

lecular level.4,9  It may be regarded as a
typical true bacterium or eubacterium.
The cell of E. coli  (Figs. 1-1, 1-2) is a
rod ~2 µm long and 0.8 µm in diameter
with a volume of ~1 µm3 and a density
of ~1.1 g/cm3.  The mass is ~1 x 10–12 g,
i.e., 1 picogram (pg) or ~0.7 x 1012

daltons (Da) (see Box 1-B).4  It is about
100 times bigger than the smallest
mycoplasma but the internal structure,
as revealed by the electron microscope,
resembles that of a mycoplasma.

Each cell of E. coli contains from
one to four identical DNA molecules,
depending upon how fast the cell is
growing, and ~15,000–30,000 ribosomes.
Other particles that are sometimes seen
within bacteria include food stores such
as fat droplets and granules (Fig. 1-3).
The granules often consist of poly-�-
hydroxybutyric acid10  accounting
for up to 25% of the weight of Bacillus
megaterium. Polymetaphosphate, a
highly polymerized phosphoric acid,
is sometimes stored in “metachromatic
granules.”  In addition, there may be
droplets of a separate aqueous phase,
known as vacuoles.

2.  The Bacterial Genome

The genetic instructions for a cell
are found in the DNA molecules.  All
DNA is derived from four different
kinds of monomers, which we call
nucleotides.  DNA molecules are
double-stranded:  two polymer chains
are coiled together, their nucleotide
units being associated as nucleotide
pairs (see Fig. 5-7).  The genetic mes-
sages in the DNA are in the form of

A.  The Simplest Living Things
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sequences of nucleotides.  These sequences usually
consist of a series of code “words” or codons.  Each
codon is composed of three successive nucleotides and
specifies which one of the 20 different kinds of amino
acids will be used at a particular location in a protein.
The sequence of codons in the DNA tells a cell how to
order the amino acids for construction of its many
different proteins.

Figure 1-2 Transmission electron micrograph of a dividing
cell of Escherichia coli O157:H7  attached to the intestinal
epithelium of a neonatal calf.  These bacteria, which are able
to efface the intestinal microvilli, form characteristic attach-
ments, and secrete shiga toxins, are responsible for ~73,000
illnesses and 60 deaths per year in the U. S.10a After embed-
ding, the glutaraldehyde-fixed tissue section was immuno-
stained with goat anti-O157 IgG followed by protein A con-
jugated to 10-nm gold particles.  These are seen around the
periphery of the cell bound to the O-antigen  (see Fig. 8-28).
Notice the two microvilli of the epithelium.  Courtesy of
Evelyn A. Dean-Nystrom, National Animal Disease Center,
USDA, Agricultural Research Service, Ames, IA.

Figure 1-3 A cell of a Spirillum negatively stained with
phosphotungstic acid.  Note the tufts of flagella at the ends,
the rough appearance of the outer surface, the dark granules
of poly-�-hydroxybutyric acid and the light-colored gran-
ules of unknown nature.  Courtesy of F. D. Williams, Gail E.
VanderMolen, and C. F. Amstein.

Assume that a typical protein molecule consists of
a folded chain of  400 amino acids.  Its structural gene
will therefore be a sequence of 1200 nucleotide pairs.
Allowing a few more nucleotides to form spacer regions
between genes we can take ~1300 as the number of
nucleotide pairs in a typical bacterial gene.  However,
some genes may be longer and some may be much
shorter.  The genome is the quantity of DNA that carries
a complete set of genetic instructions for an organism.
In bacteria, the genome is a single chromosome con-
sisting of one double-stranded DNA molecule. Myco-
plasma genitalium is the smallest organism for which
the DNA sequence is known.11  Its genome is a double-
helical DNA circle of 580,070 nucleotide pairs and
appears to contain about 480 genes (an average of ~1200
nucleotides per gene).

The average mass of a nucleotide pair (as the
disodium salt) is 664 Da.  It follows that the DNA of
M. genitalium has a mass of ~385 x 106 Da.  The relative
molecular mass (Mr) is 0.385 x 109 (See Box 1-B for
definitions of dalton and Mr).  The DNA of E. coli is
about seven times larger with a mass of ~2.7 x 109 Da.
It contains ~4.2 x 106 nucleotide pairs and encodes
over 4000 different proteins (see Table 1-3).

Each nucleotide pair contributes 0.34 nm to the
length of the DNA molecule; thus, the total length of
DNA of an E. coli chromosome is 1.4 mm.  This is
about 700 times the length of the cell which contains it.
Clearly, the molecules of DNA are highly folded, a fact
that accounts for their appearance in the electron micro-
scope as dense aggregates called nucleoids, which
occupy about one-fifth of the cell volume (Fig. 1-4).

Atomic and molecular masses are assigned
relative to the mass of the carbon isotope, 12C,
whose atomic weight is defined as exactly 12.
The actual mass of a single atom of 12C is defined
as 12 daltons, one dalton being 1.661 x 10–24 g.
The mass of a molecule can be given in daltons
(Da) or kilodaltons (kDa). This molecular mass
in daltons is numerically equivalent to the relative
molecular mass (Mr) or molecular weight (MW)a

and also to the molar mass (g/mol).  However, it
is not correct to use the dalton for the unitless
quantity Mr.  Masses of structures such as chro-
mosomes, ribosomes, mitochondria, viruses, and
whole cells as well as macromolecules can be
given in daltons.b

a The Union of Pure and Applied Chemistry renamed
molecular weight as relative molecular mass with the
symbol Mr; Mr = MW.

b J. T. Edsall (1970) Nature (London) 228, 888.

BOX 1-B RELATIVE MOLECULAR MASS,
Mr , AND DALTONS

1 µm

1 µm
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Each bacterial nucleoid contains a complete set of
genetic “blueprints” and functions independently.
Each nucleoid is haploid, meaning that it contains
only a single complete set of genes.  In addition to
their chromosome, bacteria often contain smaller
DNA molecules known as plasmids.  These plasmids
also carry genetic information that may be useful to
bacteria.  For example, they often encode proteins that
confer resistance to antibiotics.  The ability to acquire
new genes from plasmids is one mechanism that
allows bacteria to adapt readily to new environments.12

Plasmids are also used in the laboratory in the cloning
of genes and in genetic engineering (Chapter 26).

3.  Ribonucleic Acids (RNA) and the
Transcription and Translation of Genetic
Information

The genetic information in the DNA is not utilized
directly by the protein-synthesizing machinery of cells.
Instead, molecules of ribonucleic acid (RNA) are syn-
thesized according to the instructions encoded in the
DNA, a process called transcription.  Although they
differ from DNA significantly in their structure, these
RNA molecules carry the same coded information as
is found in a length of DNA that contains one or a few
genes.  If DNA is regarded as the “master blueprint” of
the cell, molecules of RNA are “secondary blueprints.”
This concept is embodied in the name messenger
RNA (mRNA) which is applied to a small, short-lived
fraction of RNA that carries information specifying
amino acid sequences of proteins.  Each molecule of
mRNA carries the genetic message from one or more
genes to the ribosomes where the proteins are made.

Ribosomes are extraordinarily complex little
protein-synthesizing machines.  Each ribosome of
E. coli has a mass of 2.7 x 106 Da and contains 65% of
a stable ribosomal RNA and ~35% protein.  About
50 different kinds of protein molecules are present as
parts of the ribosomal structure.  Working together
with a variety of transfer RNA molecules and enzymes,
the ribosomes are able to read the genetic messages
from mRNA and to accurately assemble any kind of
protein molecule that a gene may specify.  This process
is called translation of the genetic message.

4.  Membranes and Cell Walls

Like the mycoplasma, the E. coli cell is bounded
by an 8-nm membrane which consists of ~50% protein
and 50% lipid.  When “stained” (e.g., with perman-
ganate) for electron microscopy, this single membrane
appears as two very thin (2.0 nm) dark lines separated
by an unstained center band (~3.5 nm) (Fig. 1-4; see
also Fig. 8-4).  Single membranes of approximately the
same thickness and staining behavior occur in all cells,
both of bacteria and of eukaryotes.

A cell membrane is much more than just a sack.
It serves to control the passage of small molecules into
and out of the cell.  Its outer surface carries receptors
for recognition of various materials.  The inside surface
of bacterial membranes contains enzymes that catalyze
most of the oxidative metabolism of the cells.  Bacterial
cell membranes are sometimes folded inward to form
internal structures involved in photosynthesis or other
specialized reactions of metabolism such as oxidation
of ammonia to nitrate.2 In E. coli replication of DNA
seems to occur on certain parts of the membrane sur-
face, probably under the control of membrane-bound
enzymes.  The formation of the new membrane which

Figure 1-4 (A) Thin (~60 nm) section of an aquatic gram-
negative bacterium, Aquaspirillum fasciculus.  Note the light-
colored DNA, the dark ribosomes, the double membrane
characteristics of gram-negative bacteria (Chapter 8, Section
E), and the cell wall. In addition, an internal “polar mem-
brane” is seen at the end.  It may be involved in some way in
the action of the flagella.  (B) A thin section of dividing cell
of Streptococcus, a gram-positive organism.  Note the DNA
(light-stranded material).  A portion of a mesosome is seen
in the center and septum can be seen forming between the
cells.  Micrographs courtesy of F. D. Williams, Gail E.
VanderMolen, and C. F. Amstein.

B

0.25 µm

A
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divides multiplying cells proceeds synchronously with
the synthesis of DNA.

A characteristic of true bacteria (eubacteria) is a
rigid cell wall which surrounds the cell membrane.
The 40-nm-thick wall of E. coli is a complex, layered
structure five times thicker than the cell membrane.
Its chemical makeup is considered in Chapter 8.  One
of the layers is often referred to as the outer mem-
brane.  In some bacteria the wall may be as much as
80 nm thick and may be further surrounded by a thick
capsule or glycocalyx (slime layer).13  The main
function of the wall seems to be to prevent osmotic
swelling and bursting of the bacterial cell when the
surrounding medium is hypotonic.

If the osmotic pressure of the medium is not too
low, bacterial cell walls can sometimes be dissolved,
leaving living cells bounded only by their membranes.
Such protoplasts can be produced by action of the
enzyme lysozyme on gram-positive bacteria such as
Bacillus megaterium.  Treatment of cells of gram-negative
bacteria with penicillin (Box 20-G) produces sphero-
plasts, cells with partially disrupted walls.  Sphero-
plasts and protoplasts are useful in biochemical studies
because substances enter cells more readily when the
cell wall is absent.  Strains of bacteria lacking rigid
walls are known as L forms.

5.  Flagella and Pili  

Many bacteria swim at speeds of 20–60 µm/s, ten
or more body lengths per second!  Very thin thread-
like flagella of diameter 13–20 nm coiled into a helical
form are rotated by the world’s smallest “electric
motors” to provide the motion.14  While some bacteria
have a single flagellum, the corkscrew-like Spirillum
(Fig. 1-3) synchronously moves tufts of flagella at both
ends.  Some strains of E. coli have no flagella, but
others contain as many as eight flagella per cell dis-
tributed over the surface.  The flagella stream out
behind in a bundle when the bacterium swims.  The
flagella of the helical spirochetes are located inside
the outer membrane.15,16

In addition to flagella, extremely thin, long,
straight filaments known as pili or fimbriae (Fig. 1-2)
project from the surfaces of many bacteria.14  The “sex
pili” (F pili and I pili) of E. coli have a specific role in
sexual conjugation.  The similar but more numerous
common pili or fimbriae range in thickness from 3 to
25 nm and in length from 0.2 to 2 �m.  Pili are involved
in adhesion of bacteria to surrounding materials or to
other bacteria and facilitate bacterial infections.17–19

A typical E. coli cell has 100–300 pili.5

6.  Classification and Evolution of Bacteria

Bacteria vary greatly in their chemistry and meta-
bolism, and it is difficult to classify them in a rational
way.  In higher organisms species are often defined as
forms that cannot interbreed and produce fertile off-
spring, but such a criterion is meaningless for bacteria
whose reproduction is largely asexual and which are
able readily to accept “visiting genes” from other
bacteria.12  The classification into species and genera
is therefore somewhat arbitrary.  A currently used
scheme (Table 1-1)20 classifies the prokaryotes into 35
groups on the basis of many characteristics including
shape, staining behavior, and chemical activities.  Table
1-1 also includes genus names of most of the bacteria
discussed in this book.

Bacteria may have the shape of spheres or straight
or curved rods.  Some, such as the actinomycetes,
grow in a branching filamentous form.  Words used to
describe bacteria often refer to these shapes:  a coccus
is a sphere, a bacillus a rod, and a vibrio a curved rod
with a flagellum at one end.  A spirillum is screw-
shaped.  These same words are frequently used to
name particular genera or families.  Other names are
derived from some chemical activity of the bacterium
being described.

The gram stain provides an important criterion
of classification that depends upon differences in the
structure of the cell wall (see Chapter 20).  Bacterial
cells are described as gram-positive or gram-negative
according to their ability to retain the basic dye crystal
violet as an iodine complex.  This difference distinguishes
two of four large categories of bacteria.20  Most actino-
mycetes, the spore-forming bacilli, and most cocci are
gram-positive, while E. coli, other enterobacteria, and
pseudomonads are gram-negative.  A third category
consists of eubacteria that lack cell walls, e.g. the
mycoplasma.

Comparisons of amino acid sequences of proteins
and the nucleotide sequences of DNA and RNA have
provided a new approach to classification of bacteria.21–28

Although the origins of life are obscure, we can easily
observe that the genome changes with time through
mutation and through the enzyme-catalyzed process
of genetic recombination.  The latter gives rise to the
deletion of some nucleotides and the insertion of others
into a DNA chain.  When we examine sequences of
closely related species, such as E. coli and Salmonella
typhimurium, we find that the sequences are very similar.
However, they differ greatly from those of many other
bacteria.  Consider the 23S ribosomal RNA, a molecule
found in the ribosomes of all bacteria.  It contains ~3300
nucleotides in a single highly folded chain.  The basic
structure is highly conserved but between any two
species of bacteria there are many nucleotide substitu-
tions caused by mutations as well as deletions and
insertions.  By asking what is the minimum number of
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TABLE 1-1
A Systematic Classification Scheme for Bacteriaa,b

Kingdom Procaryotae

The bacteria are classified according to the following 35
groups.  Within these groups many genera are classified into
subgroups or families.  A few genera, most of which are
mentioned elsewhere in this book, are listed here by name.
Members of a single subgroup are placed together and are
separated by semicolons from members of other subgroups.

1. The spirochetes (long bacteria, up to 500 µm, that are
propelled by the action of filaments wrapped around
the cell between the membrane and wall). Borrelia (B.
burgdorferi, Lyme disease), Leptospira, Treponema (T.
pallidum, syphilis)

2. Aerobic spiral and curved motile gram-negative
bacteria. Bdellovibrio, Campylobacter (C. jejuni, diarrhea),
Helicobacter (H. pylori, gastric ulcers), Spirillum

3. Nonmotile gram-negative curved bacteria
4. Gram-negative, aerobic rods and cocci.

Acetobacter, Agrobacterium, Azotobacter, Brucella
(B. abortus, brucellosis), Flavobacterium, Gluconobacter,
Legionella (L. pneumophila, Legionnaire’s disease),
Methylomonas, Neisseria (N. gonorrhea, gonorrhea),
Pseudomonas, Rhizobium, Thermus, Xanthomonas,
Rochalimaea (R. henselae, cat scratch disease)

5. Gram-negative, facultatively anaerobic rods.
Enterobacter,c Proteus, Yersinia (Y. pestis, plague), Escheri-
chia, Klebsiella, Salmonella (S. typhi, typhoid fever),
Serratia, Shigella (S. dysenteriae, bacterial dysentery),
Haemophilus; Vibrio (V. cholerae, Asiatic cholera);
Zymomonas

6. Gram-negative, anaerobic bacteria.  Butyrivibrio
7. Dissimilatory sulfate- or sulfur-reducing bacteria.

Desulfovibrio
8. Anaerobic gram-negative cocci.  Veillonella
9. The rickettsias (parasitic bacteria with exacting nutri-

tional requirements and small genome sizes) and
chlamydias. Chlamydia (C. trachomatis, trachoma),
Rickettsia (R. rickettsii, Rocky Mountain spotted fever)

10. Anoxygenic photosynthetic bacteria.  Green sulfur
bacteria. Chlorobium, Prosthecochloris; purple nonsulfur
bacteria: Rhodopseudomonas, Rhodospirillum;  purple
sulfur bacteria: Chromatium, Thiospirillum

a From Bergey’s Manual of Systematic Bacteriology, 9th ed.  J. G. Holt, N. R. Krieg, P. H. A. Sneath, J. T. Staley and S. T. Williams, Eds. (1994)
Williams and Wilkins, Baltimore, Maryland.  For another recent list see http://www.ncbi.nlm.nih.gov/

b The human diseases caused by some species are also listed.
c Formerly Aerobacter.

11. Oxygenic photosynthetic bacteria.  Cyanobacteria (blue-
green algae):  Synechocystis; Anabaena, Nostoc; Oscillatoria

12. Aerobic, chemolithotrophic bacteria.  Colorless sulfur
bacteria: Thiobacillus; iron or manganese-oxidizing
bacteria, magnetotactic bacteria;  nitrifying bacteria:
Nitrobacter, Nitrosomonas

13. Budding and/or appendaged bacteria.  Caulobacter
14. Sheathed bacteria
15. Nonphotosynthetic, nonfruiting gliding bacteria.

Beggiatoa (a filamentous bacterium containing sulfur
granules)

16. Fruiting, gliding bacteria.  Myxococcus
17. Gram-positive cocci.  Leuconostoc, Micrococcus,

Peptococcus, Staphylococcus (S. aureus, boils, infections),
Streptococcus  (S. pyogenes, scarlet fever, throat infections,
S. pneumoniae, pneumonia)

18. Endospore-forming gram-positive rods and cocci.
Aerobic:  Bacillus (B. anthracis, anthrax), anaerobic:
Clostridium (C. tetani, tetanus; C. botulinum,
botulism)

19. Regular nonsporing gram-positive rods.
Lactobacillus

20. Irregular nonsporing gram-positive rods.
Actinomyces, Bifidobacterium, Corynebacterium
(C. diphtheriae, diphtheria), Propionibacterium

21. Mycobacteria.  Mycobacterium (M. tuberculosis,
tuberculosis; M. leprae, leprosy)

 22-29. Actinomycetes
30. Mycoplasmas.  Acholeplasma, Mycoplasma
31. Methanogens.  Methanobacterium; Methanosarcina;

Methanospirillum
32. Archaeal sulfate reducers
33. Halobacteria.  Halobacterium
34. Cell wall-less archaeobacteria.  Thermoplasma
35. Very thermophilic S0-Metabolizers. Sulfolobus;

Thermococcus

mutations that could have converted one 23S RNA
into another and by assuming a more or less constant
rate of mutation over millions of years it is possible to
construct a phylogenetic tree such as that shown in
Fig. 1-5.

One conclusion from these comparisons is that the
methane-producing bacteria, the methanogens,24 are
only distantly related to most other bacteria. Methano-

gens together with the cell wall-less Thermoplasma,28

some salt-loving halobacteria, and some thermo-
philic (heat-loving) sulfur bacteria form a fourth major
category.  They are often regarded as a separate king-
dom, the archaeobacteria,25 which together with the
kingdom of the eubacteria form the superkingdom
prokaryota.  Certain archaeobacteria have biochemical
characteristics resembling those of eukaryotes and



8 Chapter 1.  The Scene of Action

some biologists therefore classify them as archaea and
rank their kingdom as equal to that of the bacteria and
the eukaryotes (Fig. 1-5).27,29,30,30a,30b Others disagree.31

In Table 1-1, the archaeobacteria are found in groups
31–35.  Most bacteria are very small in size but there are
species large enough to be confused with eukaryotic
protozoa.  The record for bacteria seems to be held by
Epulopiscium fishelsoni, a parasite of the surgeonfish
intestinal tract.  A single cell measured > 600 �m by
80 �m diameter, over 106 times larger in volume than
a cell of E. coli.32  The organism is a gram-positive
bacterium as judged by analysis of its cloned ribo-
somal RNA genes.

7.  Nutrition and Growth of Bacteria

Autotrophic (self-nourishing) bacteria can synthe-
size all of their organic cell constituents from carbon
dioxide, water, and inorganic forms of nitrogen and
sulfur.  The photoautotrophs extract their energy
from sunlight, while the chemoautotrophs obtain
energy from inorganic chemical reactions.  For example,
the hydrogen bacteria oxidize H2 to H2O and sulfur
bacteria oxidize H2S to H2SO4.  Like the fungi and
animals, most bacteria are chemoheterotrophic; they
obtain energy from the breakdown of organic com-
pounds.  Some of these heterotrophic bacteria are
anaerobes which live without O2.  Many of them
metabolize complex organic substances such as sugars
in the absence of oxygen, a process called fermentation.
Others oxidize organic compounds with an inorganic
oxidant such as nitrite or sulfate.  Members of the
genus Clostridium are poisoned by oxygen and are
known as obligate anaerobes.  Others, including
E. coli, are facultative anaerobes, able to grow either

Figure 1-5 Universal phylogenetic tree.  From Wheelis et 29
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in the presence or in the absence of oxygen.  Obligate
aerobes depend for energy upon combustion of or-
ganic compounds with oxygen.

One of the largest groups of strictly aerobic hetero-
trophic bacteria, the pseudomonads (Pseudomonas and
related genera), are of interest to biochemists because
of their ability to oxidize organic compounds, such as
alkanes, aromatic hydrocarbons, and steroids, which
are not attacked by most other bacteria.  Often, the
number of oxidative reactions used by any one species
of bacteria is limited.  For example, the acetic acid
bacteria that live in wine and beer obtain all of their
energy by oxidation of ethanol to acetic acid:

CH3CH2OH + O2 → CH3COOH + H2O

Bacteria can grow incredibly fast.  Under some
conditions, it takes a bacterial cell only 10–20 min to
double its size and to divide to form two cells.4  An
animal cell may take 24 h for the same process.  Equally
impressive are the rates at which bacteria transform
their foods into other materials.  One factor contributing
to the high rate of bacterial metabolism may be the
large surface to volume ratio.  For a small spherical
bacterium (coccus) of diameter 0.5 �m, the ratio of the
surface area to the volume is 12 x 106 m–1, while for an
ameba of diameter 150 �m the ratio is only 4 x 104 m–1

(the ameba can increase this by sticking out some
pseudopods).  Thimann33 estimated that for a 90-kg
human, the ratio is only 30 m–1.

When food is limited, some bacteria such as the
Bacillus form spores.  These are compact little cells
that form inside the vegetative cell and are therefore
called endospores.  They sometimes have only 1/10
the volume of the parent cell.  Their water content is
very low, their metabolic rate is near zero, and they are

al.
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extremely resistant to heat and further desiccation.
Under suitable conditions, the spores can “germinate”
and renew their vegetative growth.  Spore formation is
one of several examples of the development of special-
ized cells or differentiation among prokaryotes.

8.  Photosynthetic and Nitrogen-Fixing
Prokaryotes

It is likely that the earth was once a completely
anaerobic place containing water, ammonia, methane,
formaldehyde, and more complicated organic com-
pounds.  Perhaps the first forms of life, which may
have originated about 3.5 x 109 years ago, resembled
present-day anaerobic bacteria.  The purple and green

photosynthetic bacteria  may be related to organisms
that developed at a second stage of evolution:  those
able to capture energy from sunlight.  Most of these
gram-negative photosynthetic bacteria are strict anaer-
obes.  None can make oxygen as do higher plants.
Rather, the hydrogen needed to carry out the reduction
of carbon dioxide in the photosynthetic process is
obtained by the splitting of inorganic compounds, such
as H2S, thiosulfate, or H2, or is taken from organic
compounds.  Today, photosynthetic bacteria are found
principally in sulfur springs and in deep lakes, but at
one time they were probably far more abundant and
the only photosynthetic organisms on earth.

Before organisms could produce oxygen a second
complete photosynthetic system, which could cleave
H2O to O2, had to be developed.  The simplest oxygen-

No one knows how life began.  Theories ranging
from the biblical accounts to recent ideas about the
role of RNA are plentiful but largely unsatisfying.  In
the 1800s the great physical chemist Arrhenius was
among scientists that preferred the idea held by
some scientists today that a “seed” came from outer
space.  Until recently the only concrete data came
from fossils.  Making use of a variety of isotopic
dating methods it can be concluded that cyanobac-
teria were present 2.2 × 109 years ago and eukaryotes
1.4 × 109 years ago.  About 0.5 × 109 years ago the
“Cambrian explosion” led to the appearance of vir-
tually all known animal phyla.  Many of these then
became extinct about 0.2 × 109 years ago.

New insights published in 1859a were provided
by Charles Darwin.  However, his ideas were only
put into a context of biochemical data after 1950 when
sequencing of proteins and later nucleic acids began.
From an astonishingly large library of sequence data
available now we can draw one firm conclusion:
Evolution can be observed;b it does involve mutation of
DNA.  Comparisons of sequences among many
species allow evolutionary relationships to be
proposed.c-e  In general these are very similar to
those deduced from the fossil record.  They support
the idea that evolution occurs by natural selection
and that duplication of genes and movements of
large pieces of DNA within the genome have oc-
curred often.  As many as 900 “ancient conserved
regions” of DNA in the E. coli genome correspond-
ing to those in human, nematode, and yeast DNA
are thought to date back perhaps 3.5 × 109 years.f

However, nobody has explained how life evolved
before there was DNA.

One of the first scientists to devote his career to
biochemical evolution was I. V. Oparin,g who

published a book on the “origin of life” in 1924.
Oparin and J. B. S. Haldane, independently, proposed
that early life was anaerobic and that energy was
provided by fermentation.  In 1951 Stanley Miller
built an apparatus that circulated CH4, NH3, H2O,
and H2, compounds thought to be present in a
primitive atmosphere, past an electric discharge.
He found glycine, alanine, β-alanine, and other amino
acids among the products formed.h  Schrödinger
pointed out that a flux of energy through a system
will tend to organize the system.  The solar energy
passing through the biosphere induces atmospheric
circulation and patterns of weather and ocean
currents.i,j  Perhaps in the primordeal oceans organic
compounds arose from the action of light and light-
ning discharges.  These compounds became catalysts
for other reactions which eventually evolved into a
rudimentary cell-less metabolism.  It is a large jump
from this to a cell!  Among other problems is the lack
of any explanation for the development of individual
cells or of their genomes.  However, because it helps
to correlate much information we will always take an
evolutionary approach in this book and will discuss the
“beginnings” a little more in later chapters.

BOX 1-C  IN THE BEGINNING

a Maynard-Smith, J. (1982) Nature (London) 296, 599 –601
b Lenski, R. E., and Travisano, M. (1994) Proc. Natl. Acad. Sci.

U.S.A. 91, 6808–6814
c Wilson, A. C. (1985) Sci. Am. 253(Oct), 164 – 173
d Eigen, M., Gardiner, W., Schuster, P., and Winkler-Oswatitsch, R.

(1981) Sci. Am. 244(Apr), 88 – 118
e Doolittle, R. F. (1992) Protein Sci. 1, 191– 200
f Green, P., Lipman, D., Hillier, L., Waterston, R., States, D., and

Claverie, J.-M. (1993) Science 259, 1711 –1716
g Broda, E. (1980) Trends Biochem. Sci. 5, IV– V
h Miller, S. L. (1953) Science 117, 528 –529
i Mason, S. (1993) Trends Biochem. Sci. 18, 230 –231
j Welch, G. R. (1996) Trends Biochem. Sci. 21, 452

A.  The Simplest Living Things
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BM, basement membrane
ER, rough endoplasmic reticulum
(with ribosomes attached; smooth
ER is depicted nearer the nucleus
and on the right side of the cell.)
DI, deep indentation of plasma
membrane
GI, glycogen granules
Gap, space ~10-20 nm thick
between adjacent cells
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Mb, microbody
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D, desmosome
TJ, tight junction
Mv, microvilli
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SG, secretion granule
V, vacuole
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CW, cell wall (of a plant)
Ct, centrioles
P, plasmodesmata
N, nucleus
Cp, chloroplast
St, starch granule

Figure 1-6  The “average” eukaryotic cell.  This composite drawing shows the principal organelles of both animal and plant
cells approximately to the correct scale.  (Adapted from a drawing by Michael Metzler.)

producing creatures existing today are the cyano-
bacteria,34 also known as blue-green algae.  Many
cyanobacteria are unicellular, but others such as Oscil-
latoria, a slimy “plant” that often coats the inside walls
of household aquaria, consist of long filaments about 6
�m in diameter (see Fig. 1-11).  All cyanobacteria contain
two groups of pigments not found in other prokaryotes:
chlorophyll a and �-carotene, pigments that are also
found in the chloroplasts of true algae and in higher
plants.  A recently discovered group of bacteria, the
prochlorophytes, are even closer to chloroplasts in
their pigment composition.35

In addition to pigmented cells, some cyanobacteria
contain paler cells known as heterocysts.  They have a
specialized function of fixing molecular nitrogen.  The

development of the ability to convert N2 into organic
nitrogen compounds represents another important
evolutionary step.  Because they can both fix nitrogen
and carry out photosynthesis, the blue-green algae
have the simplest nutritional requirements of any
organisms.  They need only N2, CO2, water, light,
and minerals for growth.

Evolution of the photosynthetic cleavage of water
to oxygen was doubtless a major event with far-
reaching consequences.  Biologists generally believe
that as oxygen accumulated in the earth’s atmosphere,
the obligate anaerobes, which are poisoned by oxygen,
became limited to strictly anaerobic environments.
Meanwhile, a new group of bacteria, the aerobes,
appeared with mechanisms for detoxifying oxygen
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and for using oxygen to oxidize complex organic
compounds to obtain energy.

B.  Eukaryotic Cells

Cells of the eukaryotes contain true nuclei and
are much larger and more complex internally than are
those of prokaryotes.  The nucleus of a cell contains
most of its DNA and is separated from the cytoplasm
by membranes.  Within the cytoplasm are various
organelles with characteristic structures.  These
include mitochondria, lysosomes, peroxisomes,
and centrioles.  Eukaryotic cells come in so many
sizes and shapes and with so many specialized features
that it is impossible to say what is typical.  Nevertheless,
Fig. 1-6 is an attempt to portray some sort of “average”
cell, partly plant and partly animal.

As can be seen from Table 1-2, which lists the
diameters and volumes of several roughly spherical
cells, there is a great variation in size.  However, a
diameter of 10–20 µm may be regarded as typical for
both plants and animals.  For growth of a large cell such
as the ovum, many adjacent cells assist in synthesis of
foodstuffs which are transferred to the developing egg
cell.  Plant cells are often large but usually 90% or more
of the cell is filled with a vacuole or tonoplast,36

which is drawn unrealistically small in Fig. 1-6.  The
metabolically active protoplasm of plant cells often
lies in a thin layer at their peripheries.

Many cells are far from spherical; for example,
human red blood cells are discs 8 x 8 x 1 to 2 µm with
a volume of 80 µm3.  Plant fiber cells may be several
millimeters in length.  Nerve cells of animals have long
extensions, the axons, which in the human sometimes

attain a length of a meter.  Muscle cells fuse to give
very long multinucleate fibers.

1.  The Nucleus

In a typical animal cell the nucleus has a diameter
of ~5 µm and a volume of  65 µm3.  Except at the time
of cell division, it is densely and almost uniformly
packed with DNA.  The amount of DNA present is
larger than that in bacteria as is indicated in Table 1-3.
Yeast contains about three times as much genetic
matter as E. coli and a human being or a mouse about
700 times as much.  However, genes are sometimes
duplicated in higher organisms and large amounts of
repetitive DNA of uncertain significance are often
present.  Some amphibians have 25 times more DNA
per cell than do humans.  The fruit fly Drosophila
contains about 13,600 functioning genes and a human
being perhaps 50,000.37

Because of its acidic character, DNA is stained by
basic dyes.  Long before the days of modern biochem-
istry, the name chromatin was given to the material in
the nucleus that was colored by basic dyes.  At the time
of cell division, the chromatin is consolidated into
distinct chromosomes which contain, in addition to
15% DNA, about 10% RNA and 75% protein.

Nearly all of the RNA of the cell is synthesized
(transcribed) in the nucleus, according to the instruc-
tions encoded in the DNA.  Some of the RNA then
moves out of the nucleus into the cytoplasm where it
functions in protein synthesis and in some other ways.
Many eukaryotic genes consist of several sequences
that may be separated in the DNA of a chromosome by
intervening sequences of hundreds or thousands of
base pairs.  The long RNA transcripts made from these
split genes must be cut and spliced in the nucleus to
form the correct messenger RNA molecules which are
then sent out to the ribosomes in the cytoplasm.

Each cell nucleus contains one or more dense
nucleoli, regions that are rich in RNA and may contain
10–20% of the total RNA of cells.  Nucleoli are sites
of synthesis and of temporary storage of ribosomal
RNA, which is needed for assembly of ribosomes.  The
nuclear envelope is a pair of membranes, usually a
few tens of nanometers apart, that surround the nucleus.
The two membranes of the pair separate off a thin
perinuclear space (Fig. 1-7).  The membranes contain
“pores” ~130 nm in diameter with a complex structure
(see Fig. 27-8).38,39 There is a central channel ~42 nm in
diameter, which provides a route for controlled passage
of RNA and other large molecules from the nucleus
into the cytoplasm and also from the cytoplasm to the
nucleus.  Smaller ~10 nm channels allow passive
diffusion of ions and small molecules.

TABLE 1-2
Approximate Sizes of Some Cells

Diameter Approximate
Cell (�m) volume (�m3)

E. coli 1 1.0

Small thymus cell 6 120

Liver cell 20 4,000

Human ovum (mature) 120 500,000

Hen’s egg (white excluded) 20,000 4 × 1012

Yeast cell 10 500

Onion root (meristematic cell) 17 2,600

Parenchyma cell of a fruit 1,000 1 × 108
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2.  The Plasma Membrane

The thin (8 nm) outer cell mem-
brane or “plasma-lemma” (Fig. 1-7)
controls the flow of materials into
and out of cells, conducts impulses
in nerve cells and along muscle
fibrils, and participates in chemical
communication with other cells.
Deep infoldings of the outer mem-
brane sometimes run into the cyto-
plasm.  An example, is the “T system”
of tubules which functions in excita-
tion of muscle contraction (Figs. 19-7,
19-21).  Surfaces of cells designated
to secrete materials or to absorb
substances from the surrounding
fluid, such as the cells lining kidney
tubules and pancreatic secretory
cells, are often covered with very
fine projections or microvilli which
greatly increase the surface area.
In other cases projections from one
cell interdigitate with those of an
adjacent cell to give more intimate
contact.

3.  Vacuoles, Endocytosis, and
Lysosomes

Cells often contain vacuoles or
smaller vesicles that are separated
from the cytosol by a single mem-
brane.  Their content is often quite

Mycoplasma genitaliuma–c 0.580 1 482
Rickettsia prowazekiid 1.11 1 834
Haemophilus influenzaec,e–g 1.83 1 1,709
Methanococcus janaschii (an archaeon)h 1.66 1 1,738
Bacillus subtilisi 4.16 1
Escherichia colij,k 4.64 1 4,288
Myxococcus xanthisf 9.2 1
Synechocystis sp. (a cyanobacterium)l 3.57 1 3,169
Saccharomyces cerevisiae (a yeast)k,m-p,t 13.5 17 6,241
Giardia lamblia (a protozoan)q 12
Plasmodium falciparum (malaria parasite)v 25-30 14
Dictyostelium discoideum (a slime mold)r 34
Caenorhabditis elegans (a nematode)s,t 97 6 18,424
Sea Urchin 900
Drosophila melanogaster (fruit fly)u,t 180 4 13,601
Danio rerio (zebrafish)w 1,700 2.5
Fugu rubripes (pufferfish)x 400 60,000
S. African lungfishy 102,000 19
Mus musculus (mouse)z ∼3,000 20 80,000
Bos (cow)aa ~3,000 30 80,000
Homo sapiens (human)bb,cc ~3,000 23 50,000–

150,000
Arabidopsis thaliana (green plant)dd,ee 115.4 5 25,498
Riceff-hh 450 12
Maizeii or Wheatff ~2,700
Lilyjj >100,000

TABLE 1-3
Haploid Genome Sizes for Several Organisms

Organism; see footnotes
for sequence information

Millions of
nucleotide
base pairs

(Mb)

Estimated
number

of
genes

Number
of

chromosomes
(haploid)

a Fraser, C. M., and 28 other authors (1995) Science 270, 397 – 403
b Goffeau, A. (1995) Science 270, 445 – 446
c Brosius, J., Robison, K., Gilbert, W., Church, G. M., and Venter, J. C. (1996)

Science 271, 1302 – 1304
d Andersson, S. G. E., Zomorodipour, A., Andersson, J. O., Sicheritz-Pontén,

T., Alsmark, U. C. M., Podowski, R. M., Näslund, A. K., Eriksson, A.-S.,
Winkler, H. H., and Kurland, C. G. (1998) Nature (London) 396, 133 – 140

e Fleischmann, R. D., and 39 other authors (1995) Science 269, 496 – 512
f He, Q., Chen, H., Kupsa, A., Cheng, Y., Kaiser, D., and Shimkets, L. J. (1994)

Proc. Natl. Acad. Sci. U.S.A. 91, 9584 – 9587
g Mrázek, J., and Karlin, S. (1996) Trends Biochem. Sci. 21, 201 – 202
h Bult, C. J., and 39 other authors; corresponding author Venter, J. C. (1996)

Science 273, 1058 – 1073
i Azevedo, V., Alvarez, E., Zumstein, E., Damiani, G., Sgaramella, V., Ehrlich,

S. D., and Serror, P. (1993) Proc. Natl. Acad. Sci. U.S.A. 90, 6047 – 6051
j Blattner, F. R. and 16 other authors (1997) Science 277, 1453 – 1462

k Winzeler, E. A., and 51 other authors (1999) Science 285, 901 – 906
l Kaneko, T., and 23 other authors (1996) DNA Res. 3, 109 – 136. See also

http://www.kazusa.or.jp/cyano
m Dujon, B., and 107 other authors (1994) Nature (London) 369, 371 – 378
n Taguchi, T., Seko, A., Kitajima, K., Muto, Y., Inoue, S., Khoo, K.-H., Morris,

H. R., Dell, A., and Inoue, Y. (1994) J. Biol. Chem. 269, 8762 – 8771
o Johnston, M., and 34 other authors. (1994) Science 265, 2077 – 2082
p Williams, N. (1995) Science 268, 1560 – 1561
q Sogin, M. L., Gunderson, J. H., Elwood, H. J., Alonso, R. A., and Peattie, D.

A. (1989) Science 243, 75 – 77
r Loomis, W. F., and Insall, R. H. (1999) Nature (London) 401, 440 – 441

s The C. elegans Sequencing Consortium (1998) Science 282, 2012 – 2018
(See this article for list of authors.)

t Rubin, G. M., and 54 other authors. (2000) Science 287, 2204 – 2215
u Adams, M. D., and 194 other authors. (2000) Science 287, 2185 –  2195
v Su, X.-z, Ferdig, M. T., Huang, Y., Huynh, C. Q., Liu, A., You, J., Wootton, J. C.,

and Wellems, T. E. (1999) Science 286, 1351 – 1353
w Postlethwait, J. H., Johnson, S. L., Midson, C. N., Talbot, W. S., Gates, M.,

Ballinger, E. W., Africa, D., Andrews, R., Carl, T., Eisen, J. S., Horne, S.,
Kimmel, C. B., Hutchinson, M., Johnson, M., and Rodriguez, A. (1994)
Science 264, 699 – 703

x Fishman, M. C. (1999) Proc. Natl. Acad. Sci. U.S.A. 96, 10554 – 10556
y Kornberg, A., and Baker, T. A. (1992) DNA Replication, 2nd ed., pp. 19 – 21,

Freeman, New York
z Dietrich, W. F., Copeland, N. G., Gilbert, D. J., Miller, J. C., Jenkins, N. A.,

and Lander, E. S. (1995) Proc. Natl. Acad. Sci. U.S.A. 92, 10849 – 10853
aa Anonymous (1994) Nature (London) 368, 167
bb Schuler, G. D. and 102 other authors (1996) Science 274, 540 – 546
cc Koonin, S. E. (1998) Science 279, 36 – 37

dd Olson, M. V. (1993) Proc. Natl. Acad. Sci. U.S.A. 90, 4338 – 4344
ee The Arabidopsis Genome Initiative, (2000) Nature 408, 796 – 815
ff Stevens, J. E. (1994) Science 266, 1186 – 1187

gg Shimamoto, K. (1995) Science 270, 1772 – 1773
hh Singh, K., Ishii, T., Parco, A., Huang, N., Brar, D. S., and Khush, G. S. (1996)

Proc. Natl. Acad. Sci. U.S.A. 93, 6163 – 6168
ii Carels, N., Barakat, A., and Gernardi, G. (1995) Proc. Natl. Acad. Sci. U.S.A.

92, 11057 – 11060
jj Alberts, B., Bray, D., Lewis, J., Raff, M., Roberts, K., and Watson, J. D. (1994)

Molecular Biology of  the Cell, 3rd ed., Garland, New York
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Figure 1-7  Electron micrograph of a thin section of a young epidermal cell of a sunflower.  The tissue was fixed and stained
with uranyl acetate and lead citrate.  Clearly visible are the nucleus (N), mitochondria (M), chloroplasts (C), a Golgi body
dictyosome (G), endoplasmic reticulum, vacuole (V), cell wall, plasmodesmata, and cuticle (upper right, thin dark layer).
Micrograph courtesy of H. T. Horner.

out” or excess cell parts including mitochondria.
Lysosomes are vital components of cells,41 and several
serious human diseases result from a lack of specific
lysosomal enzymes.

4.  The Endoplasmic Reticulum and Golgi
Membranes

Although cytoplasm is fluid and in some organisms
can undergo rapid streaming, the electron microscope

acidic.40  Small vesicles sometimes bud inward from
the plasma membrane in a process called endocytosis.
In this manner the cell may engulf particles (phago-
cytosis) or droplets of the external medium (pinocytosis).
The resulting endocytotic vesicles or endosomes often
fuse with lysosomes, which are small acidified vesicles
containing a battery of enzymes powerful enough to
digest almost anything in the cell.  In cells that engulf
bits of food (e.g., ameba) lysosomes provide the diges-
tive enzymes.  Lysosomes also take up and digest
denatured or damaged proteins and may digest “worn

N

C

G

V

M

B.  Eukaryotic Cells
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has revealed that within the liquid portion, the cytosol,
there is a complex network of membranes known as
the endoplasmic reticulum (ER).  The membranes
of the ER form tubes, vesicles, and flattened sacs called
cisternae.  The intracisternal spaces appear to connect
with the perinuclear space and to a series of 3–12
flattened, slightly curved disk-shaped membranes
known as the Golgi apparatus (Figs. 1-7, 20-8).42,43

This organelle was first reported by Camillo Golgi in
1898.44  Its existence was long doubted, but it is known
now to play a vital role in metabolism.

The ER, the Golgi membranes, and secretion gran-
ules apparently represent an organized system for
synthesis of secreted protein and formation of new
membranes.  Parts of the ER, the rough endoplasmic
reticulum are lined with many ribosomes of  21–25 nm
diameter.  While resembling those of bacteria, these
eukaryotic ribosomes are about 50% heavier (4 x 106 Da).
The smooth endoplasmic reticulum lacks ribosomes
but proteins made in the rough ER may be modified in
the smooth ER, e.g., by addition of carbohydrate chains.
Small membrane vesicles break off from the smooth
ER and pass to the Golgi membranes which lie close to
the smooth ER on the side toward the center of the cell.
Here additional modification reactions occur (Chapter
20).  At the outer edges the membranes of the Golgi
apparatus pinch off to form vacuoles which are often
densely packed with enzymes or other proteins.
These secretion granules move to the surface and are
released from the cell.  In this process of exocytosis
the membranes surrounding the granules fuse with
the outer cell membrane.  The rough ER appears to
contribute membrane material to the smooth ER and
Golgi apparatus, while material from Golgi membranes
can become incorporated into the outer cell membrane
and into lysosomes.  Outer mitochondrial membranes
and membranes around vacuoles in plant cells may
also be derived directly from the ER.  Outer membrane
materials are probably “recycled” by endocytosis.

The term microsome, frequently met in the bio-
chemical literature, refers to small particles of 50–150
nm diameter which are mostly fragments of the ER
together with some material from the plasma mem-
brane.  Microsomes are formed when cells are ground
or homogenized.  Upon centrifugation of the disrupted
cells, nuclei and other large fragments sediment first,
then the mitochondria.  At very high speeds (e.g., at
100,000 times the force of gravity) the microsomes,
whose masses are 108–109 Da, settle.  With the electron
microscope we see that in the microsomes the mem-
brane fragments have closed to give small sacs to the
outside of which the ribosomes still cling:

5.  Mitochondria, Plastids, and Peroxisomes

Mitochondria, complex bodies about the size of
bacteria and bounded on the outside by a double mem-
brane (Figs. 1-6 and 1-7), are present in all eukaryotic
cells that use oxygen for respiration.  The numbers
per cell appear to vary from the one for certain tiny
trypanosomes to as many as 3 x 105 in some oocytes.
Liver cells often contain more than 1000 mitochondria
apiece.45  Study of ultrathin serial sections of a single
yeast cell by electron microscopy has shown that under
some growth conditions all of the yeast mitochondria
are interconnected.46 More recent evidence from new
imaging procedures, e.g. using the green fluorescent
protein (Box 23-A)46a, 46b also supports the idea that
mitochondria are interconnected in a reticulum that
can become fragmented under some conditions.  The
inner membrane of a mitochondrion is often highly
folded to form the cristae (crests).  The outer mem-
brane is porous to small molecules but the passage of
substances into and out of the inner space of the mito-
chondrion, known as the matrix, is tightly controlled by
the inner membrane.  Although some of the oxidative
chemical activites of the cells are located in the ER and in
peroxisomes, the major energy-yielding reactions for
aerobic organisms are found in the mitochondria, which
are also the principal site of utilization of oxygen.
Within each mitochondrion is a small circular molecule
of DNA whose genes encode only a few of the many
proteins needed in this organelle.  Also present within
mitochondria are ribosomes of a size similar to those
of bacteria and smaller than those lining the rough ER.

Plastids are organelles of plant cells that serve
a variety of purposes.45  Most important are the 
chloroplasts, the chlorophyll-containing sites of photo-
synthesis.  Like mitochondria they contain folded
internal membranes (see Fig. 23-19) and several small
molecules of DNA.

Fragile organelles, the peroxisomes or microbodies,
occur in many cells.47–50  In green leaves they may occur
in numbers up to one-third those of mitochondria.
Peroxisomes are often about the size of mitochondria
but have only a single membrane and do not contain
DNA.  They often contain an apparently crystalline
“core.”  The single membrane of peroxisomes is porous
to small molecules such as sucrose.  This permits these
organelles to be separated from mitochondria by cen-
trifugation in a sucrose gradient where the microbodies
assume a density of about 1.25 g/cm3 compared to 1.19
for the impervious mitochondria.

Peroxisomes are rich in enzymes that produce and
decompose hydrogen peroxide.  They often make a
major contribution to the oxidative metabolism of
cells.  In germinating oilseeds glyoxysomes, a type of
peroxisome, contain enzymes that catalyze reactions of
the biosynthetic “glyoxylate pathway” of metabolism.51

Organelles that resemble peroxisomes in appearanceEndoplasmic
reticulum

Microsomes
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but which are functionally more closely related to
mitochondria are the hydrogenosomes of anaerobic
protozoa.52  As the name suggests, these organelles are
the site of formation of molecular hydrogen, a common
product of anaerobic metabolism.

6.  Centrioles, Cilia, Flagella, and Microtubules

Many cells contain centrioles,53 little cylinders
about 0.15 µm in diameter and 0.5 µm long, which are
not enclosed by membranes.  Each centriole contains
a series of fine microtubules of 25 nm diameter.  A
pair of centrioles are present near the nucleus in most
animal cells and play an important role in cell division.
Together with surrounding materials they form the
centrosome.  However, centrioles have never been
observed in plant cells.

Related in structure to centrioles are the long
flagella and shorter cilia (the two words are virtually
synonymous) which are commonly present as organ-
elles of locomotion in eukaryotic cells.  Stationary cells
of our own bodies also often have cilia.  For example,
there are 109 cilia/cm2 in bronchial epithelium.54

Modified flagella form the receptors of light in our
eyes and of taste in our tongues.  Flagella and cilia
have a diameter of about 0.2 µm and a characteristic
internal structure.  Eleven hollow microtubules of ~24
nm diameter are usually arranged in a “9 + 2” pattern
with nine pairs of fused tubules surrounding a pair of
single tubules (Figs. 1-8 and 19-23).  Each microtubule

Figure 1-8  Structure of cilia and flagella of eukaryotes.  After P. Satir.57

resembles a bacterial flagellum in appearance, but
there are distinct and significant chemical differences.
The basal body of the flagellum, the kinetosome
(Fig. 1-8), resembles a centriole in structure, dimensions,
and mode of replication.  Recently a small 6–9 megabase
pair DNA has been found in basal bodies of the protozoan
Chlamydomonas.55,56

Microtubules similar to those found in flagella are
also present in the cytoplasm.  Together with thinner
microfilaments of several kinds they form an internal
cytoskeleton that provides rigidity to cells.58,59

Microtubules also form the “spindle” of dividing cells.
In nerve axons (Chapter 30) the microtubules run
parallel to the length of the axons and are part of a
mechanical transport system for cell constituents.

7.  Cell Coats, Walls, and Shells

Like bacteria, most cells of higher plants and
animals are surrounded by extracellular materials.
Plants have rigid walls rich in cellulose and other
carbohydrate polymers.  Outside surfaces of plant cells
are covered with a cuticle containing layers of a poly-
ester called cutin and of wax (Fig. 1-6).  Surfaces of
animal cells are usually lined with carbohydrate mole-
cules which are attached to specific surface proteins to
form glycoproteins.  Spaces between cells are filled
with such “cementing substances” as pectins in plants
and hyaluronic acid in animals.  Insoluble proteins
such as collagen and elastin surround connective

tissue cells.  Cells that lie on a surface
(epithelial and endothelial cells) are
often lined on one side with a thin,
collagen-containing basement
membrane (Figs. 1-6 and 8-31).
Inorganic deposits such as calcium
phosphate (in bone), calcium carbonate
(eggshells and spicules of sponges), and
silicon dioxide (shells of diatoms) are
laid down, often by cooperative action
of several or many cells.

C. Inheritance, Metabolic
Variation, and Evolution
of Eukaryotes

The striking differences between
eukaryotic and prokaryotic cells have
led to many speculations about the
evolutionary relationship of these two
great classes of living organisms.  A
popular theory is that mitochondria,
which are characteristic of most eukary-
otes, arose from aerobic bacteria.  After
cyanobacteria had developed and oxygen

B.  Eukaryotic Cells
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In 1908 Archibald Garroda,b proposed that cysti-
nuria (Chapter 8) and several other defects in amino
acid and sugar metabolism were “inborn errors of
metabolism”, i.e. inherited diseases.  Since that time
the number of recognized genetic defects of human
metabolism has increased at an accelerating rate to
~4000.c–e Hundreds of other genetic problems have
also been identified.  For over 800 of these the
defective gene has been mapped to a specific
chromosome.f  An example is sickle cell anemia
(Box 7-B) in which a defective hemoglobin differs
from the normal protein at one position in one of its
constituent polypeptide chains.  Many other defects
involve loss of activity of some important enzyme.

Most genetic diseases are rare, affecting about
one person in 10,000.  However, cystic fibrosis
affects one in 2500.  There are so many metabolic
diseases that over 0.5% of all persons born may
develop one.  Many die at an early age.  A much
greater number (>5%) develop such conditions as
diabetes and mental illness which are, in part, of
genetic origin.  Since new mutations are always
arising, genetic diseases present a problem of con-
tinuing significance.

At what rate do new mutations appear?  From
the haploid DNA content (Table 1-2) we can estimate
that the total coding capacity of the DNA in a human
cell exceeds two million genes (actually two million
pairs of genes in diploid cells).  However, only a frac-
tion of the DNA codes for proteins.  There are per-
haps 50,000 pairs of structural genes in human DNA.
The easily detectable rate of mutation in bacteria is
about 10–6 per gene, or 10–9 per base per replication.g

As a result of sophisticated “proofreading” and
repair systems, it may be as low as 10–10 per base in
humans.h  Thus, in the replication of the 3 x 109 base
pairs in diploid human chromosomes we might
anticipate about one mistake per cell division.  Only
about 1/50 of these would be in structural genes and
potentially harmful.  Thus, if there are 1016 division
cycles in a normal life spanh each parent may pass on
to future generations about 2 mutations in protein
sequences.  The ~1014 body cells (somatic cells) also
undergo mutations which may lead to cancer and to
other problems of aging.  Most mutations may be
harmless or nearly so and a few may be beneficial.

However, many are damaging and some are lethal.
If a mutation is lethal, a homozygote will not survive
and will be lost in an early (and usually undetected)
spontaneous abortion.  Healthy individuals carry as
many as ten lethal recessive mutations as well as at
least 3–5 autosomal recessive mutations of a seriously
harmful type.  Harmful dominant mutations are also
frequent in the population.  These include an elevated
lipoprotein content of the blood and an elevated cho-
lesterol level which are linked to early heart disease.

Biochemical disorders are also important because
of the light they shed on metabolic processes.  No
other species is observed as carefully as Homo sapiens.
As a consequence frequent reference will be made to
genetic diseases throughout the book.  A goal is to
find ways to prevent or ameliorate the effects of these
disorders.  For example, in the treatment of phenyl-
ketonuria (Chapter 25) or of galactosemia (Chapter
20), a change in the diet can prevent irreversible
damage to the brain, the organ most frequently
affected by many of these diseases.  Injection of a
missing enzyme is giving life to victims of Gaucher’s
disease (Chapter 20).  In many other cases no satis-
factory therapy is presently available, but the possi-
bilities of finding some way to supply missing
enzymes or to carry out “genetic surgery” are among
the most exciting developments of contemporary
medical biochemistry (Chapter 26).

Photomicrograph of human male metaphase chromosomes.  © Photo
Researchers
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had become abundant, a symbiotic relationship could
have arisen in which small aerobic bacteria lived
within cells of larger bacteria that had previously been
obligate anaerobes.  Sequence similarities of proteins
suggest that these symbionts may have been related to
present-day methanogens60 and thermophilic sulfur
bacteria.61 The aerobes presumably used up any oxy-
gen present, protecting the surrounding anaerobic
organisms from its toxicity.  The relationship became
permanent and led eventually to the mitochondria-
containing eukaryotic cell.62–65  Further symbiosis with
cyanobacteria or prochlorophytes could have led to the
chloroplasts of the eukaryotic plants.

A fact that supports such ideas is the existence
among present-day organisms of many endosymbiotic
relationships.  For example, the green paramecium
(Paramecium bursaria) contains, within its cytoplasm,
an alga (Chlorella), a common green plant that is quite
capable of living on its own.  Perhaps by accident it
took up residence within the paramecium.62  Some
dinoflagellates (Fig. 1-9) contain endosymbiotic cyano-
bacteria66 and recently a ciliate that contains endo-
symbiotic purple photosynthetic bacteria has been
discovered.67  These bacteria do not produce O2 but
utilize products of the host ciliates’ metabolism such
as acetate, lactate, and H2 as electron donors for photo-
syntheses.  They also utilize O2 for respiration and
may protect their hosts from the toxicity of O2, just as
may have happened in the distant past.  According to
this theory the symbionts would eventually have lost
their photosynthetic ability and have become mito-
chondria.  The relationship of mitochondria to bacteria
is also supported by many biochemical similarities.

Fossils of bacteria and blue-green algae have been
obtained from rocks whose age, as determined by
geochemical dating, is more than 3 × 109 years.68,69

However the first eukaryotic cells may have appeared
about 1 × 109 years ago70 and started to evolve into the
more than one million species that now exist.1,71,72

1.  A Changing Genome

How is it possible for the genome of an organism
to increase in size as it evolved from a lower form to a
higher one?  Simple mutations that cause alterations in
protein sequences could lead to changes in form and
behavior of the organisms but could not, by themselves,
account for the increase in genetic material that accom-
panied evolution.  As a result of new techniques of
genetic mapping and determining the sequence of
nucleotides in DNA we are rapidly acquiring a detailed
knowledge of the organization of the genome.  It has
been found that genes are often present as duplicate
but not entirely identical copies.  This suggests that
there are mechanisms by which cells can acquire extra
copies of one or more genes.  Indeed it seems probable

that at some time in the past the entire genome of
bacteria was doubled and that it was later doubled
again.73  Evidence for this is that the masses of bacterial
chromosomes group around values of 0.5, 1.4, and
2.7 x 109 Da.  Genes can also be duplicated during the
process of genetic recombination, which is discussed
in Chapter 27.  In addition, the size of the genome may
have increased by incorporation of genetic material
from extrachromosomal plasmids.

A possible advantage to a cell possessing an extra
copy of a gene is that the cell would survive even when
mutations rendered unusable the protein encoded by
one of the copies.  As long as one of the genes remained
“good,” the organism could grow and reproduce.
The extra, mutated gene could be carried for many
generations.  As long as it produced only harmless,
nonfunctioning proteins there might be little selection
pressure to eliminate it and it might undergo repeated
mutations.  After many mutations and many genera-
tions later, the protein for which it coded could prove
useful to the cell in some new way.

An example of evolution via gene duplication is
provided by the oxygen-carrying proteins of blood.
It appears that about a billion years ago, the gene for
an ancestral globin, the protein of hemoglobin, was
doubled.  One gene evolved into that of present-day
globins and the other into the gene of the muscle
protein myoglobin.  Still later, the globin gene again
doubled leading to the present-day α and β chains of
hemoglobin (Chapter 7).  These are two distinctly
different but related protein subunits whose genes are
not even on the same chromosome.  To complicate the
picture further, most human beings have two or more
copies of their α chain gene74 as well as genes for fetal
and embryonic forms of hemoglobin.  However, some
populations have lost one or more α chain genes.  Thus,
the genome changes in many details, even today.

2.  Genetic Recombination, Sex, and
Chromosomes

Bacteria usually reproduce by simple fission.  The
single DNA molecule of the chromosome is duplicated
and the bacterium divides, each daughter cell receiving
an identical chromosome.  However, genetic recombi-
nation, which is accomplished in several ways by
bacteria (Chapter 27), provides a deliberate process
for mixing of genes.  This process has been most fully
developed in eukaryotic organisms that undergo sexual
reproduction.  The growth of a multicelled individual
begins with the fusion of two haploid gametes, an egg
and a spermatozoon.  Each gamete carries a complete
set of genetic instructions, and after the nuclei fuse the
fertilized egg or zygote is diploid.  Each diploid cell
contains two complete sets of genetic blueprints of
quite different origin.  Even if a gene from one parent

C.  Inheritance, Metabolic Variation, and Evolution of Eukaryotes
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is defective, the chances are that the gene from the other
parent will be good.  Sexual reproduction and the
associated genetic recombination also provide a means
for mixing of genes.

When eukaryotic cells prepare to divide in the
process called mitosis (Fig. 26-11), the DNA molecules
of the nucleus, which become spread out through a large
volume, coil and fold.  Together with proteins and other
molecules they form the compact bodies known as
chromosomes.  Some organisms, such as Ascaris (a round-
worm), have only two chromosomes, a homologous
pair, one inheritied from the father and one from the
mother.  Both chromosomes divide in every mitotic cell
division so that every cell of the organism has the homo-
logous pair.  Higher organisms usually have a larger
number of chromosomes.  Thus, humans have 23 homo-
logous pairs.  The mouse has 20, the toad 11, onions 8,
mosquitos 3, and Drosophila 4.  Human chromosomes
vary in size but are usually 4–6 �m long and ~1 �m in
diameter.

By the successive divisions of mitosis, a single
fertilized eukaryotic egg cell can grow to an adult.
Less than 50 successive mitotic divisions will produce
the ~1014 cells of a human.  However, formation of
gametes, which are haploid, requires the special pro-
cess of meiosis (Fig. 26-12), by which the number of
chromosomes is divided in half.  During meiosis one
chromosome of each of the homologous pairs of the
diploid cell is passed to each of the gametes that are
formed.  In an organism such as Ascaris, which con-
tains only a single pair of chromosomes, a gamete
receives either the chromosome of maternal origin or
that of paternal origin but not both.  In organisms that
have several pairs of chromosomes, one chromosome of
each pair is passed to the gamete in a random fashion
during meiosis.  Most gametes receive some chromo-
somes of maternal and some of paternal origin.  An
important feature of meiosis is the genetic recombina-
tion that occurs during crossing-over.  In this process,
the strands of DNA are cut and genetic material is
exchanged between the chromosomes of maternal and
paternal origin.  Thus, crossing-over breaks the linkage
between genes and provides for greater variability in
the offspring than would otherwise be possible.  Each
of us receives half of our genes from our mother and
half from our father, but some of these genes have been
inherited from each grandparent on both sides of the
family, some from  each great-grandparent, etc.

Many genes are passed down through many
generations without substantial change, but others
are evidently designed to be scrambled readily within
somatic cells.  Cell surface proteins75 and antibody
molecules are among the proteins whose genes undergo
alteration during growth and differentiation of the
tissues of the body (Chapter 32).

3.  Haploid and Diploid Phases

In human beings and other higher animals, meiosis
leads directly to formation of the gametes, the egg and
sperm cells.  These fuse to form a diploid nucleus and
the adult develops by repeated mitosis of the diploid
cells.  While meiosis also occurs in the life cycle of all
eukaryotic creatures, it is not always at a point corre-
sponding to that in the human life cycle.  Thus, the
cells of many protozoa and of fungi are ordinarily
haploid.  When two haploid nuclei fuse to form a
diploid cell, meiosis quickly occurs to produce haploid
individuals again.  Among lower plants and animals
there is often an alternation of haploid and diploid
phases of the life cycle.  For example, gametes of ferns
fall to the ground and germinate to form a low-growing
green mosslike haploid or gametophyte form.  The
latter produces motile haploid gametes which fuse to a
diploid zygote that grows into the larger and more obvious
sporophyte form of the fern.

It is presumably the ability to survive as a hetero-
zygote, even with one or more highly deleterious
mutations, that has led to the dominance of the diploid
phase in higher plants and animals.76  However, to
the biochemical geneticist organisms with a haploid
phase offer experimental advantages because recessive
mutants can be detected readily.

D.  Survey of the Protists

Unicellular eukaryotes have traditionally been
grouped together with multicellular organisms in
which all cells have similar functions, with little or no
differentiation into tissues, as the kingdom Protista.77,78

The fungi may also be included or may be regarded as
a separate kingdom.79  With present-day emphasis on
DNA sequence comparisons the traditional classifica-
tion is changing, however.26

1.  Protozoa

Among the best known of the animal-like protista
is the ameba (subphylum Sarcodina or Rhizopoda).
The most striking feature of the ameba (Fig. 1-9) is
its method of locomotion, which involves the trans-
formation of cytoplasm from a liquid state to a semi-
solid gel.  As the ameba moves, the cytoplasm at the
rear liquifies and flows to the front and into the
extending pseudopodia where it solidifies along the
edges.  The ameba poses several important biochemical
questions:  What chemistry underlies the reversible
change from liquid to solid cytoplasm?  How can the
cell membranes break and reform so quickly when an
ameba engulfs food particles?80

Relatives of the ameba include the Radiolaria,
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marine organisms of remarkable symmetry with com-
plex internal skeletons containing the carbohydrate
polymer chitin together with silica (SiO2) or strontium
sulfate.  The Foraminifera deposit external shells of
calcium carbonate or silicon dioxide.  Over 20,000
species are known and now as in the distant past their
minute shells fall to the bottom of the ocean and form
limestone deposits.

Tiny ameboid parasites of the subphylum Sporozoa
attack members of all other animal phyla.  Several
genera of Coccidia parasitize rabbits and poultry
causing enormous damage.  Humans are often the
victims of species of the genus Plasmodium (Fig. 1-9)
which invade red blood cells and other tissues to cause

Figure 1-9  A few well-known protists.

malaria, one of our most serious ailments on a world-
wide basis.81–84  Throughout history malaria has prob-
ably killed more persons than any other disease.
Toxoplasma gondii is another parasite which, in its
haploid phase, is found throughout the world in wild
animals and in humans.  Although its presence usually
elicits no symptoms, it sometimes causes blindness
and mental retardation in children and can be fatal to
persons with AIDS.  Its sexual cycle occurs exclusively
in cats.85,86

Another subphylum of protozoa, the Mastigophora,
are propelled by a small number of flagella and are
intermediate between animals and the algae.  One of
these is Euglena viridis, a small freshwater organism

with a long flagellum in front, a
flexible tapered body, green chloro-
plasts, and a light-sensitive “eye-
spot” which it apparently uses to
keep itself in the sunshine (Fig. 1-9).
Euglena is also able to live as a
typical animal if there is no light.
Treatment with streptomycin (Box
20-B) causes Euglena to lose its
chloroplasts and to become an animal
permanently.  The dinoflagellates
(Fig. 1-9), some colorless and some
green, occur in great numbers
among the plankton of the sea.
Giardia lamblia is a troublesome
intestinal parasite.

The hemoflagellates are respon-
sible for some of our most terrible
diseases.  Trypanosomes (genus
Trypanosoma) invade the cells of the
nervous system causing African
sleeping sickness.  Mutating their
surface proteins frequently by gene-
scrambling mechanisms, these and
other parasites are able to evade the
immune response of the host.87,88

For the same reason it is difficult
to prepare vaccines against them.
Other flagellates live in a symbiotic
relationship within the alimentary
canals of termites (Fig. 1-9) and
roaches.  Termites depend upon
bacteria that live within the cells of
these symbiotic protozoans to pro-
vide the essential enzymes needed
to digest the cellulose in wood.

Members of the subphylum
Ciliophora, structurally the most
complex of the protozoa, are cov-
ered with a large number of cilia
which beat together in an organized
pattern.89  The following question
immediately comes to mind:  How
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are the cilia able to communicate with each other to
provide this organized pattern?  Two ciliates that are
often studied by biochemists are Tetrahymena (Fig. 1-9),
one of the simplest, and Paramecium, one of the more
complex.

The Myxomycetes or “slime molds” are more
closely related to protozoa than to fungi.90  Members
of the family Acrasieae, the best studied member of
which is Dictyostelium discoideum, start life as small
amebas.  After a time, when the food supply runs
low, some of the amebas begin to secrete pulses of a
chemical attractant cyclic AMP.  Neighboring amebas
respond to the pulses of cyclic AMP by emitting their
own pulses about 15 s later, then moving toward the
original source.91,92  The ultimate effect is to cause the
amebas to stream to centers where they aggregate
and form fungus-like fruiting bodies.  Asexual spores
are formed and the life cycle begins again.  Other
Myxomycetes grow as a multinucleate (diploid) 
plasmodium containing millions of nuclei but no
individual cell membranes. Physarum polycephalum, a
species whose plasmodium may spread to a diameter
of 30 cm, has become popular with biochemists.
The 800,000 nuclei per square millimeter all divide
synchronously.

2.  Fungi

Lacking photosynthetic ability, living most often in
soil but sometimes in water, the fungi are represented by
almost half as many species (~105) as are the vascular
plants.93  The distinguishing characteristics of fungi
are the lack of chlorophyll and growth as a series of
many branched tubules (usually 6–8 �m diameter), the
hyphae, which constitute the mycelium.  The hyphae
are not made up of separate cells but contain a mass of
protoplasm with many nuclei.  Only occasional septa
divide the tubules.  Most fungi are saprophytic, living
on decaying plants or animal tissues.  However, others
are parasites that produce serious and difficult-to-treat
infections in humans.  An important medical problem
is the lack of adequate antibiotics for treating fungal
infections (mycoses).94–96  On the other hand, fungi
produce important antibiotics such as penicillin.  Still
others form some of the most powerful toxins known!

The lower fungi or Phycomycetes include simple
aquatic molds and mildew organisms.  Higher fungi
are classified as Ascomycetes or Basidiomycetes
according to the manner in which the sexual spores are
born.  In the Ascomycetes these spores are produced in
a small sac called an ascus  (Fig. 1-10).  Each ascus
contains four or eight spores in a row, a set of four
representing the results of a single pair of meiotic
divisions.  A subsequent mitotic division will give eight
spores.  This is one of the features that has made Neu-
rospora crassa (Fig. 1-10) a favorite subject for genetic

studies.97  The ascospores can be dissected out in order
from the ascus and cultivated separately to observe the
results of crossing-over during meiosis.

Neurospora also reproduces via haploid spores
called conidia.  The haploid mycelia exist as two mating
types and conidia or mycelia from one type can fertilize
cells in a special body (the protoperithecium) of the other
type to form zygotes.  The latter immediately undergo
meiosis and mitosis to form the eight ascospores.
Among other Ascomycetes are the highly prized edible
truffles and morels.  However, most mushrooms and
puffballs are fruiting bodies of Basidiomycetes.  Other
Basidiomycetes include the rusts, which cause enor-
mous damage to wheat and other grain crops.

Yeasts are fungi adapted to life in an environment
of high sugar content and which usually remain uni-
cellular and reproduce by budding (Fig. 1-10).  Occa-
sionally the haploid cells fuse in pairs to form diploid
cells and sexual spores.  Some yeasts are related to the
Ascomycetes, others to Basidiomycetes. Saccharomyces
cerevisiae, the organism of both baker’s and brewer’s
yeast, is an Ascomycete.  It can grow indefinitely in
either the haploid or diploid phase.  The genetics
and biochemistry of this yeast have been studied
extensively.98–102  The genome is relatively small with
13.5 x 106 base pairs in 17 chromosomes.  The sequence
of the 315,000 base pairs of chromosome III was deter-
mined in 1992101,102 and the sequence of the entire
genome is now known.103

Fungi often grow in symbiotic association with
other organisms.  Of special importance are the 
mycorrhizae (fungus roots) formed by colonization
of fine roots by beneficial soil fungi.  Almost all plants
of economic importance form mycorrihizae.104

3.  Algae

Algae are chlorophyll-containing eukaryotic organ-
isms which may be either unicellular or colonial.105

The colonial forms are usually organized as long fila-
ments, either straight or branched, but in some cases
as blades resembling leaves.  However, there is little
differentiation among cells.  The gold-brown, brown,
and red algae contain special pigments in addition to
the chlorophylls.

The euglenids (Euglenophyta) and dinoflagellates
(Pyrrophyta), discussed in the protozoa section, can
equally well be regarded as algae.  The bright green
Chlorophyta, unicellular or filamentous algae, are
definitely plants, however.  Of biochemical interest is
Chlamydomonas, a rather animal-like creature with two
flagella and a carotenoid-containing eyespot or stigma
(Fig. 1-11).  Chlamydomonas contains a single chloroplast.
The “pyrenoid”, a center for the synthesis of starch,
lies, along with the eyespot, within the chloroplast.  The
organism is haploid with “plus” and “minus” strains
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Figure 1-10  Two frequently studied fungi. Top (including ascus): the yeast
Saccharomyces cerevisiae.  Below: Neurospora crassa showing various stages.
After J. Webster.93

and motile gametes.  Zygotes immediately undergo
meiosis to form haploid spores.  With a well-established
genetic map, Chlamydomonas is another important organ-
ism for studies of biochemical genetics.106

The filamentous Ulothrix shows its relationship
to the animals through formation of asexual spores
with four flagella and biflagellate gametes.  Only the
zygote is diploid.  On the other hand, the incomparably
beautiful Spirogyra (Fig. 1-11) has no motile cells.  The
ameboid male gamete flows through a tube formed
between the two mating cells, a behavior suggesting a
relationship to higher green plants.

Some unicellular algae grow to a remarkable size.
One of these is Acetabularia (Fig. 1-11), which lives in
the warm waters of the Mediterranean and other
tropical seas.  The cell contains a single nucleus which
lies in the base or rhizoid portion.  In the mature alga,
whose life cycle in the laboratory is 6 months, a cap of
characteristic form develops.  When cap development
is complete, the nucleus divides into about 104 second-
ary nuclei which migrate up the stalk and out into the
rays of the cap where they form cysts.  After the cap
decays and the cysts are released, meiosis occurs and
the flagellated gametes fuse in pairs to form zygotes

which again grow into diploid algae.
Because of its large size and the
location of the nucleus in the base,
the cells can be cut and grafted.
Nuclei can be removed or trans-
planted and growth and develop-
ment can be studied in the presence
or absence of a nucleus.107–110  The
green algae Volvox live in wheel-like
colonies of up to several thousand
cells and are useful for biochemical
studies of differentiation.111

Look through the microscope
at almost any sample of algae from
a pond or aquarium and you will
see little boatlike diatoms slowly
gliding through the water.  The most
prominent members of the division
Chrysophyta, diatoms are character-
ized by their external “shells” of
silicon dioxide.  Large and ancient
deposits of diatomaceous earth
contain these durable silica skeletons
which are finely marked, often with
beautiful patterns (Fig. 1-11).  The
slow motion of diatoms is accom-
plished by streaming of protoplasm
through a groove on the surface of
the cell.  Diatoms are an important
part of marine plankton, and it is
estimated that three-fourths of the
organic material of the world is
produced by diatoms and dino-
flagellates.  Like the brown algae,
Chrysophyta contain the pigment
fucoxanthin.

Other groups of algae are the
brown and red marine algae or
seaweed.  The former (Phaeophyta)
include the giant kelps from which
the polysaccharide algin is obtained.
The Rhodophyta are delicately
branched plants containing the red
pigment phycoerythrin.  The poly-
saccharides, agar and carrageenin,
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a popular additive to chocolate drinks and other foods,
come from red algae.

Symbiotic associations of fungi with either true
algae or with cyanobacteria are known as lichens.
Over 15,000 varieties of lichens grow on rocks and in
other dry and often cold places.  While the algae
appear to benefit little from the association, the fungi

penetrate the algae cells and derive nutrients from
them.112  Although either of the two partners in a lichen
can be cultured separately, the combination of the two
is capable of producing special pigments and phenolic
substances known as depsides which are not formed
by either partner alone.

Figure 1-11  A few species of algae.



23

Figure 1-12  Some lower forms of Metazoa.  (A) Mesozoa (25 cells).  After C. P. Hickman.116  (B) A small asconoid sponge.
After C. A. Villee, W. F. Walker, Jr., and R. D. Barnes.117  (C)  Ameboid cells of a sponge forming spicules.  After Hickman.

E.  The Variety of Animal Forms

In this section, we will consider only a few bio-
chemical and other aspects of multicellular animals or
Metazoa.  The sudden appearance of a large number
of Metazoans about 0.5 x 109 years ago113,114 may have
been an outcome of the appearance of split genes (see
Section B, 1).  As a result of gene duplication the coding
pieces of split genes, the exons, could be moved to
new locations in a chromosome where they could have
become fused with other pieces of DNA to form entirely
new genes.115

1.  Major Groups of Multicellular Animals

The simplest metazoa are tiny symbiotic worms
of the phylum (or subkingdom) Mesozoa, which live
in the kidneys of deep sea-dwelling cephalopods
(octopi and squid).  Each worm is made up of only 25
cells in a single layer enclosing one or a small number
of elongated axial cells (Fig. 1-12).  Mesozoa have been
regarded as parasitic, but they appear to facilitate
excretion of NH3 by the host through acidification of
the urine.118,119

Porifera or sponges are the most primitive of
multicelled animals.120  They lack distinct tissues but
contain several specialized types of cells.  The body is
formed by stationary cells that pump water through

the pores to bring food to the sponge.  Within the body
amebocytes work in groups to form the spicules of
calcium carbonate, silicon dioxide, or the protein
spongin (Fig. 1-12).  Sponges appear to lack a nervous
system.

Individuals of the next most complex major phy-
lum, Cnidaria (formerly Coelenterata), are radially
symmetric with two distinct cell layers, the endoderm
and ectoderm.  Many species exist both as a polyp or
hydra form (Fig. 1-13) and as a medusa or jellyfish.
The jellyfish apparently has no brain but the ways in
which its neurons interconnect in a primitive radial net
are of interest.  The Cnidaria have a very simple body
form with remarkable regenerative powers.  The fresh-
water hydra, a creature about 1 cm long (Fig. 1-13),
contains a total of ~105 cells.  A complete hydra can be
regenerated from a small piece of tissue if the latter
contains some of both the inner and the outer cell
layers.121,122

The body of flatworms (phylum Platyhelminthes)
consists of two external cell layers (endoderm and
ectoderm) with a third layer between.  A distinct excre-
tory system is present.  In addition to a nerve net
resembling that of the Cnidaria, there are a cerebral
ganglion and distinct eyes.  One large group of flat-
worms, the planarians (typically about 15 mm in
length, Fig. 1-14), inhabit freshwater streams.  They are
said to be the simplest creatures in which behavior can
be studied.
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Many parasitic flatworms (tapeworms and flukes)
attack higher organisms.124  Among them are the
Schistosoma, tiny worms that are transmitted to
humans through snails and which attack the blood
vessels.  The resulting schistosomiasis is one of the
most widespread debilitating diseases on earth today,
affecting 200 million people or more.125,126

The roundworms (Nematoda)127–129 have, in
addition to the enteron (alimentary tract), a separate
body cavity.  Free-living nematodes abound in water
and soil but many species are parasitic.  They do enor-
mous damage to plants and to some animal species.
Trichina, hookworms129a, and filaria worms attack
humans.  However, in the laboratory the 1-mm-long,
810-cell nematode, Caenorhabditis elegans (Fig. 1-14) has
become an important animal.  In 1963 Sydney Brenner
launched what has become a worldwide effort to make
this tiny worm the equivalent in the animal kingdom of

Figure 1-13  (A) Hydra. After Loomis.123  (B) The medusa stage of Obelia, a
hydroid coelenterate.123a

A

B

E. coli in the bacterial world.129 The
108 nucleotides in the worm’s six
chromosomes contain ~13,600
genes. C. elegans has become an
important animal in which to study
differentiation.  Already the exact
lineage of every cell has been traced,
as has every connection among the
302 neurons in the animal’s nervous
system.  The related rotifers,130 with
whirling “wheels” of cilia on their
heads (Fig. 1-14) and transparent
bodies, are a delight to the micro-
scopist.  Like nematodes, they are
“cell constant” organisms.  The total
number of cells in the body is con-
stant as is that in almost every part
of every organ.  Part of the develop-
mental plan of such organisms is a
“programmed cell death” (Chapter 32).

The Annelida (segmented
worms)131 are believed to be evolu-
tionary antecedents of the arthropods.
Present-day members include earth-
worms, leeches, and ~105 species of
marine polychaetes.  Annelids have
a true body cavity separate from the
alimentary canal and lined by a
peritoneum.  They have a well-
developed circulatory system and
their blood usually contains a type
of hemoglobin.

About 106 species of arthropods
(80% of all known animals) have
been described.  Most are very
small.72  These creatures, which
have a segmented exoskeleton of
chitin and other materials, include
the horseshoe crabs, the Arachnida

(scorpions, spiders, and mites), the Crustacea, Myri-
opoda (centipedes and millipedes), and the Insecta.
Important biochemical problems are associated with
the development and use of insecticides and with our
understanding of the metamorphosis that occurs
during the growth of arthropods.132  The fruit fly
Drosophila melanogaster has provided much of our basic
knowledge of genetics and continues to be the major
species in which development is studied.133–134a

Among the molluscs (phylum Mollusca) the
squids and octopuses have generated the most interest
among biochemists.  The neurons of squid contain giant
axons, the study of which has led to much of our
knowledge of nerve conduction.  Octopuses show
signs of intelligence not observed in other invertebrates
whose nervous reactions seem to be entirely “prepro-
grammed.”  The brains of some snails contain only 104

neurons, some of which are unusually large.  The
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Warning: Not everything in this book is true.
Despite all efforts to get it right, there are unin-
tentional errors and misinterpretations of experi-
mental results.  Indeed, the history of biochemistry
is replete with accounts of experimental findings
that were interpreted incorrectly.  Yet, the ideas
expressed often stimulated others to develop a
more correct picture later.  The same is true today.
Students should be critical, should look at experi-
mental details, and consult original literature as
much as possible.

Progress in science depends both upon careful
observations and measurements and upon imagi-
native interpretations of unexpected findings.
Speculative ideas, a number of which are men-
tioned in this book, provide an important stimulus
in science.  They should neither be ignored nor
accepted as facts.  I have tried to write in such
a way that established facts will not often be
confused with speculation.

BOX 1-E ERRORS, MISCONCEPTIONS,
AND SPECULATION

Echinodermata or spiny-skinned animals (starfish,
sea urchins, and sea cucumbers) are regarded as a
highly advanced phylum.  Their embryological devel-
opment has been studied intensively.

The phylum Chordata, to which we ourselves
belong, includes not only the vertebrates but also more
primitive marine animals that have a spinal cord.
Among these primitive species, which may be related
to early ancestral forms, are the tunicates or sea squirts.
They have a very high concentration of vanadium in
their blood.

2.  Cell Types and Tissues

Isolated animal cells in tissue culture, no matter
how highly differentiated, tend to revert quickly to
one of three basic types known as epitheliocytes,
mechanocytes, and amebocytes.  Epitheliocytes are
closely adherent cells derived from epithelial tissues
and thought to be related in their origins to the two
surface layers of the embryonic blastula.  Mechano-
cytes, often called fibroblasts or fibrocytes, are
derived from muscle, supporting, or connective tissue.
Like the amebocytes, they arise from embryonic mes-
enchymal tissue cells that have migrated inward from
the lower side of the blastula (Chapter 32). Neurons,
neuroglia, and lymphocytes are additional distinct
cell types.

Figure 1-14  (A) A planarian, length 15 mm.  After
Hickman.116  Diagram of digestive and nervous sytems;
cutaway section shows ventral mouth.  Small drawing
shows pharynx extended through ventral mouth.  (B) The
nematode Caenorhabditis elegans. Ascaris is very similar in
appearance. From Buchsbaum.77 (C) A rotifer, Philodina
(~103 cells).  After C. A. Villee et al.117
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Tissues.  Cells aggregate to form four major kinds
of tissue.  Epithelial tissues line the primary surfaces of
the body:  the skin, the digestive tract, urogenital tract,
and glands.  External skin is composed of flat platelike
squamous epithelial cells whereas internal surfaces are
often formed by colummar epithelial cells.  Glands
(sweat, oil, mammary, and internal secretory) as well
as the sensory organs of the tongue, nose, and ear are
all composed of epithelial cells.  Epithelial cells are
among the most highly polarized of cells.  One side of
each cell faces the outside, either air or water, while
the other side is often directly against a basement
membrane.

Supporting and connective tissues include the fatty
adipose tissue as well as cartilage and bone.  Both
of the latter contain large amounts of intercellular
material or ground substance consisting largely of
complex polymers.  Embryonic fibroblasts differentiate
into white fibers, which produce collagen, and yellow
fibers, which form elastin.  The fibrils of both of these
proteins are assembled in the intercellular space
where they are embedded in the ground substance.
Osteoblasts form bone by deposition of calcium
phosphate in 3–7 µm thick layers within a ground
substance that contains special proteins.

A third tissue is muscle, which is classified into
three types:  striated (voluntary skeletal muscle),
cardiac (involuntary striated muscle), and smooth
(involuntary) muscle.  There are two major groups of
cells in nervous tissue, the fourth tissue type. Neurons
are the actual conducting cells whose cell membranes
carry nerve impulses.  Several kinds of glial cells lie
between and around the neurons.

Blood cells.  Blood and the linings of blood vessels
may be regarded as a fifth tissue type.135,135a  The
human body contains 5 x 109 erythrocytes or red
blood cells per ml, a total of 2.5 x 1013 cells in the five
liters of blood present in the body.  Erythrocytes are
rapidly synthesized in the bone marrow.  The nucleus
is destroyed, leaving a cell almost completely filled
with hemoglobin.  With an average lifetime of 125
days, human red blood cells are destroyed by leuko-
cytes in the spleen and liver.

The white blood cells or leukocytes are nearly a
thousandfold less numerous than red cells.  About 7 x 106

cells are present per ml of blood.  There are three types
of leukocytes: lymphocytes (~26% of the total),
monocytes (~7% of the total), and polymorphonuclear
leukocytes or granulocytes (~70% of the total).
Lymphocytes are about the same size as erythrocytes
and are made in lymphatic tissue.  Individual lympho-
cytes may survive for as long as ten years.  They func-
tion in antibody formation and are responsible for
maintenance of long-term immunity.

Monocytes, two times larger, are active in ingesting
bacteria.  These cells stay in the blood only a short

time before they migrate into the tissues where they
become macrophages,136 relatively fixed phagocytic
cells.  Macrophages not only phagocytize and kill
invading bacteria, protozoa, and fungi but also destroy
cancer cells.  They also destroy damaged cells and
cellular debris as part of the normal turnover of tissues.
They play an essential role in the immune system by
“processing” antigens and in releasing stimulatory
proteins.

Granulocytes of diameter 9–12 µm are formed in
the red bone marrow.  Three types are distinguished
by staining: neutrophils, eosinophils, and basophils.
Neutrophils are the most numerous phagocytic cells of
our blood and provide the first line of defense against
bacterial infections.  The functions of eosinophils and
basophils are less well understood.  The number of
eosinophils rises during attacks of hay fever and asthma
and under the influence of some parasites, while the
basophil count is increased greatly in leukemia and
also by inflammatory diseases. Granules containing
histamine, heparin, and leukotrienes are present in the
basophils.  Blood platelets or thrombocytes are tiny
(2–3 µm diameter) cell-like bodies essential for rapid
coagulation of blood. They are formed by fragmenta-
tion of the cytoplasm of bone marrow megakaryocytes.
One mature megakaryocyte may contribute 3000 plate-
lets to the 1–3 x 108 per ml present in whole blood.

Cell culture.  Laboratory growth of isolated animal
cells has become very important in biochemistry.137

Sometimes it is necessary to have many cells with as
nearly as possible identical genetic makeup.  Such
bacterial cells are obtained by plating out the bacteria
and selecting a small colony that has grown from a
single cell to propagate a “pure strain.”  Similarly,
single eukaryotic cells may be selected for tissue cul-
ture and give rise to a clone of cells which remains
genetically identical until altered by mutations.

The culture of embryonic fibroblasts is used to
obtain enough cells to perform prenatal diagnosis of
inherited metabolic diseases (Box 1-D).  Tissue culture
is easiest with embryonic or cancer cells, but many
other tissues can be propagated.  However, the cells
that grow best and which can be propogated indefi-
nitely are not entirely normal; the well-known HeLa
strain of human cancer cells which was widely grown
for many years throughout the world contains 70–80
chromosomes per cell compared with the normal 46.

3.  Communication

Plants are able to maintain their form because the
cells are surrounded by thick walls that cement the
cells together.  However, animal cells lack rigid walls
and must be held together by specialized contacts.138,139

Contacts between cells of both plants and animals are
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Figure 1-15  Electron micrographs of cell junctions of three types.  (A) Freeze-fractured zona occludens (occlusion zone)
between epithelial cells of the rat small intestine.  The tight junctions are repesented as a meshwork of ridges (in the P or
protoplasmic fracture face) or grooves (in the E fracture face which looks toward the extracellular space).  These represent the
actual sites of membrane fusion.  Microvilli are seen in the lower part of the photograph.  From D. S. Friend and N. B. Gilula.141

(B) Thin cross section of tight junction between mouse hepatocytes.  The arrows indicate points of membrane fusion.  From
Gilula.142  Copyright 1975 by The Williams & Wilkins Co., Baltimore.  (C) A freeze-fractured septate junction from ciliated
epithelium of a mollusc.  This type of junction forms a belt around the cells.  Fracture face P (central depressed area) contains
parallel rows of membrane particles that correspond to the arrangmenet of the intracellular septa seen in thin sections.  The
surrounding fracture face E contains a complementary set of grooves.  Particles in nonjunctional membrane regions (upper
right corner) are randomly arranged.  (D) Thin section of a septate junction of the type shown in (C).  The plasma membranes
of the two cells are joined by a periodic arrangement of electron-dense bars or septa, which are present within the intercellular
space.  Note the Golgi membranes in the lower right part of the photograph.  (C) and (D) are from N. B. Gilula143
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Figure 1-15  (continued)  (E) Desmosomes (macula adherens) in rat
intestinal epithelium.  Features include a wide (25–35 nm) intercellular
space containing dense material, two parallel cell membranes, a dense
plaque associated with the cytoplasmic surface and cytoplasmic tono-
filaments that converge on the dense plaque.  From Gilula.143 (F) Freeze-
fractured surface through gap junctions between communicating cells in
culture.  Both a large junction and a smaller one below (arrow) can be
seen.  (G) Gap junctions in thin section. (F) and (G) are from N. B. Gilula.144

important for a second reason:  Cells must communicate, one with
another.

Cell contacts and junctions.  Many epithelial cells, e.g., those
lining the border of kidney tubules and secretory glands, form
tight junctions with adjacent cells.  Electron microscopy shows
that in these junctions the outer portions of the membranes actual-
ly fuse in some places (Fig. 1-15).  One way in which this has been

G 100 nm
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demonstrated is to freeze a tissue rapidly and to frac-
ture it in the frozen state within a vacuum chamber.
The fractured tissue is kept at about –100°C in a vacuum
for a short time while water molecules evaporate from
the fractured surfaces.  A thin plastic replica is then
made of the etched surfaces, which sometimes pass
through tight junctions revealing details of their struc-
ture (Fig. 1-15, A, E).  Study of electron micrographs of
such surfaces shows that some cells are completely
surrounded by belts of tight junctions, sometimes
referred to as occlusion zones or terminal bars.
Tight junctions between endothelial cells of blood
capillaries in the brain prevent free diffusion of com-
pounds from the blood stream into brain cells and
form the blood–brain barrier.140  Tight junctions
between neurons and adjacent cells surround the
nodes of Ranvier (Chapter 30).

Contacts of another type, known as septate
desmosomes or adhesion discs, form a belt around
the cells of invertebrate epithelia.  In these contacts a
space of ~18 nm between adjacent cell membranes is
bridged in a number of places by thin walls.  Behind
the desmosomes the membrane is often backed up at
these points by an electron-dense region to which are
attached many fine microfilaments of ~6–10 nm
diameter (Fig. 1-15, D).

One method of communication between cells is
by passage of chemical substances through special
junctions which, because of their appearance in electron
micrographs of thin sections (Fig. 1-15, G) are known
as gap junctions.139,145,146  Gap junctions may cover
substantial areas of the cell interface.  In cross section,
a thin 3–4 nm gap between the adjacent cell membranes
is bridged by a lattice-like structure, which may appear
in freeze-fractured surfaces as a hexagonal array of
particles (Fig. 1-15, F, lower junction).  These particles
or connexons are each thought to be composed of six
protein subunits.  A central channel in the connexon is
able to pass molecules of molecular mass up to about
500 Da.147,148  Small molecules may be able to pass
freely from one cell to another through the gap junction.
Because of their low electrical resistance, gap junctions
allow “electrical coupling” of cells.  Such junctions
form the electrotonic synapses that link some neurons
to other excitable cells.  Heart cells are all electrically
coupled through gap junctions.149

Another type of communicating junction is also
found in synapses of the nervous system.  At these
specialized contacts a nerve impulse transmitted along
the membrane of one neuron triggers the release of a
neurotransmitter, a chemical substance that  passes
across the gap between cells of the synapse and initiates
a nerve impulse in the second neuron (Chapter 30).

Cell recognition.  Cells of higher organisms are
able to recognize other cells as identical, as belonging
to another tissue, or as being “foreign.”  This ability is

developed most highly by cells of the immune system
but is possessed to some extent by others.  For example,
cells of sponges can be separated by partial digestion
of the protein “cement” that holds them together.
When dissociated cells from orange sponges were
mixed with those from yellow sponges, the cells
clumped together to reform small sponges.150,151

Furthermore, orange cells stuck to orange cells and
yellow to yellow cells.  Similar results have been
obtained using a mixture of cultivated liver, kidney,
and embryonic brain cells.  When a wound heals,
epithelial cells grow and move across the wound
surface but they stop when they meet.  Cells in tissue
culture and growing on a glass surface experience
this same contact inhibition152 and spread to form
a unicellular layer.  Cancer cells in culture do not stop
but climb one on top of the other, apparently lacking
proper recognition and communication.  Many chem-
ical signals appear to pass between cells.  An important
goal of contemporary biochemistry is to understand
how cells recognize each other and respond to signals
that they receive.

F.  Higher Plants and Plant Tissues

Botanists recognize two divisions of higher plants.
The Bryophyta or moss plants consist of the Musci
(mosses) and Hepaticae (liverworts).  These plants
grow predominantly on land and are characterized
by swimming sperm cells and a dominant gameto-
phyte (haploid) phase. Tracheophyta, or vascular
plants, contain conducting tissues.  About 2 x 105

species are known.  The ferns (class Filicineae, formerly
Pteridophyta) are characterized by a dominant diploid
plant and alternation with a haploid phase.  Seed plants
are represented by two classes:  Gymnosperms
(cone-bearing trees) and Angiosperms, the true
flowering plants.

Genetically the simplest of the angiosperms is
the little weed Arabidopsis thaliana, whose generation
time is as short as five weeks.  Its five chromosomes
contain only 108 base pairs in all, the smallest known
genome among angiosperms153 and one whose com-
plete nucleotide sequence is being determined.  Its
biochemistry, physiology, and developmental biology
are under intensive study.  It may become the “fruit
fly” of the plant kingdom.

There are several kinds of plant tissues.  Undiffer-
entiated, embryonic cells found in rapidly growing
regions of shoots and roots form the meristematic
tissue.  By differentiation, the latter yields the simple
tissues, the parenchyma, collenchyma, and scleren-
chyma. Parenchyma cells are among the most abun-
dant and least specialized in plants.  They give rise
through further differentiation to the cambium layer,
the growing layer of roots and stems.  They also
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make up the pith or pulp in the center of stems and
roots, where they serve as food storage cells.

The collenchyma, present in herbs, is composed
of elongated supporting cells and the sclerenchyma
of woody plants is made up of supporting cells with
hard lignified cell walls and a low water content.
This tissue includes fiber cells, which may be ex-
tremely long; e.g., pine stems contain fiber cells of 40
µm diameter and 4 mm long.

Two complex tissues, the xylem and phloem,
provide the conducting network or “circulatory system”
of plants.  In the xylem or woody tissue, most of the
cells are dead and the thick-walled tubes (tracheids)
serve to transport water and dissolved minerals from
the roots to the stems and leaves.  The phloem cells
provide the principal means of downward conduction
of foods from the leaves.  Phloem cells are joined end
to end by sieve plates, so-called because they are
perforated by numerous minute pores through which
cytoplasm of adjoining sieve cells appears to be con-
nected by strands 5–9 µm in diameter.154  Mature sieve
cells have no nuclei, but each sieve cell is paired with a
nucleated “companion” cell.

Epidermal tissue of plants consists of flat cells,
usually containing no chloroplasts, with a thick outer
wall covered by a heavy waxy cuticle about 2 µm thick.
Only a few specialized cells are found in the epidermis.
Among them are the paired guard cells that surround
the small openings known as stomata on the under-
surfaces of leaves and control transpiration of water.
Specialized cells in the root epidermis form root hairs,
long extensions (~1 mm) of diameter 5–17 µm.  Each
hair is a single cell with the nucleus located near the tip.

Figure 1-16 shows a section from a stem of a typical
angiosperm.  Note the thin cambium layer between
the phloem and the xylem.  Its cells continuously

undergo differentiation to form new layers of xylem
increasing the woody part of the stem.  New phloem
cells are also formed, and as the stem expands all of
the tissues external to the cambium are renewed and
the older cells are converted into bark.

Plant seeds consist of three distinct portions.
The embryo develops from a zygote formed by fusion
of a sperm nucleus originating from the pollen and
an egg cell.  The fertilized egg is surrounded in the
gymnosperms by a nutritive layer or endosperm
which is haploid and is derived from the same game-
tophyte tissue that produced the egg.  In angiosperms
two sperm nuclei form; one of these fertilizes the egg,
while the other fuses with two haploid polar nuclei
derived from the female gametophyte.  (The polar nuclei
are formed by the same mitotic divisions that formed
the egg.)  From this develops a 3n triploid endosperm.

G.  The Chemical Composition of Cells

Water is the major component of living cells, but
the amount varies greatly.  Thus, the pig embryo is
97% water; at birth a new-born pig is only 89% water.
A lean 45-kg pig may contain 67% water but a very fat
135-kg animal only 40% water.  Similar variations are
encountered with other constitutents.

The water content of a tissue is often determined
by thoroughly drying a weighed sample of tissue at
low temperature in vacuum and then weighing it a
second time.  The solid material can then be extracted
with a solvent that will dissolve out the fatty com-
pounds.  These are referred to collectively as lipids.
After evaporation of the solvent the lipid residue may
be weighed.  By this procedure a young leafy vegetable
might be found to contain 2–5% lipid on a dry weight

Figure 1-16  Section of the stem of an angiosperm.  Enlarged sections showing tubes of the phloem (left) and xylem (right).
From S. Biddulph and O. Biddulph.155  Drawn by Bunji Tagawa.
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basis.  Even very lean meats contain 10–30% lipid.
The residue remaining after removal of the lipid

consists predominately of three groups of compounds:
proteins, nucleic acids, and carbohydrates.  Most of
the nitrogen present in tissues is found in the proteins
and the protein content is sometimes estimated by
determining the percentage of nitrogen and multiplying
by 6.25.  In a young green plant, 20–30% of the dry
matter may be protein, while in very lean meat it may
reach 50–70%.

A dried tissue sample may be burned at a high
temperature to an ash, which commonly amounts to
3–10% and is higher in specialized tissues such as
bone.  It is a measure of the inorganic constituents of
tissues.

The carbohydrate content can be estimated by the
difference of the sum of lipid, protein, and ash from
100%.  It amounts to 50–60% in young green plants
and only 2–10% in typical animal tissues.  In excep-
tional cases the carbohydrate content of animal tissues
may be higher; the glycogen content of oysters is 28%.

The amount of nucleic acid in tissues varies from
0.1% in yeast and 0.5–1% in muscle and in bacteria to
15–40% in thymus gland and sperm cells.  In these latter
materials of high nucleic acid content it is clear that
multiplication of % N by 6.25 is not a valid measure of
protein content.  For diploid cells of the body the DNA
content per cell is nearly constant.

Table 1-4 compares the composition of a bacterium,
of a green plant, and of an active animal tissue (rat
liver).  Although the solid matter of cells consists
principally of C, H, O, N, S, and P, many other chemical
elements are also present.  Among the cations, Na+, K+,
Ca2+, and Mg2+ are found in relatively large amounts.
Thus, the body of a 70 kg person contains 1050 g Ca
(mostly in the bones), 245 g K, 105 g Na, and 35 g Mg.
Iron (3 g), zinc (2.3 g), and rubidium (1.2 g) are the next
most abundant.  Of these iron and zinc are essential to
life but rubidium is probably not.  It is evidently taken up
by the body together with potassium.

The other metallic elements in the human body
amount to less than 1 g each, but at least seven of them
play essential roles.  They include copper (100 mg),
manganese (20 mg), and cobalt (~5 mg).  Others, such
as chromium (<6 mg), tin, and vanadium, have only
recently been shown essential for higher animals.156,157

Nickel, lead, and others may perhaps be needed.
Nonmetallic elements predominating in the ash

are phosphorus (700 g in the human body), sulfur
(175 g), and chlorine (105 g).  Not only are these three
elements essential to all living cells but also selenium,
fluorine, silicon (Box 4-B), iodine, and boron are needed
by higher animals and boron by plants (Fig. 1-17).
Iodine deficiency may affect one billion human beings
and may cause 20 million cases per year of cretinism,
or less severe brain damage.158

What is the likelihood that other elements will be
found essential?  Consider a human red blood cell, an
object of volume ~80 µm3 and containing about 3 x 108

protein molecules (mostly hemoglobin).  About 7 x 105

atoms of the “trace metal” copper and 105 atoms of the
nutritionally essential tin are present in a single red
cell.  Also present are 2 x 104 atoms of silver, a toxic
metal.  Its concentration, over 10-7 M, is sufficient that
it could have an essential catalytic function.  However,
we know of none and it may simply have gotten into
our bodies from handling money, jewelry, and other

G.  The Chemical Composition of Cells

TABLE 1-4
Approximate Composition of Metabolically
Active Cells and Tissuesa

Component

Rat
liverd

(%)

Green plant
(spinach,
Spinacia
oleracea)c

E. colib

(%)

H2O 70 93 69

Protein 15 2.3 21

Amino acids 0.4

DNA 1 0.2

RNA 6 1.0

Nucleotides 0.4

Carbohydrates 3 3.2
Cellulose 0.6
Glycogen 3.8

Lipids 2 0.3 6
Phospholipids 3.1
Neutral lipids 1.6
Sterols 0.3

Other small molecules 0.2

Inorganic ions 1 1.5
     K+ 0.4

Equivalents per liter in rat liver

Amino acid residues 2.1

Nucleotide units 0.03

Glycogen (glucose units) 0.22

K+ 0.1

a Data were not readily available for spaces left blank
b From J. D. Watson (1976) Molecular Biology of the Gene, 3rd ed.,

p. 69, Benjamin, New York  The amounts of amino acids,
nucleotides, carbohydrates, and lipids include precursors present
in the cell.

c From B. T. Burton (1976) Human Nutrition, 3rd ed.,  McGraw-Hill,
New York (p. 505)

d From C. Long, ed., (1961) Biochemists’ Handbook, pp. 677– 679, Van
Nostrand-Reinhold, Princeton, New Jersey



32 Chapter 1.  The Scene of Action

BOX 1-F  ABOUT THE REFERENCES

a These are not journals but series of review and reference books.  There are many other series of “Advances in...” and “Annual
Reviews of ...” that are not listed here.

b EMBO –European Molecular Biology Organization
c FASEB – Federation of American Societies for Experimental Biology

Full Title Abbreviation

Advances in Carbohydrate Chemistry and Biochemistrya Adv. Carbohydr. Chem. Biochem.
Advances in Protein Chemistrya Adv. Protein Chem.
Analytical Biochemistry Anal. Biochem.
Annual Review of  Biophysics and Biomolecular Structurea Ann. Rev. Biophys. Biomolec. Struct.
Annual Review of Biochemistrya Ann. Rev. Biochem.
Archives of Biochemistry and Biophysics Arch. Biochem. Biophys.
Biochemical and Biophysical Research Communications Biochem. Biophys. Res. Commun.
Biochemical Journal Biochem. J.
Biochemistry
Biochimica et Biophysica Acta Biochim. Biophys. Acta
Bioorganic Chemistry Bioorg. Chem.
Carbohydrate Research Carbohydr. Res.
EMBO Journalb EMBO J.
European Journal of Biochemistry Eur. J. Biochem.
FASEB Journalc FASEB J.
Journal of Bacteriology J. Bacteriol.
Journal of Biochemistry J. Biochem.
Journal of Biological Chemistry J. Biol. Chem.
Journal of Lipid Research J. Lipid Res.
Journal of Molecular Biology J. Mol. Biol.
Journal of the American Chemical Society J. Am. Chem. Soc.
Journal of Theoretical Biology J. Theor. Biol.
Methods in Enzymologya Methods Enzymol.
Nature
Nucleic Acids Research Nucleic Acids Res.
Proceedings of the National Academy of Sciences, USA Proc. Natl. Acad. Sci. U.S.A.
Science
Structure
Trends in Biochemical Sciences Trends Biochem. Sci. or TIBS

The lists of references at the ends of chapters
are provided to encourage readers to look at origi-
nal research articles.  The lists are neither complete
nor critically selected, but they do increase the
information given in this book many-fold.  I apolo-
gize for the important papers omitted.  However,
the references that are here will help a student to
get started in reading the literature.  Each reference
contains other references and names of persons
active in the field.  By searching recent journal
indices or a computer database it is easy to find
additional articles by the same authors or on the
same subject.

Look at the various types of scientific articles
including reviews, preliminary reports and full
research papers.  Be sure to examine those in the
primary source journals which publish detailed
research results.  These articles have always been
sent to referees, active scientists, who check to see
that the experiments are described accurately, that
the authors have cited relevant literature, and that
the conclusions are logical.  Some journals, e.g.,

Biochem. Biophys. Res. Comm. and FEBS Letts. are
dedicated to rapid publication of short reports but
are also refereed.  Other journals provide mostly
reviews or a mixture of reviews.  Periodical review
series, such as Advances in Nucleic Acid Chemistry
and Related Topics, often appear annually.  Every
student who intends to become a professional
biochemist should consider purchasing the Annual
Review of Biochemistry each year.  This indispensible
source of current information on most aspects of
biochemistry is available to students at a very low
price.

Many journal papers are difficult to read.  To
start, pick papers that have an understandable
introduction.  Choose reviews that are short, such
as those in Trends in Biochemical Sciences.  Then go
on to the more comprehensive ones.  Never sit back
and hope that your computer will automatically
fetch just what you need!  Many journals carry papers
of biochemical importance.  Those specializing in
biochemistry include the following:
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Essential to all animals
and plants

Essential to several classes
of animals and plants

Believed essential to a
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Figure 1-17  Elements known to be essential to living things (after da Silva and Williams157).  Essential elements are enclosed
within shaded boxes.  The 11 elements–C, H, O, N, S, P, Na, K, Mg, Ca, and Cl–make up 99.9% of the mass of a human being.
An additional 13 are known to be essential for higher animals in trace amounts.  Boron is essential to higher plants but
apparently not to animals, microorganisms, or algae.

silver objects.  The red blood cell also contains boron
and aluminum (3 x 105 atoms each), arsenic (7 x 105

atoms), lead (7 x 104 atoms), and nickel (2 x 104 atoms).
Of the elements (uranium and below) in the periodic
table, only four (Ac, Po, Pa, and Ra) are present, on the
average, in quantities less than one atom per cell.156

Of the apparently nonessential elements, several,
e.g., Cs, Rb, Sr, and Ni (possibly essential) are not toxic
at low concentrations.  Others, such as Sb, As, Ba, Be,
Cd, Pb, Hg, Ag, Tl, and Th, are highly toxic.

The ionic compositions of tissues and of body fluids
vary substantially.  Blood of marine organisms is similar
to that of seawater in its content of Na+, Cl-, Ca2+, and
Mg2+.  Blood of freshwater and terrestrial organisms

contains about ten times less Na+ and Cl- and several
times less Ca2+ and Mg2+ than is present in seawater,
but it is nevertheless relatively rich in these ions.

In general, cells are rich in K+ and Mg2+, the K+

predominating by far, and are poor in Na+ and Ca2+.
Chloride is the principal inorganic anion, but organic
carboxylate and phosphate groups contribute most of
the negative charges (Table 1-4), many of which are
fixed to proteins or other macromolecules.  Ling esti-
mated that cells typically contain about 1.66 M of amino
acid residues in their proteins.  Of these residues, 10%
have negatively charged side chains and 8% positively
charged.  The difference is a net negative charge
amounting to 33 mM within cells.159.
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1. Describe the principal structural or organizational
differences between prokaryotic and eukaryotic
cells.

2. Describe two or more principal functions of proteins
within cells, one function of DNA, two or more
functions of RNA, and one function of lipids.

3. Compare the chemical makeup of ribosomes, of
cell membranes, and of bacterial flagella.

4. Assume the following dimensions:  Mycoplasma,
sphere, 0.33 µm diameter; E. coli, cylinder, 0.8 µm
diameter x 2 µm; liver cell, sphere 20 µm; root hair,
cylinder, 10 µm diameter x 1 mm.

a. Calculate for each cell the total volume, the
mass in grams and in daltons (assume a specific
gravity of 1.0).

b. Assume that bacterial ribosomes are approxi-
mately spherical with a diameter of 23 nm.
What is their volume?  If the mass of a bacterial
ribosome is 2.7 x 106 daltons, what is its appar-
ent density (divide mass by volume)?  Experi-
mentally the buoyant density of bacterial
ribosomes in a cesium chloride gradient
(Chapter 5) is about 1.6 g/cm3.  How can this
difference be explained?  If eukaryotic ribo-
somes are 1.17 times larger than bacterial
ribosomes in linear dimensions, what is the
volume of a eukaryotic ribosome?

c. What fraction of volume of E. coli consists of cell
wall, of plasma membrane, of ribosomes (assume
15,000 are present)?  If a cell of E. coli is 80%
water, what fraction by weight of the total solids
consists of ribosomes?  Of DNA (assuming 2
chromosomes per cell)?

d. What fraction by volume of a liver cell is
composed of ribosomes, of plasma membrane,
of mitochondria (assume 1000 mitochondria)?
What fraction is accounted for by the nucleus?

5. a. What is the molar concentration of an enzyme
of which only one molecule is present in an
E. coli cell?

b. Assume that the concentration of K+ within an
E. coli cell is 150 mM.  Calculate the number of
K+ ions in a single cell.

c. If the pH inside the cell is 7.0, how many H+

ions are present?

6. If chromosomes (and chromatin) are 15% DNA,
what will be the mass of 23 pairs of chromosomes
in a human diploid cell?  If the nucleus has a
diameter of 5 mm and a density of 1.1 g/cm3, what
fraction by weight of the nucleus is chromatin?

7. Compare the surface to volume ratios for an E. coli
cell, a liver cell, the nucleus of a eukaryotic cell, a
root hair.  If a cell of 20 µm diameter is 20%
covered with microvilli of 0.1 µm diameter and 1
µm length centered on a 0.2 µm spacing, how
much will the surface/volume ratio be increased?

8. It has been shown that the code for specifying a
particular amino acid in a protein is determined
by a sequence of three nucleotides (a codon) in a
DNA chain.  There are four different kinds of
nucleotide units in DNA.  How many different
codons exist?  Note that this is larger than the
number of different amino acids (20) that are
incorporated into proteins plus the three stop
(termination) codons (see Tables 5-5 and 5-6 for a
list of codons).

Study Questions
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9. State two similarities and two differences between
cyanobacteria (blue-green algae) and green algae.

10. Compare the sizes and structures of bacterial and
eukaryotic flagella.

11. How much larger in volume is a typical eukaryotic
cell compared to a bacterium?

12. Compare the structure and properties of mito-
chondria, chloroplasts, and peroxisomes.

13. What are the possible origins of mitochondria and
chloroplasts? What evidence can you cite to
support your answer?

14. How many different kinds of polymers, e.g.
proteins, RNA, that are present in or around living
cells, can you name?  Can you name some sub-
groups in any of your categories?

15. Compare the composition of these three, especially
with respect to C, H, O, N, S, P, Fe, Cu, Al, and Si:

a.  The earth’s crust

b.  Ocean water

c.  Cytoplasm

Study Questions
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A spider’s orb-web is formed by extrusion of a concen-
trated protein solution and stretching of the resulting
fiber.  The cross-strands, which are stronger than steel,
resemble silkworm silk.  The molecules contain micro-
crystalline β sheet domains that are rich in Gly-Ala repeats
as well as polyalanine segments.  The capture spiral is
formed from much more elastic molecules that contain
many β-turn-forming sequences.  These assume a spring-
like β spiral.  See Box 2-B.
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Thousands of different proteins make up a very
large fraction of the “machinery” of a cell.  Protein
molecules catalyze chemical reactions, carry smaller
molecules through membranes, sense the presence of
hormones, and cause muscle fibers to move.  Proteins
serve as structural materials within cells and between
cells.  Proteins of blood transport oxygen to the tissues,
carry hormones between cells, attack invading bacteria,
and serve in many other ways.  No matter what bio-
logical process we consider, we find that a group of
special proteins is required.

The amino acid units that make up a protein mole-
cule are joined together in a precise sequence when the
protein is made on a ribosome.  The chain is then folded,
often into a very compact form.  Sometimes the chain
is then cut in specific places.  Pieces may be discarded
and parts may be added.  A metal ion, a coenzyme
derived from a vitamin, or even a single methyl group
may be attached to form the biologically active protein.
The final product is a complex and sophisticated
machine, often with moving parts, that is exquisitely
designed for its particular role.

The biological functioning of a protein is determined
both by the  properties of the chemical groups in the
amino acids that are joined to form the  protein chain and
by the way the chain is folded.  The ways in which the
different parts of the protein interact with each other
and with other molecules are equally important.  These
interactions play a major role in determining the folding
pattern and also provide much of the basis for the bio-
logical functioning of proteins.  Similar considerations
apply also to carbohydrates, nucleic acids, and other bio-
polymers.  For these reasons it is appropriate to review
some fundamentals of molecular structure and geometry.

A.  Structural Principles for Small Molecules

Stable organic molecules are held together by
covalent bonds which are usually very strong.  The
standard Gibbs energies of formation (∆Gf°)† of many
covalent single bonds are of the order of –400 kJ/mol
(96 kcal/mol).  The bonds have definite directions,
which are measured by bond angles and definite
bond lengths.

1.  Bond Angles

Because of the tetrahedral arrangement of the four
bonds around single-bonded carbon atoms and most
phosphorus atoms, all six of the bond angles about the
central atom have nearly the same tetrahedral angle of
109.5°.

Bond angles within chains of carbon atoms in organic
compounds vary only slightly from this, and even
atoms that are attached to fewer than four groups
usually have similar angles; for example, the H–O–H
angle in a water molecule is 105°, and the H–N–H
angles of ammonia are 107°.  In ethers the C–O–C
angle is 111°.  However, bond angles of only 101° are
present in H2O2 and of 92° in H2S and PH3.

†See Chapter 6 for a review of thermodynamics

C

109.5°

O P

O

O
O

Phosphate ion

3–
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Figure 2-1 Packing of molecules of suberic acid HOOC–
(CH2)6 –COOH in a crystal lattice as determined by neutron
diffraction.2  Notice the pairs of hydrogen bonds that join the
carboxyl groups at the ends of the molecules and also the
close contact of hydrogen atoms between the chains.  Only
the positions of the hydrogen nuclei were determined; the
van der Waals radii have been drawn around them.  How-
ever, the radii were originally determined from X-ray and
neutron diffraction data obtained from many different
crystalline compounds.

The presence of double bonds leads to planarity
and to compounds with bond angles of 120°, the inter-
nal angle in a hexagon.  The planar geometry imposed
upon an atom by a double bond is often transmitted
to an adjacent nitrogen or oxygen atom as a result of
resonance (Section 6).  For example, the amide groups
that form the peptide linkage in proteins (see Fig. 2-5)
are nearly planar and the angles all fall within four
degrees of 120°.

2.  Bond Lengths

Chemists describe bond lengths as the distances
between the nuclei of bonded atoms.  The C–C single
bond has a length of 0.154 nm (1.54 Å).  The C–O
bond is ∼0.01 nm shorter (0.143 nm), and the typical
C–H bond has a length of ∼0.109 nm.  The C–N bond
distance is halfway between that for C–C and C–O
(0.149 nm).  Other lengths, such as that of O–H, can be
estimated from the covalent radii given in Table 2-1.

The length of a double bond between any two
atoms (e.g., C=C) is almost exactly 0.020 nm less than
that for a single bond between the same atoms.  If
there is resonance, hence only partial double bond
character, the shortening is less.  For example, the
length of the C–C bond in benzene is 0.140 nm; the
C–O distances in the carboxylate anion are 0.126 nm.

Using simple geometry, it is easy to calculate
overall lengths of molecules; here are two distances
worth remembering:

In the preceding simplified structural formula for
benzene the six hydrogen atoms have been omitted.
Resonance between the two possible arrangements
of the three double bonds1 is indicated by the circle.
Chemical shorthand of the following type is used
throughout the book.  Carbon atoms may be represented
by an angle or the end of a line, but other atoms will
always be shown.

3.  Contact Distances

Covalent bond distances and angles tell us how
the atomic nuclei are arranged in space but they do not
tell us anything about the outside surfaces of mole-
cules.  The distance from the center of an atom to the
point at which it contacts an adjacent atom in a packed
structure such as a crystal (Fig. 2-1) is known as the
van der Waals radius.  The ways in which biological
molecules fit together are determined largely by the
van der Waals contact radii.  These, too, are listed in
Table 2-1.  In every case they are approximately equal
to the covalent radius plus 0.08 nm.  Van der Waals radii

≡
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explain in words how a right and a left hand differ.
However, since most biochemical compounds are
asymmetric,3 it is important to be able to visualize
these molecules in three dimensions and to draw their
structures on paper.  One of the best ways of learning
to do this is to study molecular models.  You may
learn the most by making your own models (see
Appendix).

Whenever four different groups are bonded to a
central carbon atom, the molecule is asymmetric and
the four groups can be arranged in two different 
configurations.  Consider alanine, one of the alpha
(α)-amino acids from which proteins are built.

It is called an α-amino acid because the amino group
is attached to the α (or number 2) carbon atom.  To
indicate its three-dimensional structure on a flat piece
of paper, the bonds that project out of the plane of the
paper and up toward the reader are often drawn as
elongated triangles, while bonds that lie behind the
plane of the paper are shown as dashed lines.  The
isomer of alanine having the configuration about
the α-carbon atom shown in the following structural
formulas is called S-alanine or L-alanine.  The isomer
which is a mirror image of S-alanine is R-alanine or
D-alanine.  Pairs of R and S compounds (see Section B
for definitions) are known as enantiomorphic forms
or enantiomers.

Notice that in the foregoing drawings, the carboxyl

group (                ), abbreviated –COOH, is shown as

havinglost a proton to form the carboxylate ion –COO–.
Likewise, the amino group (–NH2) has gained a proton
to form the –NH3

+ ion.  The resulting dipolar ionic or
zwitterionic structure is the one that actually exists
for amino acids both in solution and in crystals.

A.  Structural Principles for Small Molecules

are not as constant as covalent radii because atoms can
be “squeezed” a little, but only enough to decrease
the contact radii by 0.005–0.01 nm.  The radii of space-
filling molecular models are usually made a little
smaller than the actual scaled van der Waals radii to
permit easier assembly.

4.  Asymmetry:  Right-Handed and Left-
Handed Molecules

The left hand looks much like the right hand, but
they are different. One is the mirror image of the other.
A practical difference is that your right hand will not
fit into a left-handed glove.  Despite our daily acquain-
tance with “handedness” it may seem difficult to

COO–

CH3
+N H

CH3

2(α)

3(β)

α−Alanine
According to the
Fisher projection
formula it is
L-alanine. H

O

CN

C

H3N+ C

CH3H

O

O–

C

H3N+ H

COO–H3C

CH3
+N H

COO–

CH3

CH3
+N COO–

CH3

H

≡

≡

S-Alanine (L-Alanine)

C
O

OH

H 0.030 0.12
F 0.064 0.138 0.130
C 0.077 0.16
N 0.070 0.160 0.160
O 0.066 0.154 0.154
Cl 0.099 0.178 0.158
Si 0.117
P 0.110 0.19
S 0.104 0.203 0.160
Br 0.114 0.184 0.154
I 0.133 0.213 0.176

Se 0.215 0.170
0.20

0.170

TABLE 2-1
The Sizes of Some Atomsa–c

a From Pauling, L. (1960) The Nature of the Chemical Bond, 3rd ed.,
Cornell Univ. Press, Ithaca, New York (pp. 224–227 and 260).

b Covalent radii for two atoms can be summed to give the inter-
atomic distance.  The van der Waals radii determine how closely
molecules can pack.  The closest observed contacts between atoms
in macromolecules are approximately 0.02 nm less than the sum
of the van der Waals radii.  From Sasisekharian, V., Lakshminara-
yanan, A. V., and Ramachandran, G. N. (1967) in Conformation of
Biopolymers, Vol. 2 (Ramachandran, G. N., ed), Academic Press,
New York, (p. 641)

c  Nyburg, S. C and Faerman, C. H. (1985) Acta Crystal. B41, 274 – 279
Shapes of many atomic surfaces are elliptical.  The major radius
a applies to sideways contacts and the minor radius b to “polar”
contacts along a covalent bond axis.  Distances are for atoms singly
bonded to C and may differ slightly if bonds are to other atoms.

d For distances in Å multiply by 10.

van der Waals radii (nm)d
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a
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contactcElement
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The D- and L- families of amino acids.  The
amino acids of which proteins are composed are related
to L-alanine but have various side chains (R groups) in
place of the methyl group of alanine.  In the preceding
section the structure of L-alanine was given in four
different ways.  To recognize them all as the same
structure, we can turn them in space to an orientation
in which the carboxyl group is at the top, the side
chain (–CH3) is down, and both project behind the
paper.  The amino group and hydrogen atom will then
project upward from the paper at the sides as shown
below.  According to a convention introduced at the
beginning of this century by Emil Fischer, an amino acid
is L if, when oriented in this manner, the amino group lies to
the left and D if it lies to the right.

Fischer further proposed that the amino acid in this
orientation could be projected onto the paper and
drawn with ordinary lines for all the bonds.  This gives
the previously shown Fischer projection formula of
L-alanine.

Although the D and L system of designating configu-
ration is old it is still widely used.  Remember that D and
L refer to the absolute configurations about a selected
reference atom in the molecule; for an amino acid this
is the number 2 or α-carbon.  A quantity that is related
to the asymmetry of molecules is the experimentally
measurable optical rotation (Chapter 23).  The sign of
the optical rotation (+ or –) is sometimes given together
with the name of a compound, e.g., D(+)-glucose.  The
older designations d (dextro) and l (levo) indicated +
and –, respectively.  However, compounds with the D
configuration may have either + or – optical rotation.

In older literature optical isomerism of the type
represented by D and L pairs was usually discussed in
terms of “asymmetric carbon atoms” or “asymmetric
centers.”  Now the terms chiral (pronounced ki-ral)
molecules, chiral centers, and chirality (Greek:
“handedness”) are preferred.

The RS notation for configuration. This nota-
tion, devised by Cahn, Ingold, and Prelog, provides an
unambiguous way of specifying configuration at any
chiral center.4,5  It is especially useful for classes of
compounds for which no well-established DL system
is available.  The groups or atoms surrounding the
central carbon atom, or other central atom, are ranked
according to a priority sequence.  The priority of a
group is determined by a number of sequence rules,
the first of which is (1) Higher atomic number precedes

lower.  In the following illustration, the priorities of the
groups in D-alanine are indicated by the letters a > b >
c > d.  The highest priority (a) is assigned to the NH2
groups which contain nitrogen bonded to the central
atom.  To establish the configuration, the observer
views the molecule down the axis connecting the
central atom to the group having the lowest priority,
i.e., to group d.  Viewed in this way, the sequence of
groups a, b, and c can either be that of a right-handed
turn (clockwise) as shown in the drawing or that of a
left-handed turn (counterclockwise).

To establish the priority sequence of groups first
look at the atoms that are bonded directly to the central
atom, arranging them in order of decreasing atomic
number.  Then if necessary,  move outward to the next
set of atoms, again comparing atomic numbers.  In the
case of alanine, groups b and c must be ordered in this
way because they both contain carbon directly bonded
to the central atom.  When double bonds are present at
one of the atoms being examined, e.g., the carboxyl
group in alanine,  imagine that phantom atoms that
replicate the real ones are present at the ends of the
bonds:

These phantom atoms fill out the valences of the atoms
involved in the multiple bonds and are considered to
have zero atomic number and zero mass.  They are not
considered in establishing priorities.

If the first rule and the expansion of multiple
bonds are not sufficient to establish the priority, use
these additional rules: (2) Higher atomic mass precedes
lower.  (3) When a double bond is present Z precedes
E (see Geometrical isomers).  For ring systems a cis
arrangement of the highest priority substituents pre-
cedes trans.  (4) When a pair of chiral centers is present
R,R or S,S precedes R,S or S,R.  (5) An R chiral center
precedes S.  For further details see Eliel et al.5 and Bentley.6

The following groups are ordered in terms of decreas-
ing priority6: SH > OR > OH > NH–COCH3 > NH2 >
COOR > COOH > CHO > CH2OH > C6H5 > CH3 >
3H > 2H > H.

Although the RS system is unambiguous, closely

The view down the axis and toward the group of lowest priority (d),
which lies behind the page.  The right-handed turn indicates the
configuration R (rectus = right); the opposite configuration is S
(sinister = left).
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Configurations of amide or ester linkages may also
be specified in this manner.  This is possible because
the C–N bond of an amide has partial double-bond
character, as to a lesser extent does the C–O bond to
the bridge oxygen in an ester.  In this case, assign the
lowest priority to the unshared electron pair on the
ester bridge oxygen.

An amide of the Z configuration is ordinarily referred to
as trans in protein chemistry because the main chain
atoms are trans.

5.  Conformations:  The Shapes That Molecules
Can Assume

As important to biochemists as configurations, the
stable arrangements of bonded atoms, are conforma-
tions, the various orientations of groups that are caused
by rotation about single bonds.5,8  In many molecules
such rotation occurs rapidly and freely at ordinary
temperatures.  We can think of a –CH3 group as a kind
of erratic windmill, turning in one direction, then
another.  However, even the simplest molecules have
preferred conformations, and in more complex structures
rotation is usually very restricted.

Consider a molecule in which groups A and B are
joined by two CH2 (methylene) groups.  If A and B are
pulled as far apart as possible, the molecule is in its
fully extended anti or staggered conformation:

Groups A and B are said to be antiperiplanar (ap) in
this conformation. Not only are A and B as far apart as
possible but also all of the hydrogen atoms are at their
maximum distances one from the other.  This can be
seen by viewing the molecule down the axis joining

related compounds that belong to the same configura-
tional family in the DL system may have opposite con-
figurations in the RS system.  Thus, L-cysteine (side
chain –CH2SH) has the R configuration.  This is one of
the reasons that the DL system is still used for amino
acids and sugars.

Diastereoisomers.   Whereas compounds with
one chiral center exist as an enantiomorphic pair,
molecules with two or more chiral centers also exist as
diastereoisomers (diastereomers).  These are pairs of
isomers with an opposite configuration at one or more
of the chiral centers, but which are not complete mirror
images of each other.  An example is L-threonine which
has the 2S, 3R configuration.  The diastereoisomer with
the 2S, 3S configuration is known as L-allo-threonine.
L-isoleucine, whose side chain is –CH(CH3) CH2CH3,
has the 2S, 3R configuration.  It can be called 2(S)-
amino-3(R)-methyl-valeric acid but the simpler name
L-isoleucine implies the correct configuration at both
chiral centers.

Sometimes the subscript s or g is added to a D or L
prefix to indicate whether the chirality of a compound
is being related to that of serine, the traditional config-
urational standard for amino acids, or to that of gly-
ceraldehyde.  In the latter case the sugar convention
(Chapter 4) is followed.  In this convention the config-
urations of the chiral centers furthest from C1 are
compared.  Ordinary threonine is Ls- or Dg-threonine.
The configuration of dextrorotatory (+)-tartaric acid
can be described as 2R, 3R, or as Ds, or as Lg.

Biochemical reactions are usually stereospecific
and a given enzyme will catalyze reactions of mole-
cules of only a single configuration.  A related fact is
that proteins ordinarily consist entirely of amino acids
of the L series.

Geometrical isomers.   The RS system also gives
an unambiguous designation of geometrical isomers
containing a double bond.5,7  At each end of the bond,
select the group of highest priority.  If these two groups
lie on the same side of the double bond the configuration
is Z (from the German zusammen, “together”); if on
opposite sides E (entgegen, “opposite”).
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the carbon atoms (Newman projection).  Rotation of
the second carbon atom 180° around the single bond
yields the eclipsed conformation in which groups A
and B are synperiplanar.

If A and B are large bulky groups they will bump
together, attainment of the eclipsed conformation will
be almost impossible, and rotation will be severely
restricted.  Even if A and B are hydrogen atoms (ethane),
there will be a rotational barrier in the eclipsed con-
formation which amounts to ∼12 kJ (3 kcal) per mole
because of the crowding of the hydrogen atoms as
they pass each other.5,9  This can be appreciated readily
by examination of space-filling molecular models.

If groups A and B are methyl groups (butane), the
steric hindrance between A and B leads to a rotational
barrier of ∼25 kJ ( 6 kcal) per mole.  The consequence
of this simple fact is that in fatty acids and related
substances and in polyethylene the chains of CH2
groups tend to assume fully extended zigzag confor-
mations.

In addition to this extended conformation there
are two gauche (skewed or synclinal) conformations
which are only slightly less stable than the staggered
conformation and in which A and B interfere only if
they are very bulky.  In one of the two gauche confor-
mations B lies to the right of A and in the other to the
left of A when viewed down the axis.

These two conformations are related to right-handed
and left-handed screws, respectively. The threads on
an ordinary right-handed household screw, when
viewed down the axis from either end, move back-
ward from left to right in the same fashion as do the
groups A and B in the illustration.  The angle φ is the
torsion angle and is positive for right-handed con-
formations.  Gauche conformations are important in
many biological molecules; for example, the sugar
alcohol ribitol stacks in crystals in a “sickle” confor-
mation,6 in which the chain starts out (at the left) in
the zigzag arrangement but shifts to a gauche con-
formation around the fourth carbon atom, thereby

minimizing steric interference between the OH groups
on the second and fourth carbons.

The complete series of possible conformations is shown
in Fig. 2-2.
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Figure 2-2 Description of conformations about a single
bond in the terminology of Klyne and Prelog10,11 using the
Newman projection.  Group A is on the front atom at the top:
the conformation is given for each possible position of group
B on the other atom.
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In the chain of methylene units, the hydrogen
atoms on alternate carbon atoms of the fully extended
chain barely touch (Fig. 2-1) but larger atoms cannot
be accommodated.  Thus, when fluorine atoms of van
der Waals radius 0.135 nm replace the hydrogen atoms
of radius 0.12 nm, a fully extended chain is no longer
possible.  For this reason the torsion angle in polyfluo-
roethylene is changed from the 180° of polyethylene to
166°, enough to relieve the congestion but not enough
to cause severe eclipsing of the fluorines on adjacent
carbons.  The resulting helical structure is reminis-
cent of those occurring in proteins and other biopoly-
mers.  We see that helix formation can be a natural
result of steric hindrance between groups of atoms.
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Conformations of ring-containing molecules are dealt
with in Chapter 4.

6.  Tautomerism and Resonance

Many simple organic compounds exist as mix-
tures of two or more rapidly interconvertible isomers
or tautomeric forms.  Tautomers can sometimes be
separated one from the other at low temperatures
where the rate of interconversion is low.  The classic
example is the oxo-enol (or keto-enol) equilibrium
(Eq. 2-1).

Although usually less stable than the oxo (keto) form,
the enol is present in a small amount.  It is formed
readily from the oxo tautomer by virtue of the fact that
hydrogen atoms attached to carbon atoms that are
immediately adjacent to carbonyl (C=O) groups are
remarkably acidic.  Easy dissociation of a proton is a
prerequisite for tautomerism.  Since most hydrogen
atoms bound to carbon atoms do not dissociate readily,
tautomerism is unusual unless a carbonyl or other
“activating group” is present.

Since protons bound to oxygen and nitrogen
atoms usually do dissociate readily, tautomerism also
exists in amides and in ring systems containing O and
N (Eqs. 2-2 to 2-5).

(2-1)

(2-5)

A.  Structural Principles for Small Molecules

The tautomerism in Eq. 2-2 is the counterpart of
that in the oxo-enol transformation.  However, the
equilibrium constant for aqueous conditions favors
form A very strongly.  2-Pyridone is tautomerized to
2-hydroxypyridine (Eq. 2-3) to a greater extent.  Pyri-
midines (Eq. 2-4) and purines can form a variety of
tautomers.  The existence of form D of Eq. 2-4 is the
basis for referring to uracil as dihydroxypyrimidine.
However, the di-oxo tautomer A predominates.  Pyri-
doxine (vitamin B6) exists in water largely as the di-
polar ionic tautomer B (Eq. 2-5) but in methanol as
the uncharged tautomer A.  In a pair of tautomers,
a hydrogen atom always moves from one position to
another and the lengths and bond character of these
bonds also change.

The equilibrium constant for a tautomeric inter-
conversion is simply the ratio of the mole fractions
of the two forms; for example, the ratio of enol to oxo
forms of acetone12 in water at 25°C is 6.0 x 10–9, while
that for isobutyraldehyde is 1.3 x 10–4.  The ratio of
2-hydroxypyridine to 2-pyridone is about 10–3 in water
but increases to 0.6 in a hydrocarbon solvent and to
2.5 in the vapor phase.13,14  The ratio of dipolar ion to
uncharged pyridoxine (Eq. 2-5) is ∼4 at 25°C in water.15

The ratios of tautomers B, C, and D to the tautomer A of
uracil (Eq. 2-4) are small, but it is difficult to measure
them quantitatively.16  These tautomeric ratios are
defined for given overall states of protonation (see
Eq. 6-82).  The constants are independent of pH but
will change if the overall state of protonation of the
molecule is changed.  They may also be altered by
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changes in temperature or solvent or by binding to a
protein or other molecule.

It is important to distinguish tautomerism from
resonance, a term used to indicate that the properties
of a given molecule cannot be represented by a single
valence structure but can be represented as a hybrid of
two or more structures in which all the nuclei remain
in the same places.  Only bonding electrons move to
convert one resonance form into another.  Examples
are the enolate anion, which can be thought of as a
hybrid of structures A and B, and the amide linkage,
which can be represented by a similar pair of resonance
forms.

A double-headed arrow is often used to indicate that
two structures drawn are resonance structures rather
than tautomers or other separable isomers.

Although they are distinctly different, tautomer-
ism and resonance are related.  Thus, the acidity of
carbon-bound hydrogens in ketones, which allows
formation of enol tautomers, results from the fact that
the enolate anion produced by dissociation of one of
these hydrogens is stabilized by resonance.  Similarly,
tautomerism in the imidazole group of the amino acid
histidine is related to resonance in the imidazolium
cation.  Because of this resonance, if a proton approaches
structure A of Eq. 2-6 and becomes attached to the left-
hand nitrogen atom (Nδ), the positive charge in the
resulting intermediate is distributed over both nitrogen
atoms.  This makes the proton on Nε acidic, permitting
it to dissociate to tautomer B.

Note:  The nitrogen atom designated Nδ (or ND1)11 in
Eq. 2-6 may also be called N1 or Nπ (pros-N).  Likewise,
Nε (NE2) may be designated N3 or Nτ (tele- N).  Since

Nσ has sometimes also been called N3, it is best not to
use the numerical designations for the nitrogen atoms.

The tautomeric ratio of B to A for histidine in
water (Eq. 2-6) has been estimated, using 15N- and
13C-NMR, as 5.0 when the α-amino group is proto-
nated and as 2.5 when at high pH it is unprotonated.17

This tautomerism of the imidazole group is probably
important to the function of many enzymes and other
proteins; for example, if Nε of structure A (Eq. 2-6) is
embedded in a protein, a proton approaching from
the outside can induce the tautomerism shown with
the release of a proton in the interior of the protein,
perhaps at the active site of an enzyme.  The form
protonated on Nδ (B of Eq. 2-6), which is the minor
form in solution, predominates in some positions
within proteins.18

B.  Forces between Molecules and between
Chemical Groups

The structure of living cells depends very much
on the covalent bonds within individual molecules
and on covalent crosslinks that sometimes form
between molecules.  However, weaker forces acting
between molecules and between different parts of the
same molecule are responsible for many of the most
important properties of biochemical substances.  These
are described as van der Waals forces, electrostatic
forces, hydrogen bonds, and hydrophobic interac-
tions.  In the discussion that follows the thermody-
namic quantities ∆H, ∆S, and ∆G will be used.  If
necessary, please see Chapter 6 for definitions and
a brief review.

1.  Van der Waals Forces

All atoms have a weak tendency to stick together,
and because of this even helium liquifies at a low
enough temperature.  This is a result of the van der
Waals or “London dispersion forces” which act strongly
only at a very short distance.  These forces arise from
electrostatic attraction between the positively charged
nucleus of one atom and the negatively charged electrons
of the other.19–21  Because nuclei are screened by the
electron clouds surrounding them, the force is weak.
The energy (enthalpy) of binding of one methylene
(–CH2–) unit into a monomolecular layer of a fatty
acid is about –∆H° = 1.7 kJ/mol.22  Although this is
a small quantity, when summed over the 16 or more
carbon atoms of a typical fatty acid the binding energy
is substantial.  When a methylene group is completely
surrounded in a crystalline hydrocarbon, its van der
Waals energy, as estimated from the heat of sublimation,
is 8.4 kJ/mol; that of H2O in liquid water at the melt-
ing point of ice is 15 kJ/mol.22
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While van der Waals forces between individual
atoms act over very short distances, they can be felt
at surprisingly great distances when exerted by large
molecules or molecular aggregates.23  Forces between
very smooth surfaces have been measured experimen-
tally at distances as great as 10 nm and even to 300
nm.23a  However, these “long-range van der Waals
forces” probably depend upon layers of oriented
water molecules on the plates23 (see also Section 5).

2.  Attraction between Charged Groups
(Salt Linkages)

Fixed positive and negative charges attract each
other strongly.  Consider a carboxylate ion in contact
with –NH3

+ or with an ion of calcium:

From the van der Waals radii of Table 2-1 and the ionic
crystal radius of Ca2+ of 0.10 nm, we can estimate an
approximate distance between the centers of positive
and negative charge of 0.25 nm in both cases.   It is of
interest to apply Coulomb’s law to compute the force
F between two charged particles which are almost in
contact.  Let us choose a distance of 0.40 nm (4.0 Å)
and apply Eq. 2-7.

In this equation r is the distance in meters, q and q’
are the charges in coulombs (one electronic charge =
1.6021 x 10–19 coulombs), ε is the dielectric constant,
and F is the force in newtons (N).  The force per mole
is NF where N is Avogadro’s number.

An uncertainty in this kind of calculation is in the
dielectric constant ε, which is 1.0 for a vacuum, about
2 for hydrocarbons, and 78.5 for water at 25°C.  If ε is
taken as 2, the force for r = 0.40 nm is 4.3 x 1014 N/mol.
The force would be twice as great for the Ca2+ – COO–

case.  To move two single charges further apart by just
0.01 nm would require 4.3 kJ/mol, a substantial amount
of energy.  However, if the dielectric constant were that
of water, this would be reduced almost 40-fold and the
electrostatic force would not be highly significant in
binding.  It is extremely difficult to assign a dielectric
constant for use in the interior of proteins.23b  For
charges spaced far apart within proteins the effective

dielectric constant is usually as high as 30–60.24  For
closely spaced charges in hydrophobic niches it may be
as low as 2–4.25–27

A calculation that is often made is the work required
to remove completely two charges from a given distance
apart (e.g., 0.40 nm) to an infinite distance (Eq. 2-8).

If ε = 2, this amounts to 174 kJ/mol for single charges
at a distance of 0.40 nm; 69 kJ/mol at 1 nm; and only
6.9 kJ/mol at 10 nm, the distance across a cell mem-
brane.  We see that very large forces exist between
closely spaced charges.

Electrostatic forces are of great significance in
interactions between molecules and in the induction of
changes in conformations of molecules.  For example,
attraction between –COO– and –NH3

+ groups occurs
in interactions between proteins.  Calcium ions often
interact with carboxylate groups, the doubly charged
Ca2+ bridging between two carboxylate or other polar
groups.  This occurs in carbohydrates such as agarose,
converting solutions of these molecules into rigid gels
(Chapter 4).

Individual macromolecules as well as cell surfaces
usually carry a net negative charge at neutral pH.  This
causes the surfaces to repel each other.  However, at a
certain distance of separation the van der Waals attrac-
tive forces will balance the electrostatic repulsion.21

Protruding hydrophobic groups may then interact and
may “tether” bacteria or other particles at a fixed distance,
often ~5 nm, from a cell surface.28

3.  Hydrogen Bonds

One of the most important weak interactions
between biologically important molecules is the hydro-
gen bond (H-bond).29,30,30a  These “bonds” are the result
of electrostatic attraction caused by the uneven distri-
bution of electrons within covalent bonds.  For example,
the bonding electron pairs of the H–O bonds of water
molecules are attracted more tightly to the oxygen
atoms than to the hydrogen atoms.  A small net positive
charge is left on the hydrogen and a small net negative
charge on the oxygen.  Such polarization of the water
molecules can be indicated in the following way:

(2-7)

C

O

O

C

O

O–

N

H

H
H

+–

~0.25 nm ~0.24 nm

Ca2+

H

Hδ 
–

δ 
+

δ 
–

δ 
+

O

F = 8.9875 × 109 × newtons
qq'

r2ε

W (kJ mol-1) = 8.9875 × 106 × N
qq'
rε

138.9
εr (in nm)

=
(2-8)



48 Chapter 2.  Amino Acids, Peptides, and Proteins

Here the δ+ and δ– indicate a fraction of a full charge
present on the hydrogen atoms and on the nonbonded
electron pairs of the oxygen atom, respectively.  Mole-
cules such as H2O, with strongly polarized bonds, are
referred to as polar molecules and functional groups
with such bonds as polar groups.  They are to be
contrasted with such nonpolar groups as the –CH3
group in which the electrons in the bonds are nearly
equally shared by carbon and hydrogen.

A hydrogen bond is formed when the positively
charged end of one of the dipoles (polarized bonds)
is attracted to the negative end of another dipole.
Water molecules tend to hydrogen bond strongly one
to another; each oxygen atom can be hydrogen-bonded
to two other molecules and each hydrogen to another
water molecule.  Thus, every water molecule can have
up to four hydrogen-bonded neighbors.

Many groups in proteins, carbohydrates, and nucleic
acids form hydrogen bonds to one another and to
surrounding water molecules.  For example, an imida-
zole group of a protein can bond to an OH group of
an amino acid side chain or of water in the following
ways:

Remember that hydrogen bonds are always formed
between pairs of groups, with one of them, often C=O
or C=N-, containing the negative end of a dipole and
the other providing the proton. The proton acceptor
group, often OH or NH and occasionally SH, and even
CH in certain structures,31,31a,31b donates an unshared
pair of electrons.  Dashed arrows are sometimes drawn
from the hydrogen atom to the electron donor atom
to indicate the direction of a hydrogen bond.  Do not
confuse these arrows with the curved arrows that
indicate flow of electrons in organic reactions.

The strength of hydrogen bonds, as measured by
the bond energy, varies over the range 10–40 kJ/mol.
The stronger the hydrogen bond the shorter its length.
Because hydrogen atoms can usually not be seen in

X-ray structures of macromolecules, the lengths of
hydrogen bonds are often measured between the
surrounding heavy atoms:

A typical —OH - - -O hydrogen bond will have a length
of about 0.31 nm; a very strong hydrogen bond may
be less than 0.28 nm in length, while weak hydrogen
bonds will approach 0.36 nm, which is the sum of the
van der Waals contact distances plus the O–H bond
length.  Beyond this distance a hydrogen bond cannot
be distinguished easily from a van der Waals contact.

Hydrogen bonds are strongest when the hydrogen
atom and the two heavy atoms to which it is bonded
are in a straight line.  For this reason hydrogen bonds
tend to be linear.  However, the dipoles forming the hydro-
gen bond do not have to be colinear for strong hydrogen
bonding:32,32a  There is some preference for hydrogen
bonding to occur in the direction of an unshared electron
pair on the oxygen or nitrogen atom.33–35

Both ammonia, NH3, and the –NH2 groups of proteins
are  good electron donors for hydrogen bond forma-
tion. However, the hydrogen atoms of uncharged –NH2
groups tend to be poor proton donors for H-bonds.36

Do hydrogen bonds have some covalent character?
The answer is controversial.36a,36b,36c

Hydrogen bonding is important both to the inter-
nal structure of biological macromolecules and in
interactions between molecules.  Hydrogen bonding
often provides the specificity necessary to bring sur-
faces together in a complementary way.  Thus, the
location of hydrogen-bond forming groups in surfaces
between molecules is important in ensuring an exact
alignment of the surfaces.37  The hydrogen bonds do
not always have to be strong.  For example, Fersht and
coworkers, who compared a variety of mutants of an
enzyme of known three-dimensional structure, found
that deletion of a side chain that formed a good hydro-
gen bond to the substrate weakened the binding energy
by only 2–6 kJ/mol.  However, loss of a hydrogen
bond to a charged group in the substrate caused a loss
of 15–20 kJ/mol of binding energy.37  Study of mutant
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proteins created by genetic engineering is now an
important tool for experimentally investigating the
biological roles of hydrogen bonding.37–39

4.  The Structure and Properties of Water

Water is the major constituent of cells and a re-
markable solvent whose chemical and physical prop-
erties affect almost every aspect of life.  Many of these
properties are a direct reflection of the fact that most
water molecules are in contact with their neighbors
entirely through hydrogen bonds.40–48 Water is the
only known substance for which this is true.

In ordinary ice all of the water molecules are
connected by hydrogen bonds, six molecules forming
a hexagonal ring resembling that of cyclohexane.  The
structure is extended in all directions by the formation
of additional hydrogen bonds to adjacent molecules
(Fig. 2-3).  As can be seen in this drawing, the molecules
in ice assume various orientations in the hexagonal
array, and frequently rotate to form their hydrogen
bonds in different ways.  This randomness remains as
the temperature is lowered, and ice is one of few sub-
stances with a residual entropy at absolute zero.49,50

Ice is unusual also in that the molecules do not assume
closest packing in the crystal but form an open struc-
ture.  The hole through the middle of the hexagon and
on through the hexagons lying below it is ∼0.06 nm in
diameter.

The short hydrogen-bond length (averaging 0.276
nm) in ice indicates of strong bonding.  The heat of
sublimation (∆H°) of ice is –48.6 kJ/mol.  If the van der
Waals dispersion energy of –15 kJ/mol is subtracted
from this, the difference of –34 kJ/mol can be attributed
entirely to the hydrogen bonds—two for each molecule.
Their average energy is 17 kJ/mol apiece.  However,
some of the hydrogen bonds are stronger and others
weaker than the average.51

In a gaseous water dimer the hydrogen bond is linear,
a fact that suggests some covalent character.52

Its length is distinctly greater than that in ice.  This
is one of a number of pieces of evidence suggesting
cooperativity in formation of chains of hydrogen
bonds.40,53,54  Consider the following three trimers
for which theoretical calculations have predicted the
indicated hydrogen bond energies.40  In the first case
the central water molecule donates two protons for
hydrogen-bond formation; in the second it accepts the
protons.  In the third case it is both an electron acceptor
and a donor.  The OH dipoles are oriented “head to tail”
and the hydrogen bonds are stronger than in the other

cases.  Long chains of similarly oriented hydrogen
bonds  exist in ice and this may account for the short
hydrogen bond lengths.  Closed rings of hydrogen
bonds oriented to give a maximum cooperative effect
also exist in liquid water clusters55 and within proteins,
carbohydrates, and nucleic acids.53,54

The nature of liquid water is still incompletely
understood,46-48,56 but we know that water contains ice-
like clusters of molecules that are continually breaking
up and reforming in what has been called a “flickering
cluster” structure.  Judging by the infrared spectrum
of water, about 10% of the hydrogen bonds are broken
when ice melts.41  A similar conclusion can be drawn
from the fact that the heat of melting of ice is –5.9 kJ/mol.
It has been estimated that at 0°C the average cluster
contains about 500 water molecules.41  At 50°C there
are over 100 and at the boiling point about 40.  Although
most molecules in liquid water are present in these
clusters, the hydrogen bonds are rapidly broken and
reformed in new ways, with the average lifetime of a
given hydrogen bond being ∼10–12 s.

B.  Forces Between Molecules and Between Chemical Groups
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Figure 2-3 Six water molecules in the lattice of an ice
crystal.  The hydrogen bonds, which connect protons with
electron pairs of adjacent molecules, are shown as dashed
lines.
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(2-9)

5.  Hydration of Polar Molecules and Ions

Water molecules are able to hydrogen bond not
only to each other but also to polar groups of dissolved
compounds.  Thus, every group that is capable of
forming a hydrogen bond to another organic group
is also able to form hydrogen bonds of a somewhat
similar strength with water.  For this reason, hydrogen
bonding is usually not a significant force in holding
small molecules together in aqueous solutions.  Polar
molecules that stick together through hydrogen bond-
ing when dissolved in a nonpolar solvent often do not
associate in water.  How then can biochemists assert
that hydrogen bonding is so important in biochemistry?
Part of the answer is that proteins and nucleic acids
can be either properly folded with hydrogen bonds
formed internally or denatured with hydrogen bonds
from those same groups to water.  The Gibbs energy
change between these two states is small.

Every ion in an aqueous solution is surrounded
by a shell of oriented water molecules held by the
attraction of the water dipoles to the charged ion.
The hydration of ions has a strong influence on all
aspects of electrostatic interactions and plays a domi-
nant role in determining such matters as the strength
of acids and bases, the Gibbs energy of hydrolysis of
ATP, and the strength of bonding of metal ions to
negatively charged groups.  For example, the previously
considered interaction between carboxylate and calcium
ions would be much weaker if both ions retained their
hydration shells.

Consider the following example. ∆G° for dissocia-
tion of acetic acid in water is +27.2 kJ/mol (Table 6-5).
The enthalpy change ∆H° for this process is almost
zero (–0.1 kJ/mol) and ∆S° is consequently –91.6 J K–1.
This large entropy decrease reflects the increased
amount of water that is immobilized in the hydration
spheres of the H+ and acetate– ions formed in the
dissociation reaction.  In contrast, dissociation of NH4

+

to NH3 and H+ converts one positive ion to another.
∆H° is large (+52.5 kJ/mol) but the entropy change ∆S°
is small (–2.0 J K–1, Table 6-5).

Although effects of hydration are important in
almost all biochemical equilibria, they are difficult to
assess quantitatively.  It is hard to know how many
molecules of water are freed or immobilized in a given
reaction.  Charged groups in proteins are often hydrated.
However, if they are buried in the interior of the pro-
tein, they may be solvated by polarizable protein side
chain groups such as –OH or by backbone or side
chain amide groups.57,58

6.  Hydrophobic Interactions

Fats, hydrocarbons, and other materials whose
molecules consist largely of nonpolar groups have a

low solubility in water and a high solubility in non-
polar solvents.  Similarly, the long alkyl groups of fatty
acid esters aggregate within membranes and nonpolar
side chains of proteins are often packed together in the
centers of protein molecules.  Because it is as if the
nonpolar groups “fear” water, this is known as the
hydrophobic effect.59–70  The terms hydrophobic forces,
hydrophobic interactions, and hydrophobic bonding
have also been used.  However, the latter term can be
misleading because the hydrophobic effect arises not
out of any special attraction between nonpolar groups
but primarily from the strong internal cohesion of the
hydrogen-bonded water structure.

How strongly do nonpolar groups “attract” each
other in water?  A partial answer can be obtained by
measuring the standard Gibbs energy ∆G of transfer of a
hydrocarbon molecule from a dilute aqueous solution into
a dilute solution in another hydrocarbon.  By studying a
series of alkanes, Abraham62 calculated the Gibbs energy
change per CH2 unit (Eq. 2-9) as: ∆Go = –3.8 kJ/mol.

–CH2–(water) → –CH2–(hexane)
∆G° = –3.8 kJ/mol

This equation is a quantitative statement of the
fact that the CH2 group prefers to be in a nonpolar
environment than to be surrounded by water.  A similar
Gibbs energy change would be expected to accompany
the bringing together of a methylene unit from a small
molecule and a hydrophobic surface on a protein mole-
cule.  However, in the latter case the accompanying
decrease in entropy would make ∆G° less negative.

What causes the decrease in Gibbs energy when
nonpolar groups associate in water?  Jencks60 suggested
that we think of the transfer of a nonpolar molecule
from a nonpolar solvent into water in two steps:  (1)
Create a cavity in the water of about the right size to
accommodate the molecule.  Since many hydrogen
bonds will be broken, the Gibbs energy of cavity for-
mation will be high.  It will be principally an enthalpy
(∆H) effect.  (2) Allow the water molecules in the solvent
to make changes in their orientations to accommodate
the nonpolar molecule that has been placed in the
cavity.  The water molecules can move to give good
van der Waals contacts and also reorient themselves to
give the maximum number of hydrogen bonds.  Since
hydrogen bonds can be formed in many different
ways in water, there may be as many or even more
hydrogen bonds after the reorientation than before.
This will be true especially at low temperature where
most water exists as large icelike clusters.  For dissolved
hydrocarbons, the enthalpy of formation of the new
hydrogen bonds often almost exactly balances the
enthalpy of creation of the cavity initially so that ∆H
for the overall process (transfer from inert solvent into
water) is small.  For the opposite transfer (from water
to hydrocarbon hexane; Eq. 2-9)  ∆H° is usually a small
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positive number for aliphatic hydrocarbons and is
nearly zero for aromatic hydrocarbons.

Since ∆G° = ∆H°– T∆S° (see Chapter 6), it follows
that the negative value of ∆G° for hydrophobic inter-
actions must result from a positive entropy change,
which may arise from the restricted mobility of water
molecules that surround dissolved hydrophobic groups.
When two hydrophobic groups come together to form
a “hydrophobic bond,” water molecules are freed from
the structured region around the hydrophobic surfaces
and the entropy increases.  The ∆S° for Eq. 2-9 is about
12 J deg–1 mol–1.  Attempts have been made to relate
this value directly to the increased number of orienta-
tions possible for a water molecule when it is freed
from the structured region.64  However, interpretation
of the hydrophobic effect is complex and controver-
sial.65–71a

The formation constant Kf for hydrophobic asso-
ciations often increases with increasing temperature.
This is in contrast to the behavior of Kf for many asso-
ciation reactions that involve polar molecules and for
which ∆H° is often strongly negative (heat is released).
An example of the latter is the protonation of ammonia
in an aqueous solution (Eq. 2-10).

NH3 + H+ → NH4
+

∆H° = –52.5 kJ/mol

Since R1nKf = –∆G°/T = –∆H°/T + ∆S°, Kf decreases
with increasing temperature if ∆H° is negative.  Because
for a hydrophobic interaction with a positive value
of ∆H° Kf  increases with increasing temperature, an
increase in stability at higher temperatures is sometimes
used as a criterion for hydrophobic bonding.  However,
this criterion does not always hold.  For example, base
stacking interactions in polynucleotides (Chapter 5),
whose strength does not increase with increasing
temperature, are still thought to be hydrophobic.

The water molecules that are in immediate contact
with dissolved nonpolar groups are partially oriented.
They form a cagelike structure around each hydropho-
bic group.  When particles surrounded by such hydra-
tion layers are 1–2 nm apart, they sometimes experience
either a fairly strong repulsion or an enhanced attrac-
tion caused by these hydration layers.21,64–66,72  Direct
experimental measurements have shown that these
effects extend to distances of 10 nm21,63 and can ac-
count for the previously mentioned long-range van
der Waals forces.

Various efforts have been made to develop scales
of hydrophobicity that can be used to predict the
probability of finding a given amino acid side chain
buried within a protein or in a surface facing water.59,73

A new approach has been provided by the study of
mutant proteins.  For example, deletion of a single
–CH2– group from an interior hydrophobic region of
a protein was observed to decrease the stability of the
protein by 4.6 kJ/mol.74

(2-10)

C.  Amino Acids and Peptides

Twenty α-amino acids are the monomers from
which proteins are made. These amino acids share
with other biochemical monomers a property essential
to their role in polymer formation:  They contain at least
two different chemical groups able to react with each other
to form a covalent linkage.  In the amino acids these are
the protonated amino (NH3

+) and carboxylate (COO–)
groups.  The characteristic linkage in the protein poly-
mer is the peptide (amide) linkage whose formation
can be imagined to occur by the splitting out of water
between the carboxyl of one amino acid and the amino
group of another (Eq. 2-11).

This equation is not intended to imply a mecha-
nism for peptide synthesis.  The equilibrium position
for this reaction in an aqueous solution favors the free
amino acids rather than the peptide.  Therefore, both
biological and laboratory syntheses of peptides usually
do not involve a simple splitting out of water.  Since
the dipeptide of Eq. 2-11 still contains reactive carboxyl
and amino groups, other amino acid units can be joined
by additional peptide linkages to form polypeptides.
These range from short-chain oligomers to polymers
of from ∼50 to several thousand amino acid units, the
proteins.75–77

1.  Properties of �-Amino Acids

The amino acids have in common a dipolar ionic
structure and a chiral center.  They are differentiated,
one from another, by the structures of their side chain
groups, designated R in the foregoing formulas.  These
groups are of varying size and chemical structure.
The side chain groups fill much of the space in the
interior of a protein molecule and also protrude from
the external surfaces of the protein where they deter-
mine many of the chemical and physical properties of
the molecule.

Table 2-2 shows the structures of the side chains

(2-11)
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TABLE 2-2
Structure and Chemical Properies of Side Chain Groups (R) of Amino Acids

Tyrosine, phenylalanine,
and tryptophan can form
hydrophobic bonds and
may be especially effective
in bonding to other flat
molecules.

Strictly a link in the peptide chain, glycine
provides a minimum of steric hindrance to
rotation and to placement of adjacent groups.

a.  Glycine "side chain" = —H (Gly, G)a

d.  Aromatic amino acids

These bulky groups of distinctive
shapes participate in hydrophobic
interactions in protein interiors
and in forming binding sites of
specific shapes.

b.   Amino acids with alkyl groups as side chains

c. The imino acid proline.  Because the side chain is fused to the α-amino group, the entire structure, not just the side
chain, is shown.

Note the secondary amino group and the relatively rigid conformation.
The presence of proline strongly influences the folding of protein chains.

of the amino acids commonly found in proteins.  The
complete structure is given for proline.  Both the three-
letter abbreviations and one-letter abbreviations used
in describing sequences of amino acids in proteins are
also given in this table. Amino acids of groups a–c of
Table 2-2 plus phenylalanine and methionine are some-
times grouped together as nonpolar.  They tend to be
found in a hydrophobic environment on the inside
of a protein molecule.  Groups f and i contain polar,
charged side chains which usually protrude into the
water surrounding the protein.  The rest are classified
as polar but noncharged.

To get acquainted with amino acid structures,
learn first those of glycine, alanine, serine, aspartic
acid, and glutamic acid.  The structures of many
other amino acids can be related to that of alanine
(R=CH3) by replacement of a β hydrogen by another

group.  Metabolic interrelationships will make it easier
to learn structures of the rest of the amino acids later.

Since the –COOH groups of glutamic and aspartic
acids are completely dissociated to –COO– at neutral
pH, it is customary in the biochemical literature to refer
to these amino acids as glutamate and aspartate
without reference to the nature of the cation or cations
present as counter ions.  Such “-ate” endings are also
used for most other acids (e.g., malate, oxaloacetate,
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TABLE 2-2
(continued)

The —OH group is very weakly acidic (pKa ~13.6).  It can form
esters with phosphoric acid or organic acids and is a site of
attachment of sugar rings in glycoproteins.  Hydroxyl groups
of serine are found at the active centers of some enzymes.

The imidazole groups in histidine side
chains are parts of the active sites of
many enzymes.  Like other basic
groups in proteins they also may bind
metal ions.

A flexible side arm with a
potentially reactive amino
group at the end.  The
high pKa of ~10.5 means
that lysine side chains are
ordinarily protonated in
neutral solutions.

The guanidinium group has a high pKa of
over 12 and remains protonated under
most circumstances.  It is stabilized by
resonance as indicated by the dashed line.
Guanidinium groups are often sites for
binding of phosphate or carboxylate
groups by pairs of hydrogen bonds.

e.   Amino acid alcohols

f.   Acidic amino acids

g.   Amides of aspartic acid and glutamic acid

h.   Sulfur-containing amino acids

i.  Basic amino acids

C

H

OH

C

CH3

H
H OH

Serine
(Ser, S)

Threonine
(Thr, T)

Note the second chiral center. 
The L-amino acid with the 
opposite configuration in the 
side chain is L-allo-threonine.

*
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Asparagine (Asn, N)

Glutamine (Gln, Q)

The amide group is not acidic but is polar
and participates in hydrogen bonding.

If it is uncertain whether a position in a
protein is occupied by aspartic acid or
asparagine, it may be designated Asx or
B.  If glutamic or glutamine, it may be
designated as Glx or Z.

Carboxyl groups of these side chains are dissociated
at neutral pH (pKa values are 4.3 –4.7) and provide
anionic (–) groups on the surfaces of proteins.
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Methionine (Met, M)
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Two cysteine SH groups can be oxidatively joined
to form a disulfide bridge in the "double-headed"
amino acid cystine.
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Hydrogen
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a The three-letter and one-letter abbreviations used for the
amino acid residues in peptides and proteins are given in
parentheses.  B, J, U, X, and Z can be used to indicate
modified or unusual amino acids.

Essential in the human diet
Key

Essential if phenylalanine or cysteine is inadequate

Essential for rapid growth

This basic site accepts a proton to
form a conjugate acid of pKa ~6.4 –
7.0 and carrying a positive charge.
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Figure 2-4 Structures of some naturally occurring peptides.  Oxytocin and
vasopressin are hormones of the neurohypophysis (posterior lobe of the
pituitary gland).  Adrenocorticotropin is a hormone of the adenohypophysis
(anterior pituitary).  Hormones of the adenohypophysis are released under the
influence of releasing factors (regulatory factors) produced in the neighboring
hypothalamus (a portion of the brain) in response to neural stimulation.
Structures of two releasing factors are shown.  Note that the γ-carboxyl groups
of the N-terminal glutamine residues have reacted, with loss of NH3, with the
neighboring terminal –NH2 groups to form cyclic amide (pyroglutamyl) groups.78

Gramicidin S is an antibiotic made by Bacillus brevis, and surfactin is a depsi-
peptide (containing an ester linkage), a surface active antibiotic of Bacillus
subtilis.  Methionine enkephalin is a brain peptide with opiate-like activity.79
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phosphate, and adenylate) and in
names of enzymes (e.g., lactate
dehydrogenase).

During the formation of poly-
peptides, the α-amino and carboxyl
groups of the amino acids are con-
verted into the relatively unreactive
and uncharged amide (peptide)
groups except at the two chain
termini.  In many cases the terminal
amino and carboxyl groups are also
converted within cells into uncharged
groups (Chapter 10).  Immediately
after the protein is synthesized its
terminal carboxyl group is often
converted into an amide.  The N
terminus may be acetylated or
cyclized to a pyroglutamyl group.
Sometimes a cyclic peptide is formed
(Fig. 2-4).

The properties of polypeptides
and proteins are determined to a
large extent by the chemistry of the
side chain groups, which may be
summarized briefly as follows.
Glycine in a peptide permits a max-
imum of conformational mobility.
The nine relatively nonpolar amino
acids–alanine, valine, leucine, iso-
leucine, proline, methionine, phe-
nylalanine, tyrosine, and trypto-
phan–serve as building blocks of
characteristic shape.  Tyrosine and
tryptophan also participate in hydro-
gen bonding and in aromatic: aro-
matic interactions within proteins.

Much of the chemistry of pro-
teins involves the side chain func-
tional groups –OH, –SH, –COO–,
–NH3

+, and imidazole (Eq. 2-6) and
the guanidinium group of arginine.
The side chains of asparagine and
glutamine both contain the amide
group CONH2, which is relatively
inert chemically but which can
undergo hydrogen-bonding inter-
actions.  The amide linkages of the
polypeptide backbone must also be
regarded as important functional
groups.  Most polar groups are
found on the outside surfaces of
proteins where they can react chem-
ically in various ways.  When inside
proteins they form H-bonds to the
peptide backbone and to other
polar groups.
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2.  Acidic and Basic Side Chains

The side chains of aspartic and glutamic acids
carry negatively charged carboxylate groups at pH 7
while those of lysine and arginine carry the positively
charged –NH3

+ and guanidinium ions, respectively.

At pH 7 the weakly basic imidazole group of histidine
may be partially protonated.  Both the –SH group of
cysteine and the phenolic –OH of tyrosine are weakly
acidic and will dissociate and thereby acquire negative
charges at a sufficiently high pH.

The number of positive and negative charges on
a protein at any pH can be estimated approximately
from the acid dissociation constants (usually given as
pKa values) for the amino acid side chains.  These are
given in Table 2-2.  However, pKa values of buried
groups are often greatly shifted from these, especially
if they associate as ion pairs.  In addition, many pro-
teins have free amino and carboxyl-terminal groups
at the opposite ends of the peptide chain.  These also
participate in acid–base reactions with approximately
the following pKa values.

terminal  COOH, pKa = 3.6–3.7
terminal  NH3

+, pKa = 7.5–7.9

The acid–base properties of an amino acid or of
a protein are described by titration curves of the type
shown in Figs. 3-1 and 3-2.  In these curves the number
of equivalents of acid or base that have reacted with an
amino acid or protein that was initially at neutral pH
are plotted against pH.  The net negative or positive
electrical charge on the molecule can be read directly
from the curves.  Both the net electrical charges and
the distribution of positively and negatively charged
groups are often of crucial importance to the functioning
of a protein.

Additional aspects of the acid–base chemistry of
amino acids and proteins are considered in Chapter 3,
Section A and Chapter 6, Section E.  The student may
find it appropriate to study these sections at this time
and to work the associated study problems.

3.  The Peptide Unit

The very ability of a protein to exist as a complex
three-dimensional structure depends upon the properties

of the amide linkages between the amino acid units.
Many of these properties follow from the fact that an
amide can be viewed as a resonance hybrid of the
following structures.  Because of the partial double-
bond character, the C–N bond is shorter than that of a
normal single bond and the C=O bond is lengthened.

The observed lengths in nanometers determined by
X-ray diffraction measurements are given in Fig. 2-5
(top).  The partial double-bond character of the C–N
bond has important consequences.  The peptide unit is
nearly planar as is indicated by the dashed parallelo-
gram in Fig. 2-5.

However, the bonds around the nitrogen retain
some pyramidal character (Fig. 2-5, bottom).  Even
more important is the fact that there is flexibility.  As
a result, the torsion angle ω may vary over a range of
± 15° or even more from that in the planar state.80,81,81a

The resonance stabilization of the amide linkage is
thought to be about 85 kJ/mol.  Rotation around the
C–N bond through 90° would be expected to require
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Figure 2-5  Dimensions of the peptide linkage.  Interatomic
distances in nm, including the hydrogen bond length to an
adjacent peptide linkage, are indicated.  The atoms enclosed
by the dotted lines all lie approximately in a plane.  However,
as indicated in the lower drawing, the nitrogen atom tends
to retain some pyramidal character.
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the upper structure would no longer exist.  Thus, the
hydrogen bonds would be weakened.  We can conclude
that if an amide linkage in such a chain becomes twisted,
the hydrogen bonds that it forms will be weakened.  If
there is cooperativity, the hydrogen bonds will  all be
strongest when there is good planarity in all of the
amides in the chain.

Amides have very weak basic properties and pro-
tonation is possible either on the oxygen (A) or on the
nitrogen (B).82,83

The pKa values for such protonation are usually
less than zero, but it is possible that a correctly placed
acidic group in a protein could protonate either oxygen
or nitrogen transiently during the action of a protein.
Protonation on oxygen would strengthen hydrogen
bonds from the nitrogen whereas protonation on
nitrogen would weaken hydrogen bonds to oxygen
and might permit rotation.  The amide group has a
permanent dipole moment of 3.63 debyes oriented as
follows:

Here the arrow points toward the positive end of the
dipole.

While the trans peptide linkage shown in Fig. 2-4
is usual, the following cis peptide linkage, which is
~8 kJ/mol less stable than the trans linkage, also occurs
in proteins quite often.  The nitrogen atom is usually
but not always from proline.81,84

4.  Polypeptides

The chain formed by polymerization of amino
acid molecules provides the  primary structure of
a protein.  Together with any covalent crosslinkages
and other modifications, this may also be called the

about this much energy.  This fact immediately sug-
gests a way in which proteins may sometimes be able
to store energy—by having one or more peptide units
twisted out of complete planarity.69

An important effect of the resonance of the amide
linkage is that the oxygen atom acquires some nega-
tive charge and the NH group some positive charge.
Some of the positive charge is usually depicted as
residing on the nitrogen, but some is found on the
hydrogen atom.  The latter can be pictured as arising
from a contribution of a fourth resonance form that
contains no bond to hydrogen.

Nevertheless, this picture is inadequate.  Various evi-
dence indicates that the nitrogen actually carries a net
negative charge.81a

The positive and negative ends of the dipoles in
the amide group tend to associate to form strong
hydrogen bonds.  These hydrogen bonds together
with the connecting amide linkages can form chains
that may run for considerable distances through pro-
teins.  The tendency for cooperativity in hydrogen
bond formation may impart unusual stability to these
chains.  As with individual amide linkages, these chains
of hydrogen-bonded amides can also be thought of as
resonance hybrids:

The two structures pictured are extreme forms, the
true structure being something in between.  In the
lower form, rotation about the C–N bond would be
permitted but then the charge separation present in
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1 10 20 30 40
A P P S V F A E V P Q A Q P V L V F K L I A D F R E D P D P R K V N L G V G A Y

50 60 70 80
R T D D C Q P W V L P V V R K V E Q R I A N N S S L N H E Y L P I L G L A E F R

90 100 110 120
T C A S R L A L G D D S P A L Q E K R V G G V Q S L G G T G A L R I G A E F L A

130 140 150 160
R W Y N G T N N K D T P V Y V S S P T W E N H D G V F T T A G F K D I R S Y R Y

170 180 190 200
W D T E K R G L D L Q G F L S D L E N A P E F S I F V L H A C A H N P T G T D P

210 220 230 240
T P E Q W K Q I A S V M K R R F L F P F F D S A Y Q G F A S G N L E K D A W A I

250 260 270 280
R Y F V S E G F E L F C A Q S F S K N F G L Y N E R V G N L T V V A K E P D S I

290 300 310 320
L R V L S Q M Q K I V R V T W S N P P A Q G A R I V A R T L S P D E L F H E W T

330 340 350 360
G N V K T M A D R I L S M R S E L R A R L E A L K T P G T W N H I T D Q I G M F

370 380 390 400
S F T G L N P K Q V E Y L I N E K H I Y L L P S G R I N M C G L T T K N L D Y V

410
A T S I H E A V T K I Q

C.  Amino Acids and Peptides

covalent structure of the protein.  Each monomer
unit in the chain is known as an amino acid residue.
This term acknowledges the fact that each amino acid
has lost one molecule of H2O during polymerization.
To be more precise, the number of water molecules lost
is one less than the number of residues.  Peptides are
named according to the amino acid residues present
and beginning with the one bearing the terminal amino
group.  Thus, L-alanyl-L-valyl-L-methionine has the
following structure:

Like amino acids, this tripeptide is a dipolar ion.
The same structure can be abbreviated Ala-Val-Met or,
using one-letter abbreviations, AVM.  It is customary
in describing amino acid sequences to place the amino-
terminal (N-terminal) residue at the left end and the
carboxyl-terminal (C-terminal) residue at the right end.
Residues are numbered sequentially with the N-termi-
nal residue as 1.  An example is shown in Fig. 2-6.

The sequence of amino acid units in a protein is
always specified by a gene.  The sequence determines
how the polypeptide chain folds and how the folded
protein functions.  For this reason much effort has
gone into “sequencing,” the determination of the
precise order of amino acid residues in a protein.
Sequences of several hundreds of thousands of pro-
teins and smaller peptides have been established and
the number doubles each year.75,87,88,88a  Most of these

Figure 2-6  (A) The complete amino acid sequence of the cytoplasmic enzyme aspartate aminotransferase from pig heart.  The
peptide has the composition  Lys19, His8, Arg26, (Asp + Asn)42, Ser26, Thr26, (Glu + Gln)41, Pro24, Gly28, Ala32, Cys5, Val29, Met6, Ile19,
Leu38, Tyr12, Phe23, Trp9.  The molecular mass is 46.344 kDa and the complete enzyme is a 93.147-kDa dimer containing two
molecules of the bound coenzyme pyridoxal phosphate attached to lysine-258 (enclosed in box).85,86  (B) A stereoscopic view of a
complete enzyme molecule which contains two identical subunits with the foregoing sequence.  Coordinates from Arthur Arnone.
In this “wire model” all the positions of all of the nearly 7000 atoms that are heavier than hydrogen are shown.  The > 8000
hydrogen atoms have been omitted.  The view is into the active site of the subunit on the right.  The pyridoxal phosphate and the
lysine residue to which it is attached are shown with heavy lines.  The active site of the subunit to the left opens to the back side as
viewed here.  The drawing may be observed best with a magnifying viewer available from Abrams Instrument Corp., Lansing,
Michigan or Luminos Photo Corp., Yonkers, New York.  However, with a little practice, it is possible to obtain a stereoscopic view
unaided.  Hold the book with good illumination about 20–30 cm from your eyes.  Allow your eyes to relax as if viewing a distant
object.  Of the four images that are visible, the two in the center can be fused to form the stereoscopic picture.  Drawings by
program MolScript (Kraulis, 1991).
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BOX 2-A  PROTEINS OF BLOOD PLASMA

Among the most studied of all proteins are those
present in blood plasma.a–f  Their ready availability
and the clinical significance of their study led to the
early development of electrophoretic separations.
Electrophoresis at a pH of 8.6 (in barbital buffer) indi-
cated six main components.  The major and one of the
fastest moving proteins is serum albumin. Trailing
behind it are the �1-, �2-, and �-globulins, fibrinogen,
and �-globulins.  Each of these bands consists of
several proteins and two-dimensional separation by
electrophoresis and isoelectric focusing (Chapter 3)
reveals over 30 different proteins.e  Many of these
contain varying numbers of attached carbohydrate
units and appear as families of spots.

Fractionation of large quantities of plasma together
with immunochemical assays has led to identification
of over 200 different proteins.  Sixty or more are enzymes,
some in very small quantitites which may have leaked
from body cells.  Normally plasma contains 5.7 – 8.0 g
of total protein per 100 ml (~1 mM).  Albumin accounts
for 3.5 – 4.5 g/100 ml.  An individual’s liver synthesizes
about 12 g each day.  Next most abundant are the
immunoglobulins.  One of these (IgG or γ-globulin)
is present to the extent of 1.2–1.8 g/100 ml.  Also present
in amounts greater than 200 mg per 100 ml are �- and
�-lipoproteins, the �1 antitrypsin, �2-macroglobulin,
haptoglobin, transferrin, and fibrinogen.

Plasma proteins have many functions.  One of
them, fullfilled principally by serum albumin, is to
impart enough osmotic pressure to plasma to match
that of the cytoplasm of cells.  The heart-shaped human
serum albumin consists of a single 65 kDa chain of 585
amino acid residues coiled into 28 helices.g  Three
homologous repeat units or domains each contain six
disulfide bridges, suggesting that gene duplication
occurred twice during the evolution of serum albumins.
The relatively low molecular mass and high density of
negative charges on the surface make serum albumin
well adapted for the role of maintaining osmotic pres-
sure.  However, serum albumin is not essential to life.

Over 50 mutant forms have been found and at least 30
persons have been found with no serum albumin in
their blood.h,i  These analbuminemic individuals are
healthy and have increased concentrations of other
plasma proteins.

A second major function of plasma proteins is
transport.  Serum albumin binds to and carries many
sparingly soluble metabolic products, including fatty
acids, tryptophan, cysteine, steroids, thyroid hormones,
Ca2+, Cu2+, Zn2+, other metal ions, bilirubin, and various
drugs.  There are also many more specialized transporter
proteins.  Transferrin carries iron and ceruloplasmin
(an α2 globulin) transports copper.  Transcortin carries
corticosteroids and progesterone, while another pro-
tein carries sex hormones. Retinol-binding protein
carries vitamin A and cobalamin-binding proteins
vitamin B12. Hemopexin carries heme to the liver,
where the iron can be recovered.j  Haptoglobin binds
hemoglobin released from broken red cells and also
assists in the recycling of the iron in the heme.k

Lipoproteins (see Table 21-1) carry phospholipids,
neutral lipids, and cholesterol esters.  Most of the
mass of these substances is lipid.

Immunoglobulins, α1-trypsin inhibitor and
�2-macroglobulin,k ten or more blood clotting factors;
and proteins of the complement system all have
protective functions that are discussed elsewhere in
this book.  Hormones, many of them proteins, are
present in the blood as they are carried to their target
tissues.  Many serum proteins have unknown or poorly
understood functions.  Among these are the acute phase
proteins, whose concentrations rise in response to
inflammation or other injury.

Human serum albumin. From He and Carter. g

a Allison, A. C., ed. (1974) Structure and Function of Plasma
Proteins, Vol. 1, Plenum, New York

b Allison, A. C., ed. (1976) Structure and Function of Plasma
Proteins, Vol. 2, Plenum, New York

c Putnam, F. W., ed. (1975) The Plasma Proteins, 2nd ed., Vol. 1
and 2, Academic Press, New York

d Blomback, B., and Hanson, L. A., eds. (1979) Plasma Proteins,
John Wiley, Chichester, Oklahoma

e Geisow, M. J., and Gordon, A. H. (1978) Trends Biochem. Sci. 3,
169– 171

f Smith, E. L., Hill, R. L., Lehman, I. R., Lefkowitz, R. J.,
Handler, P., and White, A. (1983) in Principles of Biochemistry,
Mammalian Biochemistry, 7th ed., McGraw-Hill, New York,
pp. 3–37

g He, X. M., and Carter, D. C. (1992) Nature 358, 209–215
h Peters, T., Jr. (1996) All About Albumin: Biochemistry, Genetics and

Medical Applications, Academic Press, San Diego, California
i Madison, J., Galliano, M., Watkins, S., Minchiotti, L., Porta, F.,

Rossi, A., and Putnam, F. W. (1994) Proc. Natl. Acad. Sci: USA
91, 6476–6480

j Satoh, T., Satoh, H., Iwahara, S.-I., Hrkal, Z., Peyton, D. H.,
and Muller-Eberhard, U. (1994) Proc. Natl. Acad. Sci: U.S.A. 91,
8423–8427

k Feldman, S. R., Gorias, S. L., and Pizzo, S. V. (1985) Proc. Natl.
Acad. Sci: U.S.A. 82, 5700–5704
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have been deduced from the sequences of nucleotides
in DNA.  Sequences of some small peptide hormones
and antibiotics are shown in Fig. 2-4 and that of a 412-
residue protein in Fig. 2-6.  The molecular mass of a
protein can be estimated from the chain length by
assuming that each residue adds 100–115 Da.

The amino acid composition varies greatly among
proteins.  A typical globular protein contains all or
most of the 20 amino acids.  The majority are often
present in roughly similar amounts but His, Cys, Met,
Tyr, and Trp tend to be less abundant than the others.
Specialized proteins sometimes have unusual amino
acid compositions.  For example, collagen of connec-
tive tissue contains 33 mole% glycine and 21% of
proline + hydroxyproline residues; the major proteins
of saliva contain 22% of glutamate + glutamine and
20–45% proline.89  Cell walls of plants contain both
high proline and high glycine polypeptides.  One from
petunias is 67% glycine.90  Silk fibroin contains 45%
glycine and 29% alanine.  A DNA repair protein of
yeast has 13 consecutive aspartate residues.91  The
tough eggshell (chorion) of the domesticated silkmoth
Bombyx mori contains proteins with ∼30% cysteine.92

Many proteins consist, in part, of repeated short se-
quences.  For example, the malaria-causing Plasmodium
falciparum in its sporozoite stage is coated with a protein
that contains 37 repeats of the sequence NANP inter-
spersed with 4 repeats of NDVP.93  These two sequences
have been indicated with single-letter abbreviations
for the amino acids.

With a large number of protein and DNA sequences
available, it has become worthwhile to compare sequences
of the same protein in different species or of different
proteins within the same or different species.  Com-
puter programs make it possible to recognize similar-
ities and homologies between sequences even when
deletions and insertions have occurred.88,88a,94–97  The
term homology has the precise biological definition
“having a common evolutionary origin,” but it is often
used to describe any close similarity in sequence.98

Among a pair of homologous proteins, a change at a
given point in a sequence may be either conservative,
meaning that a residue of similar character (large,
small, positively charged, nonpolar, etc.) has been
substituted, or it may be nonconservative.

D.  The Architecture of Folded Proteins

All proteins are made in the same way but as the
growing peptide chains peel off from the ribosome,
each of the thousands of different proteins in a living
cell folds into its own special tertiary structure.88a

The number of possible conformations of a protein
chain is enormous.  Consider a 300-residue polypeptide
which could stretch in fully extended form for ∼100
nm.  If the chain were folded back on itself about 13

times it could form a 7-nm square sheet about 0.5 nm
thick.  The same polypeptide could form a thin helical
rod 45 nm long and ∼1.1 nm thick.  If it had the right
amino acid sequence it could be joined by two other
similar chains to form a collagen-type triple helix of
87 nm length and about 1.5 nm diameter (Fig. 2-7).

The highly folded globular proteins vary consid-
erably in the tightness of packing and the amount of
internal water of hydration.99,100  However, a density
of ∼1.4 g cm–3 is typical.  With an average mass per
residue of 115 Da our 300-residue polypeptide would
have a mass of 34.5 kDa or 5.74 x 10–20 g and a volume
of 41 nm3.  This might be approximated by a cube 3.45
nm in width, a “brick” of dimensions 1.8 x 3.6 x 6.3
nm, or a sphere of diameter 4.3 nm.  Although protein
molecules are usually very irregular in shape,101 for
purposes of calculation idealized ellipsoid and rod
shapes are often assumed (Fig. 2-7).

It is informative to compare these dimensions
with those of the smallest structures visible in cells; for
example, a bacterial flagellum is ∼13 nm in diameter
and a cell membrane ∼8–10 nm in thickness.  Bricks
of the size of the 300-residue polypeptide could be
used to assemble a bacterial flagellum or a eukaryotic
microtubule.  Helical polypeptides may extend
through cell membranes and project on both sides,
while a globular protein of the same chain length may
be almost completely embedded in the membrane.

1.  Conformations of Polypeptide Chains

To understand how a polypeptide chain folds we
need to look carefully at the possible conformations
of the peptide units.  Since each peptide unit is nearly
planar, we can think of a polypeptide as a chain of flat
units fastened together as in Fig. 2-8.  Every peptide
unit is connected to the next by the α-carbon of an
amino acid.  This carbon provides two single bonds
to the chain and rotation can occur about both of them
(except in the cyclic amino acid proline).  To specify
the conformation of an amino acid unit in a polypeptide
chain, we must describe the torsion angles about both
of these single bonds.11,76,102  These angles are indicated
by the symbols � (phi) and � (psi) and are assigned
the value 180° for the fully extended chain as shown in
Fig. 2-8.  Each angle is taken as zero for the impossible
conformation in which the two chain ends are in the
eclipsed conformation.  By the same token, the torsion
angle � (omega) around the C–N bond of the amide
is 0° for a planar cis peptide linkage and 180° for the
usual trans linkage.

Since both φ and ψ can vary for each residue in a
protein, there are a large number of  possible confor-
mations.  However, many are excluded because they
bring certain atoms into collision.  This fact can be
established readily by study of molecular models.

D.  The Architecture of Folded Proteins
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Using a computer, it is possible to study the whole
range of possible combinations of φ and ψ.  This has
been done for the peptide linkage by Ramachandran.
The results are often presented as plots of φ vs ψ
(Ramachandran plots or conformational maps)102a,103,103a

in which possible combinations of the two angles are
indicated by blocked out areas.  The original Ramachan-
dran plots were made by representing the atoms as
hard spheres of appropriate van der Waals radii, but
the version shown in Fig. 2-9 was calculated using a
complex potential energy function to represent the
van der Waals attraction and the repulsion from close
contact.103  This map was calculated for poly-L-alanine
but it would be very similar for most amino acids.

Notice the two areas connected by a higher energy
bridge on the left side of Fig. 2-9.  The upper area

contains the pairs of torsion angles for the extended
� structures as well as for collagen.  The lower area
contains allowed conformations for the right-handed
helices.  As can be seen from Fig. 2-10, most of the
observed conformations of peptide units in a real
protein fall into these regions.  Glycyl residues are
an exception. Since glycine has no β-carbon atom, the
conformations are less restricted.  Out of nearly 1900
non-glycine residues in well-determined protein struc-
tures, 66 were found in disallowed areas of the Rama-
chandran diagram.104a  These were often accommodated
by local distortions in bond angles.  The positions at
which such steric strain occurs are often in regions
concerned with function.104b  One residue, which lies
in a disallowed region in Fig. 2-10 is asparagine 297
of aspartate aminotransferase (Fig. 2-6).  It is located

Figure 2-8  Two peptide units in the completely
extended β conformation.  The torsion angles φi,
ψi, and ωi are defined as 0° when the main chain
atoms assume the cis or eclipsed conformation.
The angles in the completely extended chain are
all 180°.  The distance from one α carbon atom
(Cα) to the next in a peptide chain is always 0.38
nm, no matter how the chain is folded.

Figure 2-7  Some idealized shapes that a 34.5 kDa protein molecule
of 300 amino acids might assume.
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Figure 2-10  Ramachandran plot for cytosolic aspartate
aminotransferase.  The angles φ and ψ were determined
experimentally from X-ray diffraction data at 0.16 nm resolu-
tion and model building.  The majority of conformations are
those of α helices or of β structure.  Glycine residues are
indicated by filled circles, while all other residues are denoted
by an “×”.  One of these (green) lies quite far from an allowed
area and must give rise to localized strain.104b  Extreme lower
limit “allowed” regions by the hard-sphere criteria are shown
in outline.  From coordinates of Arthur Arnone et al. (unpub-
lished).106

adjacent to the coenzyme site.  The possible confor-
mations of proline residues are limited.  The angle φ is
always –60 ± 20°, while ψ for the residue adjacent to the
proline N can be either ~150° or ~ –30°.105  Typical φ, ψ
angles for some regular peptide structures are given in
Table 2-3.

Conformations of side chain groups are designated
by a series of torsion angles designated χi.11  Within
proteins there are strong preferences for certain χi,χ2
pairs.107  Torsion angles within proline rings are con-
sidered in Chapter 5,A,6.

2.  The Extended Chain � Structures

As was first pointed out by Pauling and Corey,108,109

an important structural principle is that within proteins
the maximum possible number of hydrogen bonds
involving the C=O and N–H groups of the peptide
chain should be formed.  One simple way to do this is
to line up fully extended chains (φ = ψ = 180°) and to
form hydrogen bonds between them.  Such a structure

Figure 2-9  Potential energy distribution in the φ–ψ plane
for a pair of peptide units with alanyl residues calculated
using potential parameters of Scheraga and Flory.  Contours
are drawn at intervals of 1 kcal (4.184 kJ) per mol going
down from 0 kcal per mol.  The zero contour is dashed.
From Ramachandran et al.104  The points marked x are for
the four ideal structures: twisted β structure (β), collagen (C),
right-handed α helix (αR), and the less favored left-handed
α helix (αL).

a From Liébecq, C., ed. (1992) Biochemical Nomenclature, Portland
Press, London and Chapel Hill (for the International Union of
Biochemistry and Molecular Biology).

b Torsion angles for the fully extended chain can be designated either
+180° or –180°, the two being equivalent.  They are given as φ = –
180° and ψ = +180° to facilitate comparison with the other struc-
tures.

c Ramachandran, G. N. (1967) Treatise on Collagen, Vol. 1, p. 124,
Academic Press, New York

d Both φ and ψ are quite variable but φ + ψ = –104°.
e For residues other than these indicated the torsion angles are

about those of typical β structures.

TABLE 2-3
Approximate Torsion Angles for Some Regular
Peptide Structuresa

Structure φ (deg.) ψ (deg.)

Hypothetical fully extended
polyglycine chainb – 180 +180

β-Poly(l-alanine) in
antiparallel-chain pleated sheet – 139 +135

Parallel-chain pleated sheet – 119 +113
Twisted β strand – 120 +140
Polyglycine II  – 80 +150
Poly(l-proline) II   – 78 +149
Collagenc – 60 ± 15 – 140 ± 15
Right-handed α helixd – 57 – 47
Left-handed α helix   +57 + 47
β Bends: Type I, residue 2   – 60 – 30

residue 3   – 90     0
Type II, residue 2   – 60 120

residue 3     80     0
Type III, residue 2 & 3 – 60 – 30

β Bulgese: “Classical” β bulge residue 1 – 100 – 45
G1 bulge residue 1    85     0

180°

120°

60°

0°

–60°

–120°

–180°
–180° –120° –60° 0° 60° 120° 180°

α
R

α
L

ψ

φ

β C

ψ

φ

180°

120°

60°

0°

–60°

–120°

–180°
–180° –120° –60° 0° 60° 120° 180°



62 Chapter 2.  Amino Acids, Peptides, and Proteins

exists for polyglycine and resembles that in Fig. 2-11.
Notice that on the left side of this figure, the adjacent
chains run in opposite directions; hence, the term
antiparallel � structure.  The antiparallel arrange-
ment not only gives the best hydrogen bond formation
between chains but also permits a single chain to fold
back on itself giving a compact hairpin loop.

Pleated sheets.  While a fully extended polygly-
cine chain is possible, the side chains of other amino

acids cannot be accommodated without some distor-
tion of the structure.  Thus, the peptide chains in silk
fibroin have a repeat distance of 0.70 nm compared
with the 0.72 nm for the fully extended chain (Fig. 2-8).
Pauling and Corey108 showed that this shortening of
the chain could result from rotation of angle φ by ∼40°
(to –140°) and rotation of ψ in the opposite direction
by ∼45° (to +135°) to give a slightly puckered chain.
The resulting multichain structure (shown in Fig. 2-11)
is known as a pleated sheet.  As in this figure, both

N

N

N

N

N

N

N

N

N

N

N

N
N

N

N

N

N

N

N
N

N
N

N
N

N
N

N
N

N
N

O

R

R

O
O

O
O

O

O

OO

O

OO

O

O

O

O

O

O O
O

O
O

O
O

R

R
R R

R
R

O

R
R

R
R

R

R

R

O

O
R

R

H

R
R

R
R

O
R

R

H

H

H

H
H

H
H

H

H

H
H

H
H

H

H

HH

H
H

H

H

H

H
HH

HH
H

H

H

H

H

H

H

H H
H

H

H

H

O

H

H

H

H
H

H
H

H

H
R H

R H
R

H
R

H
R

H
R

H

H
R HR

O

δ+

δ–

δ–
δ–

δ+

δ+

Figure 2-11  The extended chain β pleated sheet structures.  (A) Stereoscopic drawing without atomic symbols.  (B) Drawing
with atomic symbols.  At the left is the antiparallel structure.  The 0.70 nm spacing is slightly decreased from the fully extended
length.  The amino acid side chains (R) extend alternately above and below the plane of the “accordion pleated” sheet.  The
pairs of linear hydrogen bonds between the chains impart great strength to the structure.  The chain can fold back on itself
using a “β turn” perpendicular to the plane of the pleated sheet.  The parallel chain structure (right side) is similar but with a
less favorable hydrogen bonding arrangement.  Arrows indicate chain directions.
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Figure 2-13  (A) Stereoscopic view of the nucleotide binding domain of glyceraldehyde
phosphate dehydrogenase.  The enzyme is from Bacillus stearothermophilus but is homologous
to the enzyme from animal sources.  Residues are numbered 0–148.  In this wire model all of
the main chain C, O, and N atoms are shown but side chains have been omitted.  The large
central twisted β sheet, with strands roughly perpendicular to the page, is seen clearly;
hydrogen bonds are indicated by dashed lines.  Helices are visible on both sides of the sheet.
The coenzyme NAD+ is bound at the end of the β sheet toward the viewer.  Note that the two
phosphate groups in the center of the NAD+ are H-bonded to the N terminus of the helix
beginning with R10.  From Skarzynski et al.111a  (B) Structural formula for NAD+.

Figure 2-12  Straight
(left) and twisted (right)
peptide chains in extended
β conformations.  From
Chothia.110

A

B

parallel and antiparallel strands are often present in a
single β sheet within a protein.

The β structure is one of the most important sec-
ondary structures in proteins.  It occurs in about 80%
of the soluble globular proteins whose structures have
been determined.  In many cases almost the entire
protein is made up of β structure.  Single strands of
extended polypeptide chain are sometimes present
within globular proteins but more often a chain folds
back on itself to form a hairpin loop.  A second fold
may be added to form an antiparallel “β meander”102

and additional folds to form β sheets.  Beta structures
are found in silk fibers (Box 2-B) as well as in soluble
proteins.

Twisted sheets. X-ray diffraction studies have
shown that β pleated sheets are usually not flat but are
twisted.  In a twisted sheet the individual polypeptide
chains make a shallow left-handed helix.  However,
when successive carbonyl groups are viewed along the
direction of the chain, a right-handed twist is seen
(Fig. 2-12).110  Such twisted β sheets are often found in
the globular proteins.  An example (Fig. 2-13) is the
“nucleotide-binding” domain of a dehydrogenase
enzyme.  The twist of the sheet is seen clearly in this
stereoscopic view.  When such chains are associated
into β sheets, whether parallel or antiparallel, and are
viewed in a direction perpendicular to the chains and
looking down the edge of the sheet, a left-handed
“propeller” is seen.  Such a propeller is visible in the
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Figure 2-15  A stereoscopic alpha-carbon
plot showing the three-dimensional structure
of favin, a sugar-binding lectin from the
broad bean (Vicia faba).  In this plot only the
α-carbon atoms are shown at the vertices.
The planar peptide units are represented as
straight line segments.  Side chains are not
shown.  The protein consists of two identical
subunits, each composed of a 20-kDa α chain
and a 20-kDa β chain.  The view is down
the twofold rotational axis of the molecule.
In the upper subunit the residues involved
in the front β sheet are connected by double
lines, while those in the back sheet are
connected by heavy solid lines.  In the lower
subunit the α chain is emphasized.  Notice
how the back β sheet (not the chain) is con-
tinuous between the two subunits.  Sites for
bound Mn2+ (MN), Ca2+ (CA), and sugar
(CHO) are marked by larger circles.  From
Reeke and Becker.112

drawing of carboxypeptidase A (Fig. 2-14).
The cause of the twist in β sheets appears to lie

in noncovalent interactions between hydrogen atoms
on the β-carbon atoms of side chains and the peptide
backbone atoms.  For side chains of most L- amino
acids these interactions provide a small tendency

Figure 2-14  A “ribbon” drawing of the 307- residue protein-
hydrolyzing enzyme carboxypeptidase A.  In this type of
drawing wide ribbons are used to show β strands and helical
turns while narrower ribbons are used for bends and loops
of the peptide chains.  The direction from the N terminus to
C terminus is indicated by the arrowheads on the β strands.
No individual atoms are shown and side chains are omitted.
Courtesy of Jane Richardson.117

towards the observed right-handed twist.111  Nonpla-
narity in the amide groups (Fig. 2-5) may also contrib-
ute.  Interstrand interactions seem to be important.111b

Properties of � sheets.  In antiparallel β sheets,
nonpolar residues are often present on one side of the
sheet and polar residues on the other.  The nonpolar
side may be buried in the protein, perhaps backed up
against another β sheet of similar structure as in the
carbohydrate-binding lectin shown in Fig 2-15 to give
a � sandwich.  To accommodate this packing arrange-
ment, nonpolar and polar residues tend to alternate in
the amino acid sequence.  The facing nonpolar surfaces
of the two sheets are essentially smooth.  The β strands
in one sheet lie at an angle of ∼30° to those in the other
sheet.  The twist of the strands allows pairs of nonpolar
side chains from the two sheets to maintain good van
der Waals contact with each other for a considerable
distance along the strands.  Beta sheets of silks (Box
2-B) and of immunoglobulin domains (Fig 2-16B) are
also thought to be associated in a back-to-back fashion.
Parallel β structures have been found only when there
are five or more strands, some of which may be anti-
parallel to the others.  The parallel β structure is appar-
ently less stable than the antiparallel structure.  Parallel
strands are usually buried in the protein, being sur-
rounded by either other extended strands or helices.

Chains of hydrogen bonds and amide linkages
pass across β sheets perpendicular to the chain direc-
tion.  There are partial positive and negative charges
along the outside edges of the sheet where these hydro-
gen bond chains terminate (Fig. 2-11).  The polarity of
these chains alternates and the positive end of one
peptide bond is relatively near to the negative end of
the next along the edges of the sheets.  These “unsatis-
fied ends” of hydrogen bond chains are often sites of
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Figure 2-16  Beta cylinders.  (A) Stereo-
scopic α-carbon plot of plastocyanin, a
copper-containing electron-transferring
protein of chloroplasts.  The copper atom
at the top is also shown coordinated by the
nitrogen atoms of two histidine side chains.
The side chains of the aromatic residues
phenylalanines 19, 29, 35, 41, 70, and 82
and tyrosines 80 and 83 are also shown.
Most of these form an internal cluster.
From Guss and Freeman.116  (B) Ribbon
drawing of immunoglobulin fold.  This
is a common structure in domains of the
immunoglobulins and in many other
extracellular proteins.  Two layers of anti-
parallel β sheet are stacked face to face to
form a flattened barrel.  One disulfide bridge
is always present and is represented as a
thick rod.  From J. Richardson.117  (C) Five
tandem fibronectin type III domains.
These domains, which are found in the
muscle protein titin as well as in
fibronectin, resemble immunoglobulin
domains but lack disulfide bridges.  From
Erickson.117a  Figure courtesy of Harold P.
Erickson.
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interaction of polar groups from side chains.  Thus,
OH groups of serine or threonine residues, amide
groups of asparagine and glutamine residues, etc.,
often fold back and hydrogen-bond to these ends.

Edges of β sheets can also serve as binding sites
for other polar molecules.  For example, substrates
bind to an edge of a β sheet in the active sites of trypsin
and other proteases (Chapter 12).  Some proteins,
e.g. the lectin shown in Fig. 2-15, form dimers by
joining identical edges of a β sheet in antiparallel
orientation.112

Cylinders and barrels.  The twisted β sheets of
proteins are often curved to form structures known
as � cylinders or � barrels (Fig. 2-16).113,114  Simple
cylinders formed by parallel β strands form the back-
bones of the electron transport protein plastocyanin,
the enzyme superoxide dismutase, the oxygen carrier

hemerythin (Fig. 16-20), transporter proteins that carry
hydrophobic ligands,115 and the immunoglobulins in
which each domain contains a β barrel.

The eight-stranded β cylinder of plastocyanin (Fig.
2-16A) is somewhat flattened and can also be regarded
as a β sandwich.116,118  However, the β barrel of triose
phosphate isomerase (see Fig. 2-28) is surrounded by
eight α helices which provide additional stability and
a high symmetry.  Bacterial outer membranes contain
pores created by very large β cylinders within proteins
called porins.119,120  The one shown in Fig. 8-20 has 16
strands.

A single β strand can also be wound into a cylin-
der with the hydrogen bonds running parallel to the
helix axis.  A right-handed parallel � helix of this
type has been found in the bacterial enzyme pectate
lyase.121,122  The polypeptide chains of the 353-residue
protein contain seven complete turns of about 22
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residues each which form a cylindrical parallel β sheet.
The cylinder is folded inward into roughly an L-shape
with packed side chains filling the remaining inside
space.  The tailspikes of bacteriophage P22, a virus
of Salmonella, are formed from 666-residue protein
subunits which contain 13 turns of parallel β helix
(Fig. 2-17).123

The tendency for a β sheet to fold into a cylinder
is encouraged in antiparallel β structures by the exist-
ence of a common irregularity called the β bulge.124,125

As illustrated in Fig. 2-18, a β bulge contains an extra
residue inserted into one of the chains.  In the second

type of bulge shown in Fig. 2-18, the extra residue is
glycine with torsion angles of about φ = 85°, ψ = 0°,
which are possible only for glycine.  In the two β cylin-
ders of trypsin, chymotrypsin, and elastase (Fig. 12-9),
there are seven β bulges.

Beta structures are found in many small peptides.
The hormone oxytocin (Fig. 2-4), the antibiotics grami-
cidin S (Fig. 2-4) and valinomycin (Fig. 8-22), and the
mushroom peptide antamanide (Box 28-B) are among
these.  The cyclic structures of these compounds favor
formation of antiparallel β strands with sharp turns at
the ends.  Polypeptide antibiotics that have alternating

N

C

N

C

Figure 2-17  Wire model of the tailspike protein of
bacteriophage P22 of Salmonella.  Three of these fish-
shaped molecules associate as a trimer to form the 
spike.  From Steinbacher et al.123

Figure 2-18  Typical β bulges in antiparallel pleated sheets.  The residues R1, R2, and Rx  identify the bulges.  (A)  A “classic”
β bulge, in which φ1 and ψ1 are nearly those of an α helix while other torsion angles are approximately those of regular β
structures.  (B)  The G1 bulge in which the first residue is glycine with φ1 = 85°, ψ1 = 0°.  It is attached to a type II β turn of
which the glycine (labeled 1) is the third residue.
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sequences of D and L residues can be coiled into a β
helix126,127 or a pair of polypeptide chains arranged in
an antiparallel fashion can form a double stranded β
helix with an 0.3 to 0.4-nm hydrophilic pore through
the center.  These peptide antibiotics appear to exert
their antibacterial action by creating pores through cell
membranes and allowing ions to pass through without
control.

Beta propellers. Another major folding pattern is
a circular array of four to eight “blades” that form a
propeller-like structure.  Each blade is a small, roughly
triangular four-stranded antiparallel β sheet (See Figs.
11-7 and 15-23).  Sequences that fold into these blades
can often, but not always, be recognized as WD repeats.
These are typically 44- to 60-residue sequences that
have the sequence GH (Gly-His) about 11– 24 resi-
dues from the N terminus and WD (Trp-Asp) at the
C terminus.127a,127b  This repeat sequence encodes the

BOX 2-B  SILKS

The green lacewing fly Chrysopa
flava lays its eggs on 1 cm silk stalks
glued to the undersides of leaves.
It has been proposed, as for other
silks, that the peptide chains in the
stalks are aligned perpendicular to
the long dimension of the fiber and
are folded back on themselves many
times to form a β sheet with only ~ 8
residues between folds.a  The chains
of silk fibroin, the major protein of
silkworm silk, contain 50 repeats of
the sequence:b

GAGAGSGAAG(SGAGAG)8Y

All of the alanine and serine side
chains of this sequence presumably
protrude on one side of a β sheet while the other
side has only the hydrogen atoms of the glycine.
This permits an efficient stacking of the sheets with
interdigitation of the side chains of the alanine and
serine residues of adjacent sheets.

However, DNA sequences of silk genes have
revealed a greater complexity.  The silk fibroin
sequence suggests that at bends between β strands
there are often S – S bridges and the crystalline β sheet
domains are interspersed with 100 – 200 residue
segments of amorphous proteinb– d whose coiled
chains can be stretched greatly.  The protein from
Bombyx mori consists of 350-kDa heavy chains linked
by a disulfide bond to 25-kDa light chains.e  A silk-
worm housing silk contains polyalanine sequences,
e.g. (Ala)10– 14.  These evidently form α-helical
regions.f  Silk molecules are synthesized and stored
in glands as a concentrated solution of apparently
globular molecules.  The silk is extruded through a
spinneret, whose diameter is ~ 10 µm, after which
the silkworm stretches the silk, causing it to form a
stiff fiber.  Apparently the stretching of the folded
polypeptide chains permits the β-sheet-forming

sequences to find each other and
form oriented crystalline regions.d

Spiders may produce silk from
as many as seven different types of
glands.  Dragline silk, by which a
spider itself may descend, is stron-
ger than steel but because of the
coiled amorphous regions may be
stretched by 35%.g – l  The most elastic
silks are those of the catching spirals
of orb-webs.i,j,l  They can be stretched
200% and contain a variety of repeat-
ed sequences, including GPCC(X)n.
The latter is similar to sequences in
elastin (Section 4), and is able to form
type II β bends, which may have
proline in position 2 and must have
glycine in position 3 (Fig. 2-24).

A chain of repeated β bend motifs can form a flexible
spring, a β spiral as proposed for elastin.  Genes for
spider silk have been cloned and are being used to
engineer new proteins with commercial uses, e.g., to
help anchor cells in regenerating body tissues.d,h,j

a Geddes, A. J., Parker, K. D., Atkins, E. D. T., and Beighton, E.
(1968) J. Mol. Biol. 32, 343 – 368

b Garel, J.-P. (1982) Trends Biochem. Sci. 7, 105 – 108
c Vollrath, R. (1992) Sci. Am. 266(Mar), 70 – 76
d Calvert, P. (1998) Nature (London) 393, 309 – 311
e Mori, K., Tanaka, K., Kikuchi, Y., Waga, M., Waga, S., and

Mizuno, S. (1995) J. Mol. Biol. 251, 217– 228
f van Beek, J. D., Beaulieu, L., Schäfer, H., Demura, M., Asakura,

T., and Meier, B. H. (2000) Nature (London) 405, 1077– 1079
g Simmons, A. H., Michal, C. A., and Jelinski, L. W. (1996) Science

271, 84 – 87
h Hinman, M. B., and Lewis, R. V. (1992) J. Biol. Chem. 267, 19320 –

19324
i Hayashi, C. Y., and Lewis, R. V. (1998) J. Mol. Biol. 275, 773 – 784
j Guerette, P. A., Ginzinger, D. G., Weber, B. H. F., and Gosline, J.

M. (1996) Science 272, 112 – 115
k Spek, E. J., Wu, H.-C., and Kallenbach, N. R. (1997) J. Am. Chem.

Soc. 119, 5053 – 5054
l Hayashi, C. Y., and Lewis, R. V. (2000) Science 287, 1477– 1479

Courtesy of Ralph Buchsbaum
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fourth β strand of one blade followed by the first three
strands of the next blade.  This overlap snaps the
blades together to form the propeller.  At least one
tight turn is present in each blade.  A seven-bladed
propeller is present in the β subunits of the regulatory
GTP-hydrolyzing G proteins, which couple extracel-
lular signals to intracellular enzymes and ion channels
(Fig. 11-7).  A similar β propeller is present in clathrin,
which forms cage-like enclosures around endocytic
vesicles (Chapter 8).127c  Six-bladed propellers are
predicted to occur in many extracellular proteins.127d

A β propeller binds the coenzyme PQQ in bacterial
dehydrogenases (Fig. 15-23).

3.  Helices

The alpha helix represents the second major struc-
tural element of soluble proteins108,128  and is also found
in many fibrous proteins, including those of muscle

and hair.  In the α helix both φ and ψ are about –50 to
–60° and except at the N-terminal helix end, each NH is
hydrogen bonded to the fourth C=O further down the chain.
All of the N–H and C=O groups of the peptide linkages
lie roughly parallel to the helix axis; the N–H groups
point toward the N terminus of the chain and the
carbonyl groups toward the C terminus (Fig. 2-19A).

The number of amino acid units per turn of the
helix is ∼3.6, with five turns of the helix containing
18 residues.  The pitch (repeat distance) of the helix,
which can be determined experimentally from X-ray
diffraction data, is 0.54 nm.  Polar coordinates for the
α helix have been tabulated.130  With L-amino acids,
the right-handed helix, is more stable than the left-
handed helix which has so far not been found in pro-
teins.  Frequently, however, a few residues have the φ,
ψ angles of  this helix.  The φ, ψ angles of the α helix
are given in Table 2-3 as –57°, –47°, but are much more
variable in real helices.  In erythrocruorin, for  which
an accurate structure determination has been made,131

Figure 2-19  The α helix.  (A) The right-handed α helix with vertical hydrogen bonds indicated by dotted lines.  The positions
of the amino acid side chains are indicated by the numbers.  (B) The conformation of the peptide backbone of myoglobin.129

Five long α helices are indicated as rods.  Several shorter helices can also be seen.  The overall size of the molecule is approxi-
mately 4.4 × 4.4 × 2.5 nm.

Heme group with
Fe atom on center

Approximate outer
surface when side
chains are included

The pitch of a helix is the length of one complete
turn.  The translation per residue is the pitch
divided by the number of residues per turn,
0.54/3.6 = 0.15 nm for the α helix.
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Figure 2-20  (A) The α helix showing the three chains
of interconnected amide groups and hydrogen bonds
with partial net positive and negative charges at the
ends.  These chains run across the turns of the helical
polypeptide backbone.  (B) Scheme illustrating hydro-
gen-bonding pattern for 27 ribbon, 310 helix, α helix,
and π helix.  (C) The α helix represented as a helical
wheel.  Imagine viewing the helix from the N-terminal
end of the segment with the lines corresponding to the
backbone of the peptide.  Residues, which are desig-
nated by single letters, are spaced 100° apart since there
are 3.6 residues/turn.  The peptide shown is a 22-residue
sequence from a “leucine-zipper” domain of a protein
that participates in gene regulation.  From Fathallah-
Shaykh et al.145a
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the average values are φ = –64°, ψ = –40°.  More impor-
tant is the observation that φ + ψ = 104° within about
± 10° for most residues in helices of this and other
proteins.132,133   The deviation from the ideal dimen-
sions results in part from the hydrogen bonding of
water molecules or polar protein side chains to the
carbonyl oxygen atoms in the helix.131

Helix formation is spontaneous for peptides as
short as 13 residues in water.134,135  Although the
difference in thermodynamic stability between an α
helix and an unfolded “random coil” conformation
is small, poly-L-alanine peptides form helices in water.
Glycine destabilizes helices, presumably
because of the increased entropy of the un-
folded chain which results from the wider
range of the conformational angles φ and ψ for
glycyl residues.  Proline destabilizes helices
even more because its restricted φ and ψ an-
gles cause the helix to be kinked.136,137  How-
ever, prolyl residues are often present at ends
of helices.  Other amino acids all fit into helices
but may stabilize or destabilize the helix
depending upon immediately neighboring
groups.138–140  Bulky side chain groups with
a low dielectric constant stabilize helices by
strengthening the hydrogen bonds within the
helices.141

Helices of smaller and larger diameter
than that of the α helix are possible.  The
most important is the 310 helix (or 3.010
helix), which has exactly three residues per
turn.140,142–144  Each NH forms a hydrogen
bond to the third C=O on down the chain;
thus, the 310 helix is tighter than the α helix.
Although long 310 helices are seldom found
in proteins, a single turn of this tighter helix
frequently occurs as a “defect” at the end of
an α helix.  A polymer of α-aminoisobutyric
acid forms long 310 helices because the α-
dimethyl side chains constrain φ and ψ to
appropriate values.145  Short helical peptide

chains in water may exist as a mixture of α and 310
forms in equilibrium.146  The � helix, with 4.4 residues
per turn is of a larger diameter than the α helix and has
only been found in proteins as a single turn, usually at
a C terminus.132,132a

Properties of helices.  The dipoles of the back-
bone amide linkages of an α helix are all oriented in
the same direction.  The positive end of each dipole is
associated through hydrogen bonding with the nega-
tive end of another.  This leaves three partial positive
charges at the N terminus of the helix and three partial

D.  The Architecture of Folded Proteins
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to account for the fact that the X-ray diffraction pattern
of the keratins of skin and hair indicated a pitch of
0.51 nm rather than the 0.54 nm expected for an α helix.

Figure 2-21  (A) Ribbon drawing of the transcription factor
called Max in a complex with DNA.  The C termini of the
peptide chains are at the top.169  Courtesy of S. K. Burley.
(B) Helical wheel representation of residues 2–31 of the
coiled coil portion of the leucine zipper (residues 249–281)
of the related transcription factor GCN4 from yeast.  The
view is from the N terminus and the residues in the first two
turns are circled.  Heptad positions are labeled a–g.  Leucine
side chains at positions d interact with residues d’ and e’ of
the second subunit which is parallel to the first.  However,
several residues were altered to give a coiled coil that mimics
the structure of the well-known heterodimeric oncoproteins
Fos and Jun (see Chapter 11).  This dimer is stabilized by ion
pairs which are connected by dashed lines.  See John et al.172
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negative charges at the C terminus and creates a “macro-
dipole.”  It has been estimated that each end of the
helix carries one-half an elementary unit of charge.147–148b

However, this may be an overestimate.  The partial
charges are connected by three chains of hydrogen
bonds that run across the turns of the helix as is indi-
cated in Fig. 2-20A.  These chains are polarized and
also possess a large hyperpolarizability,149 i.e., the
polarization of the helix increases more rapidly than
in direct proportion to an applied electrical field.

In a 310 helix, there are just two chains of hydro-
gen bonds across the polypeptide chain and running
the length of the helix.  The characteristic hydrogen
bonding of the α helix and that of the 310 helix are
often both present within a helix.  Irregularities with
310 type hydrogen bonds, arising from interactions
with amino acid side chains or with solvent molecules,
may cause a helix to be kinked or curved.132  Side
chains of polar residues, including those of Asn, Asp,
Thr, and Ser (and less often Glu, Gln, or His), frequently
fold back and hydrogen bond to the NH and CO groups
that carry the partial charges at the helix ends (Fig.
2-20).  The side chain of the third residue in the helix
may also hydrogen bond to the NH of the first resi-
due.133,150–157  The hydrogen bonding of a negatively
charged side chain group to the N-terminal end of the
helix or of a positively charged group to the C-termi-
nal end provides an N-cap or a C-cap which helps
to stabilize the helix by strengthening its hydrogen
bonds.158  However, the most frequent residue at the
C-terminal end is glycine.151,155,159  Helices often point
toward active sites of enzymes and interactions of the
helix dipoles with substrates undergoing reaction may
be important to the mechanism of action of these
catalysts.148,149,160

Stacking of helices in proteins. Many proteins
are made up almost entirely of α helices.  One of these,
myoglobin, was the first protein for which the com-
plete three-dimensional structure was worked out by
X-ray crystallography.129 Myoglobin is a small oxygen-
carrying protein of muscle.  Its structure is closely related
to that of hemoglobin of blood.  Its 153 amino acid
residues are arranged in eight different α-helical seg-
ments containing from 7 to 26 residues each.  These
rodlike helices are stacked together in an irregular
fashion as shown in Fig. 2-19.  Serum albumin (Box 2-A)
has 28 helices organized into three homologous domains.
In contrast, the filamentous bacterial viruses have pro-
tein coats made up of small subunits, each coiled as a
single α helix.  These are packed in a regular manner
to form the rodlike virus coats (Fig. 7-7).

Coiled coils.   In a large family of proteins, two
right-handed α helices are coiled around each other in
a left-handed superhelix (Fig. 2-21).161–167  This coiled
coil structure was first suggested by Francis Crick166
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Crick suggested that two supercoiled α helices inclined
at an angle of 20° to each other would produce the
apparent shortening in the helix pitch and would also
permit nonpolar side chains from one strand to fit into
gaps in the surface of the adjacent strand, a knobs-
into-holes bonding arrangement.  Helical strands
tend to coil into ropes because a favorable interstrand
contact can be repeated along the length of the strands
only if the strands coil about each other.  A coiled coil
can often be recognized by heptad repeats:

Here, residues a, d, and g (1, 4, and 7) often carry non-
polar side chains.  These come together in the coiled
coil as is illustrated in the helical wheel representations
in Fig. 2-21B and provide a longitudinal hydrophobic
strip along the helix.167  Charged groups are often
present in other locations and in such a way as to
provide electrostatic stabilization through interactions
between residues within a single α helix170-171a or
between the pair of helices.  The latter type of inter-
action also determines whether the coiled-coil consists
of a parallel or antiparallel pair and whether the two
helices are of identical or of differing amino acid
sequence.171b

Recent attention has been focused on a DNA-bind-
ing structure called the leucine zipper.  A pair of
parallel α helices are joined as a coiled coil at one end
but flare out at the other end to bind to DNA.  In the
yeast transcription factor GCN4, whose three-dimen-
sional structure has been determined to high resolu-
tion (Fig. 2-21B),172 the d position of the coiled coil is
occupied by leucine and the e and g positions are often
occupied by charged groups that form stabilizing ion
pairs.  Residues at positions b, c, and f are generally on
the outside and exposed to solvent.168,171,173  The coiled
coil flares out at the C-terminal ends and carries DNA-
binding groups.  The structure of a related transcription
factor is shown in Fig. 2-21A.169

The muscle proteins myosin174 and tropomyosin
also both consist of pairs of identical chains oriented
in the same direction.  The two 284-residue tropo-
myosin chains each contain 40 heptads and are linked
by a single disulfide bridge.  X-ray crystallographic
studies175,176 and electron microscopy177 show that the
molecule is a rod of 2.0 nm diameter and 41 nm length,
the dimensions expected for the coiled coil.  However,
as with other “regular” protein structures, there are
some irregularities.  Myosin chains (Chapter 19) contain
156 heptads.

Another group of proteins have parallel coiled
coils flanked by nonhelical domains in subunits that
associate as filaments.  These include the keratins of
skin as well as the intermediate fiber proteins of the
cytoskeleton (Chapter 7).164,178  Natural coiled coils

often have a parallel orientation,  but synthetic pep-
tides have been designed to form antiparallel coiled
coils.179,179a

Helix bundles.   A third peptide chain can be
added to a coiled coil to form a triple-stranded bun-
dle.180–183  An example is the glycoprotein laminin
found in basement membranes.  It consists of three
peptide chains which, for ~600 residues at their C-
terminal ends, form a three-stranded coil with heptad
repeats.182,184  Numerous proteins are folded into four
helical segments that associate as four-helix bundles
(Fig. 2-22).185–188  These include electron carriers, hor-
mones, and structural proteins.  The four-helix bundle
not only is a simple packing arrangement, but also
allows interactions between the + and – ends of the
macro-dipoles of the helices.

Membranes contain many largely α-helical proteins.
Cell surface receptors often appear to have one, two,
or several membrane-spanning helices (see Chapter 8).
The single peptide chain of  the bacterial light-operated
ion pump bacteriorhodopsin (Fig. 23-45) folds back
upon itself to form seven helical rods just long enough
to span the bacterial membrane in which it functions.189

Photosynthetic reaction centers contain an α helix
bundle which is formed from two different protein
subunits (Fig. 23-31).190  A recently discovered α,α
barrel contains 12 helices.  Six parallel helices form
an inner barrel and 6 helices antiparallel to the first 6
form an outer layer (see Fig. 2-29).191–193

1 2 3 4 5 6 7
a b c d e f g- - - - - - )( n

Figure 2-22  Ribbon drawing of an up-and-down four-helix
bundle in myohemerythrin.  The two spheres represent the
two iron atoms which carry an O2 molecule.  They are coordi-
nated by histidine and aspartate side chains.  Courtesy of
J. Richardson.117

D.  The Architecture of  Folded Proteins
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4.  Polyglycine II and Collagen

In a second form of polyglycine each amino acid
residue is rotated 120° from the preceding one about
a 3-fold screw axis as is shown in the end view of Fig.
2-23A.  The angle ψ is about 150° while φ is about –80°
for each residue.  The distance along the axis is 0.31
nm/residue and the repeat distance is 0.93 nm.  The
molecules can coil into either a right-handed or a left-
handed helix.  In this structure, the N–H and C=O
groups protrude perpendicular to the axis of the helix
and, as in the β structure, can form H-bonds with
adjacent chains.

Poly (L-proline) assumes a similar helical structure.
However, the presence of the bulky side chain groups
induces a left-handed helical twist. Collagen, the
principal protein of connective tissue, basement mem-
branes, and other structures, is the most abundant
protein in the animal body.  Its fundamental unit of
structure is a triple helix of overall dimensions 1.4 x 300
nm which resembles the structure of polyglycine II but
contains only three chains.195  The left-handed helices
of the individual chains are further wound into a
right-handed superhelix (Fig. 2-23B,C).  Collagen
contains 33% glycine and 21% (proline + hydroxypro-
lines).  The reason for the high glycine content is that
bulky side chain groups cannot fit inside the triple
helix.  A hydrogen-bonded cylinder of hydration
surrounds each triple helix and is anchored by hydro-
gen bonds to the –OH groups of the hydroxyproline
residues.196  Sequences of several collagen chains have
been established.  One of these contains ∼1050 residues,
∼1020 of which consist of ∼340 triplets of sequence
GlyXY where Y is usually proline and X is often hydroxy-
proline (Hyp).197,198  The commonest triplet is Gly-Hyp-
Pro.

There are several types of collagen.  In one type,
two identical chains of one kind are coiled together
with a third dissimilar chain to form the triple helix.
Several of these triple helices associate to form 8-nm
microfibrils (Fig 2-23D).199  Once synthesized, collagen
is extensively modified and crosslinked.  See Chapter 8.

Collagen-like triple helices also occur within other
proteins.  One of these is protein C1q, a component of
the complement system of blood (Chapter 31).  This
protein interacts with antibodies to trigger a major
aspect of the immune response.  C1q has six subunits,
each made up of three different polypeptide chains of
about 200 residues apiece.  Beginning a few residues
from the N termini, there are over 80 residues in each
chain with collagen-like sequences.  The three chains
apparently form a triple helix within each subunit.
However, the C-terminal portions are globular in
nature.200  Collagen-like tails also are present on some
forms of the enzyme acetylcholinesterase (see Chapter
12C,10).  The extensins of plant cell walls contain
4-hydroxyproline and evidently have a structure

related to that of collagen.201,202  Shorter 4- to 8-residue
segments of left-handed polyproline helix are found in
many proteins.203

5.  Turns and Bends

To form a globular protein, a polypeptide chain
must repeatedly fold back on itself.  The turns or bends
by which this is accomplished can be regarded as a
third major secondary structural element in proteins.
Turns often have precise structures, a few of which are
illustrated in Fig. 2-24.  As components of the loops of
polypeptide chains in active sites, turns have a special
importance for the functioning of enzymes and other
proteins.  In addition, tight turns are often sites for
modification of proteins after their initial synthesis
(Section F).

The � turn (Fig. 2-24) is often found in hairpin or
reverse turns at the edges of β sheets (Fig. 2-11) and at
other locations.204–212  If all four residues that contribute
to β bends are counted, they constitute about one-third
of the amino acid residues in most proteins.124  In many
β turns, the C=O of the first residue hydrogen bonds
to the NH of the fourth residue.  This hydrogen bond
may be part of the hydrogen bond network of a β
pleated sheet.  The peptide unit between α-carbon
atoms 2 and 3 of the turn is perpendicular to the sheet.
There are two possibilities for the orientation of this
peptide unit.  In a type I turn, the C=O is down when
the turn is viewed as in Fig. 2-24, while the side chains
of residues 2 and 3 point upwards or outward on the
opposite side of the bend. In a type II turn, the C=O is
up and the NH down.  Residue 3 is always glycine in a
type II turn because the side chain would collide with
the C=O group if any other amino acid were present.
As is seen in Fig. 2-24, a trans-proline can fit at position
2 in a type II turn206 as well as in type I  turns.  A cis-
proline residue can fit at position 2 or position 3 in a
type I β turn.137,213

The type III β turn is similar to a type I turn but has
the φ, ψ angles of a 310 helix and the two chains emerg-
ing from the turn are not as nearly parallel as they are
in type I turns.  Beta turns of the less common types I’,
II’, and III’ have a left-handed twist.  As can be seen
in Fig. 2-24, this permits a better match to the twist of
strands in a β sheet.  Unless glycine is present, these
bends are less stable because of steric hindrance.214,215

Polar side chain groups such as those of aspartate or
asparagine often form hydrogen bonds to the central
peptide units of β turns.214

The tight γ turn215 and the proline-containing β
turn shown in Fig. 2-24 are thought to be major com-
ponents of the secondary structure of elastin.216–218

This stretchable polymer, which consists largely of
nonpolar amino acids, is the most abundant protein
of the elastic fibers of skin, lungs, and arteries.  The
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Figure 2-23  (A) The structure of polyglycine if
viewed down the axis of a helix chain.  Note the
threefold symmetry within the structure.  Polyproline
forms a similar structure and collagen is thought to be
a triple-stranded “rope” of three peptide chains having
essentially the same structure but in addition contain-
ing a right-handed supercoil.  This is illustrated by the crystal structure of a collagen-like peptide shown in B and C.  (B) View
similar to that in (A), but showing how three chains form the triple-stranded ropes separated by a cylinder of hydration.  The
structure is shown as a wire model.  The x’s are water molecules.  They form an extensive network of H-bonds to one another
and to peptide groups.  From Bella et al.194  C) Electron micrograph of collagen fibrils, each of which consists of many triple-
helical units.  Deposited from suspension and shadow cast with chromium. Courtesy of Jerome Gross, M.D.  (D)  Stereoscopic
view of a collagen-like model peptide.  Each of the three parallel 30-residue chains contains a (Pro-Hyp-Gly)3 “cap” at each
end and the 12-residue sequence Ile-Thr-Gly-Ala-Arg-Gly-Leu-Ala-Gly-Pro-Hyp-Gly in the center.  This sequence is found in
human type III collagen and includes a site (green asterisk) of known mutations (see Chapter 8).  From Kramer et al.194a

Courtesy of Helen Berman.
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6.  Domains, Subunits, and Interfaces

Many proteins are organized into tightly folded
globular “domains” consisting of 50–150 amino acid
residues.117,222–227  Smaller proteins may have 2 or 3
domains but large proteins may have more.  For exam-
ple, the immunoglobulin “heavy chains” (Chapter 31)
have four or five domains similar to that shown in
Fig. 2-16B.  The enormous 3000-kDa muscle protein
titin contains 260 domains, many of which are of the
immunoglobulin typeFig. 2-16,C.228,117a  In most pro-
teins the polypeptide chain folds to form one domain,
then passes through a “hinge” to the next.  In others,
the C terminus or the N terminus of the polypeptide
folds back across two or more domains as a kind of
“strap” that helps to hold the protein together.  Even
when a protein contains only one domain, it often
consists of two distinct lobes with a cleft between
them. Many proteins, e.g. hemoglobin (Fig. 7-25),
consist of subunits about the size of the globular
domains in larger proteins.

Structural domains of proteins are sometimes
encoded by a single coding segment of DNA i.e., by a
single exon in a split gene.  Domains of this type may
have served as evolutionarily mobile modules that
have spread to new proteins and multiplied during
evolution.  For example, the immunoglobulin structural
domain is found not only in antibodies but also in a
variety of cell surface proteins.229–232

Whether we deal with domains connected by a
flexible hinge or with subunits, there are interfaces
between the different parts of the protein. These inter-
faces are often formed largely of nonpolar groups.
However, they frequently contain a small number of
hydrogen bonds that bridge between one domain and
another or between one subunit and another.  In the
case of hemoglobin, important changes occur in this
hydrogen bonding and movement occurs along one
of the interfaces between two subunits.  Likewise the
active sites of enzymes are often located at interfaces
between domains.  During catalysis, movement and
reorganization of the hydrogen bonds and side chain
packing in the interfaces may take place.232a

70-kDa chains are thought to have 70- to 75-residue
regions in which the polypeptide folds back on itself
repeatedly with a large number of bends in a broad
left-handed � spiral.216,218a  The consensus sequence
VPGVP, which tends to form a type II β turn with
proline in position 2 (Fig. 2-24) is present in long tan-
dem repeats e.g., (VPGVG)11. These extensible regions
alternate with short α helices which are crosslinked
to other chains.  Similar structures are present in silks
(Box 2-B) and in proteins of wheat gluten.217a,218b

Besides hairpin turns and broader U-turns, a protein
chain may turn out and fold back to reenter a β sheet
from the opposite side.  Such crossover connections,
which are necessarily quite long, often contain helices.
Like turns, crossover connections have a handedness
and are nearly always right-handed (Fig. 2-25).117,219

Most proteins also contain poorly organized loops on
their surfaces.  Despite their random appearance, these
loops may be critical for the functioning of a protein.220

In spite of the complexity of the folding patterns,
peptide chains are rarely found to be knotted.221

Left Right

Figure 2-25  Right- and left-handed crossover connections
in proteins.  These connections are nearly always right-
handed.  The broad arrows represent β strands.  The
crossover often contains a helix.  Units of two adjacent β
strands (βαβ units) with an α helix between are found
frequently in globular proteins.

Figure 2-24  Tight turns found in polypeptide chains.  Two
types of β turn are shown.  A third variant, the type III or 310
turn resembles the type I turn but has the φ, ψ angles of a 310
helix.  Type II β turns containing proline and tighter γ turns
are thought to be major structural components of elastin.
Another β turn, lacking the hydrogen bond has a cis-proline
residue at position 3.
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7.  Packing of Side Chains

In Fig. 2-19B myoglobin is pictured as a cluster of
α-helical rods surrounding the heme core.  This picture
is incomplete because the space between the rods and
inside the molecule is tightly packed with amino acid
side chains almost all of which are hydrophobic.  The
same is true for the β barrels of Fig. 2-16, which are
filled largely with nonpolar side chains.  As the struc-
tures of more and more proteins have been determined,
a consistent pattern has emerged.  Within the interior
of proteins the side chain groups are packed together
remarkably well.99,100,222,233–236  Although occasional
holes are present, they are often filled by water mole-
cules.99,237a  The packing density, the volume enclosed
by the van der Waals envelope divided by the total
volume, is ∼0.75 for the interior of the lysozyme and
ribonuclease molecules compared with the theoretical
value of 0.74 for close-packed spheres.  However,
regions with many hydrogen bonds may be less tightly
packed.238

The interiors of proteins often contain large numbers
of aromatic side chains which are frequently associated
as pairs or as aromatic clusters.239,240 For example,
see the structure of plastocyanin in Fig. 2-16A.  Rings
may lie perpendicular one to another or be “stacked”
face to face but offset.  Oxygen atoms often lie in con-
tact with the edges of aromatic rings.241  The planar
guanidinium groups of arginine side chains often
stack against aromatic rings and amide groups may
sometimes do the same.242  It has been suggested that
both aromatic: aromatic and aromatic:oxygen interac-
tions may be associated with additional stabilization
of the protein by ∼4- to 8- kJ/mol.  Tyrosine side chain
–OH groups often stabilize ends of β strands by form-
ing H-bonds to backbone atoms.243

Most polar groups are on the surfaces of proteins,
and those that are not are almost always hydrogen
bonded to other groups in the interior.244  While most
nonpolar groups are inside proteins, they are also
present in the outer surfaces where they are often
clustered into hydrophobic regions or “patches.”
The latter may be sites of interaction with other pro-
teins or with lipid portions of membranes.

8.  The Network of Internal Hydrogen Bonds

The fact that nonpolar groups tend to be buried
in the interior of proteins suggests that the inside of
a protein might be a flexible blob of oily material.  In
fact, the nonpolar groups tend to be densely packed
and aromatic rings often impart considerable rigidity
to the hydrophobic cores.  Buried polar groups, which
are invariably hydrogen bonded to other side chain
groups, to amide groups of the polypeptide back-
bone,244–247 or to buried water molecules, form a well-
defined internal network.  When a series of closely
related proteins, for example, those having the same
function in several different species, are compared, the
hydrogen bonded network is often nearly invariant.
This suggests a functional significance.  The hydrogen
bonding possibilities for some of the side chain groups
in proteins are indicated in Fig. 2-26.

Charged side chains are sometimes buried in the
interior of proteins, usually together with an ion of
the opposite charge to form a hydrogen-bonded ion
pair.248,248a,248b  However, there is sometimes a single
charge that is “neutralized” by the interaction with
dipoles of polar groups.217  Sometimes an undissociated
carboxyl group is hydrogen bonded to a carboxylate
ion.249

Figure 2-26  Some of the possibilities for hydrogen bonding
of side chain groups in proteins.  Oxygen atoms can and
frequently do form up to three hydrogen bonds at once.
Open arrows point from H-atoms and toward electron donor
pairs.
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A buried carboxyl group of this type will display a pKa
value far higher than the normal value.

Arginine side chains are large and able to form
multiple hydrogen bonds247,250 as well as salt link-
ages251 to different parts of a folded peptide.  Cations
of arginine and lysine are never buried unless in ion
pairs.  Protons from strong acids have long been
known to bind to centers of benzene rings and water
can form weak hydrogen bonds to the centers of aro-
matic rings.252,253,253a  Such bonds also occur within
proteins and often involve the binding of guanidinium
groups or of inorganic cations to indole rings of tryp-
tophans.253b,253c  Protonated imidazole groups may
also bind to aromatic rings.253d

Another important aspect of the structure of pro-
teins is the presence of  hydrogen-bonded water
molecules in pockets and cracks.  These molecules,
as well as a much larger number of water molecules
bound at the outer surface, are clearly visible from
X-ray studies.  They often occur singly, bonded to the
ends of amide groups, especially to the carbonyl ends.
Internal bends of the peptide chain are almost always
hydrated.254  These water molecules often make two or
more hydrogen bonds to different parts of the protein
or to other water molecules.  Clusters of water mole-
cules,49,255,255a sometimes in the form of pentagonal
rings,256 are often present.  NMR spectroscopy has
shown that water molecules bound to protein surfaces
exchange rapidly with the bulk water in which the
protein is dissolved;  the “residence time” on the
protein is typically less than a nanosecond.  Interior
water molecules have much longer residence times
of 10–2 to 10–8 s for a small protein.257  They may be
regarded as part of the protein structure.

E.  Folding Patterns and Protein Families

Proteins are folded in many ways.  We have already
considered several simple patterns: the antiparallel β
cylinder (Fig. 2-16), the 2-helix coiled coil (Fig. 2-21) and
the 3- and 4-helix bundles (Fig. 2-22).  Another simple
motif that has been found repeatedly is the helix–turn
–helix or helix–loop–helix in which two helices at
variable angles, one to another and with a turn or short
loop between them, form a structural unit.  DNA-
binding repressors and transcription factors (see Fig.
2-21 and also Chapter 5) often contain this motif as do
many Ca2+-binding proteins.  Proteins containing 3–6
helical segments, often fold into a roughly polyhedral
shape.258,259  An example is myoglobin (Fig. 2-19B).

1.  Complex Folding Patterns

Proteins often contain elements of both α and β
structure.  One of the first of the complex folding
motifs to be recognized was a nucleotide-binding
domain identified by Rossmann and associates.260–262

This Rossman fold contains six parallel β strands
which alternate with six helices.  The result of the
parallel β structure is that the helices are also parallel
and that their amino-terminal ends, which carry
partial positive charges, are aligned in approximately
the same directions.  The positive end of one of the
helices lies behind the negatively charged phosphate
groups148 which characteristically bind at the edge of
the sheet containing the C termini of the β strands.
This can be seen in Fig. 2-13, which shows binding of
the coenzyme NAD to the nucleotide binding domain
of glyceraldehyde phosphate dehydrogenase.
Similar nucleotide-binding domains are found in many
other dehydrogenases whose members constitute a
protein family.

Figure 2-27 depicts topology diagrams for the
Rossman fold and for two related families of proteins.
These families bind the nucleotides called GTP and
ATP, respectively.  Both are structural relatives of
NAD.  A major part of the structure of all of the pro-
teins in these families consist of β–α units, each one
containing a β strand followed by a helix.  They are

Figure 2-27  Topologies of the folds of three families of
nucleotide binding α/β proteins.  Cylinders represent α
helices and arrows β strands.  (A) The ATPase fold for the
clathrin-uncoating ATPase;  (B) The G-protein fold that binds
GTP and is found in ras proteins;  (C) The Rossmann fold
that binds NAD in several dehydrogenases.  From Brändén.262

12 3 4 5 6

N C

13 4 5

N C

2

12 4 5 63

N

C

A

B

C

H2O – benzene
hydrogen bond H O

H



77

H4

H6
H7

H8

H10

H13

H2

H1

H11

H12

H9

H5

H3

classified as α/β proteins. The Rossman fold is com-
posed of six β–α units.  Recently a ribonuclease inhibi-
tor protein with 15 consecutive β–α units has been
characterized.263  Each β–α unit contains several
residues of leucine.  This leucine-rich repeat occurs
in many other proteins as well.264,264a,264b

The �/� barrel shown in Fig. 2-28 consists of 8
consecutive β–α units in a symmetric array.265,266  By
1995 over 40 of these barrels had been identified in a
diverse group of enzymes.  One bifunctional enzyme
contains two α/β barrels.  Although the nature of the
reaction catalyzed varies, the active site is always
found in the center of the barrel at the C-terminal ends
of the 8 parallel β strands and therefore between the N
termini of the surrounding helices.  The enzyme se-
quences show no homology and frequent occurrence
of the 8-stranded barrel may reflect the fact that it is a
natural packing arrangement of β–α units.  However,
a 10-stranded barrel of this type has also been
found.267

Figure 2-29  Structure of the α,α barrel of a fungal enzyme glucoamylase.  (A) side view (stereoscopic); (B) top view.  The
active site, which cleaves glucose units from the ends of starch chains, is in the depression in the center of the barrel.  Here it is
occupied by an inhibitor.  See Aleshin et al.192   Courtesy of Alexander Aleshin.

Figure 2-28  The eight-fold α/β barrel structure of triose phosphate isomerase.  From Richardson.  (A) Stereoscopic view.
(B) Ribbon drawing.  Courtesy of Jane Richardson.117

A B

This barrel can be compared with that of the 12-
helix α,α barrel of a fungal glucoamylase whose struc-
ture is shown in Fig. 2-29.  Numerous more complex
folding patterns have been discovered.  They have
been classified by Jane Richardson.117,122  Many of the
proteins described by these folding patterns can be
grouped into families and “superfamilies.”227  Chothia
suggested that there may be about 1,000 families in
nature;268 over 700, with over 360 distinct folds have
been identified.268a

2.  Symmetry

A sometimes puzzling feature of protein structure
is the widespread occurrence of an approximate two-
fold axis of symmetry.  This often arises as a natural
result of association of a pair of irregular subunits
(Chapter 7).  The association is such that rotation

A B

E.  Folding Patterns and Protein Families
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about the twofold axis will cause the two subunits to
exchange positions and to remain in an identical
chemical environment.  Approximate symmetry is
often observed also within single peptide chains.  For
example, in the Rossman fold (Figs. 2-13, 2-27), an
approximate twofold axis passes between the center
strands of the β sheet residues and relates the two flank-
ing helices, which begin with residues R10 and T100,
respectively.  The bound NAD+ also possesses an approx-
imate twofold axis, but it is not quite symmetrically
placed at the end of the β sheet.  Both phospho groups
are seen to interact with the N terminus of the helix
beginning at residue 10.  The small bacterial protein
ferredoxin (Fig. 16-16B) contains two iron-sulfur clus-
ters related by an approximate 2-fold axis.  The two β
cylinders of elastase (Fig. 12-9) as well as the two sides
of the flattened β barrel of copper–zinc superoxide
dismutase269 are approximately related by twofold axes.
The enzyme thiosulfate: cyanide sulfurtransferase (Eq.
24-46) is remarkably symmetric but the active site is
located in just one half.  The widespread existence of
this approximate symmetry suggests a biological
significance that remains to be discovered.

3. Effects of Sequence on Folding

Studies of synthetic polypeptides as well as exami-
nation of known protein structures reveal that some
amino acids, e.g., Glu, Ala, Leu, tend to promote α
helix formation.  Others, such as Tyr, Val, and Ile, are
more often present in β structure, while Gly, Pro, and
Asn are likely to be found in bends.270,270a,270b  The
frequencies with which particular amino acids appear
in helices, β structure, or turns were first compiled by

TABLE 2-4
Classification of Protein Residues According to
Their Tendencies to Form � Helix, � Structure, and
� Turnsa

a The conformational parameters Pα, Pβ, and Pt (β turn) are the
frequencies of finding a particular amino acid in an α helix, β
structure, or β turn (in 29 proteins of known structure) divided by
the average frequency of residues in those regions.  Residues are
arranged in order of decreasing tendency toward helix formation.
From Chou, P. V. and Fasman, G. D (1974) Biochemistry 13, 222 –
245.

i = indifferent
br = breaker

br+ = strong breaker

++ = strong former
+ = former
w = weak former

Glu- 1.51 ++ 0.37 br+ 0.44
Met 1.45 ++ 1.05 + 0.67
Ala 1.42 ++ 0.83 i 0.57
Leu 1.21 ++ 1.30 + 0.53
Lys+ 1.16 + 0.74 br 1.01
Phe 1.13 + 1.38 + 0.71
Gln 1.11 + 1.10 + 0.56
Trp 1.08 + 1.37 + 1.11
Ile 1.08 + 1.60 ++ 0.58
Val 1.06 + 1.70 ++ 0.30
Asp- 1.01 w 0.54 br+ 1.26
His

+
1.00 w 0.87 i 0.69

Arg
+

0.98 i 0.93 i 1.00
Thr 0.83 i 1.19 + 1.00
Ser 0.77 i 0.75 br 1.56
Cys 0.70 i 1.19 + 1.17
Tyr 0.69 br 1.47 ++ 1.25
Asn 0.67 br 0.89 i 1.68
Pro 0.57 br+ 0.55 br+ 1.54
Gly 0.57 br+ 0.75 br 1.68

PtPβ

Helix-
forming
tendencyPα

Amino
acid

β structure-
forming
tendency

Figure 2-30  Plot of hydropathy index versus sequence number for bovine chymotrypsinogen.  The indices for individual residues
have been averaged nine at a time.  The solid bars at the top of the plot mark interior regions as determined by crystallography.
The solid bars below the plot indicate regions that are on the outside of the molecule.  From Kyte and Doolittle.280
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F.  Chemical Modification and Crosslinking

Some newly synthesized proteins, upon folding,
are ready to “go to work” immediately but others
must be modified.  Pieces are frequently cut from the
ends or out of the center of a folded peptide chain.
Sometimes the amino and carboxyl termini are con-
verted to nonionic groups, e.g.,

Side chains may be modified in a very large num-
ber of different ways.282–284  These include acetylation
and other kinds of acylation (Eq. 2-12),285–287 methyl-
ation (Eqs. 2-14, 2-15), phosphorylation (Eq. 2-16),
phosphoadenylation,288 formation of sulfate esters
(Eq. 2-17),289,290 and hydrolysis (Eqs. 2-18, 2-19).291  In
at least a few proteins some L-amino acid residues are
converted to D-.292–294

Chou and Fasman270 (Table 2-4).  These frequencies
also differ significantly between parallel and antiparal-
lel β sheets.  Some of the preferences are readily under-
standable.  For example, glycine is too flexible to stabilize
a helix, but it can occur in helices between residues
that are better helix formers.  Because the peptide link-
age to its nitrogen lacks an NH group, proline can fit
into only one of three positions at the N terminus of a
helix.  For the strong helix formers, the β-CH2 groups
fit into the helix well and provide stabilization through
van der Waals interactions.  However, the β-methyl
groups of valine and isoleucine cause crowding.  For
these residues, a β structure is more favorable than a
helix.271  Side chains of Asp, Asn, Ser, Thr, and Cys can
hydrogen bond to backbone amide groups and can
either stabilize or destabilize a helix or β sheet depend-
ing upon their location.

It appears that the folding pattern of a peptide
is encoded in the sequence itself.272–274  Thus, when
several residues that favor helix formation are clus-
tered together, a helix may form.  Chou and Fasman
suggested that when four helix formers out of six
residues are clustered, nucleation of a helix takes
place.  The helix can then be elongated in both direc-
tions until terminated by a proline or other “helix
breaker”; additional folding can then occur.  If three
out of five β formers are clustered, a β strand may
form.  If random folding brings two or more of these
strands together they may associate to form the nucleus
for a β sheet.  Some success has been achieved using
this approach in predicting whether a given residue
will be found in a helix, a β strand or a loop.275

However, prediction of complete folding patterns is
much more difficult.  Many new approaches are being
explored.275–279d  The problem is an important one.
Although three-dimensional structures have been
determined for thousands of proteins, sequences are
known for hundreds of thousands.  The number is
growing rapidly.  Being able to predict correctly a
three-dimensional protein structure will be a major
scientific accomplishment with many practical conse-
quences.

A way of examining the entire sequence for polar
or nonpolar character of the side chains was introduced
by Kyte and Doolittle.280,281  A hydropathy index
based on the polarity of the side chains of a given
residue and of its neighbors in the sequence is plotted
against residue number (Fig. 2-30). Helices are often
found to have an amphipathic character, hydrophobic
on one side and hydrophilic on the other.  Such helices
can be characterized by a plot such as that in Fig. 2-30.
The hydrophobic side of an amphipathic helix can
pack against a hydrophobic core of a protein, can lie
against a membrane, or can be aligned with other
helices to form coiled coils (Fig. 2-21) or to give a
hydrophilic channel with an outer hydrophobic sur-
face that can fit into a cell membrane.
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Usually, only one or a small number of side chains
of a protein is modified.  However, glycoproteins may
contain many different attached sugar molecules.  An
example is the glucoamylase shown in Fig. 2-29.  In
several proteins involved in blood clotting (Fig. 12-17),
as many as 10 glutamic acid side chains are carboxylated
(Eq. 2-20).

The 216-residue hen egg yolk storage protein
phosvitin contains 123 serine residues, most of which
have been phosphorylated (Eq. 2-16).295  A basic protein
of the myelin sheath of neurons contains as many as 6
specific residues of citrulline (Eq. 2-19).296  An adhesive
protein from the foot of a marine mollusk contains ∼80
repeated sequences containing hydroxy-proline 2,3-
dihydroxyproline and 3,4-dihydroxyphenylalanine
(Dopa).297,298

Some modification reactions alter the electrical
charge on a side chain and, as a consequence, can
affect the ways in which the protein interacts with
other molecules.  Negative charges added in formation
of clusters of γ-carboxyglutamates (Eq. 2-20) create
strong calcium ion-binding centers in the modified
proteins.  Acylation of N termini or of Ser, Thr, or Cys
side chains by long-chain fatty acids provides hydro-
phobic “tails” able to anchor proteins to membrane
surfaces.285,286  Addition of polyprenyl groups to cys-
teine side chains near the C-termini has a similar
effect.299,300  These and more complex membrane
anchors are considered in Chapter 8.  While modified
amino acids can be found at many places in a protein,
they are often located at turns.  For example, serine or
threonine residues in turns are often phosphorylated
or glycosylated.  Modification of proteins is dealt with
further in Chapter 10 and at other points in the book.
Glycosylation of proteins is considered in Chapter 20.

In addition to deliberate enzyme-catalyzed pro-
cesses, there are nonenzymatic processes that alter
proteins.  These include the degradative reactions
described in Section 5 and also reversible reactions that
may be physiologically important.  For example, the
N-terminal amino groups of peptides, and other amino
groups of low pKa can form carbamates with bicar-
bonate (Eq. 2-21).301–303  This provides an important
mechanism of carbon dioxide transport in red blood
cells (Chapter 7) and a way by which CO2 pressure
can control some metabolic processes.

1.  Disulfide Crosslinkages

The linking together of two different parts of a
peptide chain or of two different peptide chains is
extremely important to living beings.304,305  One of
the most widespread of crosslinkages is the disulfide
bridge.  It forms spontaneously when two –SH groups
of cysteine side chains are close together and are oxi-
dized by O2 or some other reagent (Eq. 2-22).

The disulfide group is inherently chiral, with the
preferred torsion angle about the S–S bond being ∼90°.
Both right- and left-handed disulfide bridges occur in
proteins.305,306

Disulfide linkages are frequently present in pro-
teins that are secreted from cells but are less common
in enzymes that stay within cells.  Perhaps because the
latter are in a protected environment, the additional
stabilization provided by disulfide bridges is not
needed.  Disulfide bridges are not only found within
single-subunit proteins but they also link different
peptide chains.  For example, the four chains of each
immunoglobulin molecule (Chapter 31) are joined by
disulfide bridges and each domain within the chains
is stabilized by a disulfide bridge.  One of the most
highly crosslinked proteins known occurs in the kera-
tin matrix of hair.  Breakage of the –S–S– linkages of
this protein is an essential step in the chemical “per-
manent wave” process.  A thiol compound is used to
reductively cleave the crosslinks and after the hair is
reset new crosslinks are formed by air oxidation.

2.  Other Crosslinkages

Another common crosslink is an amide formed
between the γ-carboxyl group of a glutamic acid side
chain and an amino group from a lysine residue.307

This isopeptide linkage is formed from a residue of
gluta-mine through the action of the enzyme trans-
glutaminase (Eq. 2-23).  Isopeptide crosslinks are
found in hair, skin, connective tissue, and blood clots.
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Occasionally an isopeptide linkage joins amino
groups of lysine side chains to the C-terminal carboxyl
groups of other peptide chains to give branched chains,
e.g. see ubiquitin (Box 10-C).  Elaborate crosslinks
derived from lysine are found in collagen and elastin
(Chapter 8).  Dityrosine linkages formed by oxidative
joining of the aromatic rings of tyrosine are found in
insect cuticle and in the plant cell wall extensins202

(Chapters 20, 25).

G.  Dynamic Properties of Proteins

Sometimes using energy from the cleavage of
chemical bonds, sometimes depending only upon
energy provided by the random bombardment by
solvent molecules, proteins perform their specific
functions with amazing speed.  A question that has
long intrigued biochemists is “to what extent do pro-
teins stretch or flex, unfold and refold, or undergo
other conformational movements during their action?”
To answer this and related questions, many techniques
are being applied to study the dynamic properties of
proteins.308,309

1.  Motion of Backbone and Side Chains

Even in the crystalline state there is evidence of
movement.  In the images constructed from X-ray or
neutron diffraction experiments side chains on the
surfaces of protein molecules are often not clearly
visible because of rapid rotational movement.  Some
segments of the polypeptide chain may be missing
from the image.  However, side chain groups within
the core of a domain are usually seen clearly.  They
probably move only in discrete steps.  However, they
may sometimes shift rapidly between different con-
formations, all of which maintain a close-packed
interior.310–312

Studies of nuclear magnetic resonance spectra
(Chapter 3) and of polarization of fluorescence (Chapter
23), have shown that there is rapid though restricted
rotational movement of side chains of proteins in
solution.  Even buried phenylalanine and tyrosine side
chains often rotate rapidly whereas movement of the

bulkier tryptophan rings is more limited.  Peptide NH
protons in unfolded polypeptide chains undergo rapid
acid or base catalyzed exchange with H2O.313  However,
in globular proteins, the rate of exchange of buried
NH protons is often orders of magnitude slower.314–316

For most proteins there appears to be little tendency to
unfold completely and then refold; the major domains
hold together tightly.  However, there may be local
unfolding, for example, of a helix at the surface of a
protein, which will allow more rapid exchange.  Using
NMR techniques (Chapter 3), rates of exchange of all
of the individual peptide NH protons within small
proteins can be measured.315  Cracks may open up in
proteins.  This is suggested by the fact that O2, I2, and
certain other small molecules are apparently able to
penetrate the protein freely and to quench the fluores-
cence of buried tryptophan side chains (Chapter 23).

Since packing density tends to be lower at active
sites than in the bulk of the protein, it is probable that
more conformational alterations occur near active sites
than elsewhere.317  Lumry and Rosenberg318 suggested
that the “defects” of poor packing and poor hydrogen
bonding of some regions of a folded peptide chain
provide a store of potential energy that can be impor-
tant to the functioning of a protein.  Even in a very
well-packed protein domain there are defects.  Some
atoms are compressed by the folding of the peptide
chain and are closer together by over 0.04 nm than
predicted by the van der Waals radii.  These packing
defects have been estimated to destablize the protein
by as much as 250 kJ/mol.319  Details of structural
heterogeneity within several proteins for which very
precise structural data are available have been de-
scribed.311

2.  Conformational Changes

We have seen that some polypeptides assume an
extended β conformation while others form helices.
In some cases, the same protein can do both.  For
example, hair can be stretched greatly, the α helices
of the keratin molecules uncoiling and assuming a β
conformation with hydrogen bonds between chains
instead of within a single chain.  Thus, a polymer may
have more than one conformational state in which the
folding and hydrogen bonding are different.320,321

With soluble proteins more than one folded conforma-
tion is possible with different sets of hydrogen bonds
and internal hydrophobic interactions.  Some of the
conformations of a globular protein are more stable
than others, and a protein will ordinarily assume one
of the energetically most favorable conformations.
However, there may be other conformations of almost
equal energy.

A large body of evidence suggests that many pro-
teins do exist in two or more different but well-defined
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conformational states and that the ability of a protein
to undergo easy conversion from one to another is of
great biological significance.  In some cases such as
that of hemoglobin (Chapter 7), there are changes in
the interactions between subunits.  Alterations in the
hinge regions between domains of immunoglobulins
have been seen.  In many enzymes, including the
dehydrogenases (Chapter 15), kinases (Chapter 12), and
aspartate aminotransferase (Fig. 2-6), a cleft between
two domains appears to open and close.322  In other
cases, more subtle alterations in conformational state,
involving mainly changes in the internal hydrogen
bonded network together with small localized changes
in chain folding, have been observed.

Conformational alterations in proteins are probably
facilitated by the fact that some hydrogen-bonded
groups are found within the hydrophobic interior.  All
of the buried hydrogen atoms suitable for hydrogen bond
formation are ordinarily hydrogen bonded to an electron
donor group.  However, because oxygen atoms in proteins
each have two unshared electron pairs, there are, in general,
more electron donor groups than there are hydrogen atoms
to which they can bind.  This sets the stage for a competition
between electronegative centers for particular proton suitable
for hydrogen bonding and provides a molecular basis for the
easy triggering of conformational changes.323

3.  Denaturation and Refolding

An extreme conformational alteration is the dena-
turation of proteins, which may be caused by heating
or by treatment with reagents such as strong acids and
bases, urea, guanidinium chloride, and sodium
dodecyl sulfate (SDS).

Denaturation leads to unfolding of a protein to a
more random conformation.  In the denatured state
the amide groups of the peptide chain form hydrogen
bonds with surrounding water molecules and with
denaturants such as urea or the guanidinium ion
rather than with each other.324,325  Denaturants also
diminish the strength of the hydrophobic interactions
that promote folding.326  Characteristic biochemical
activities are lost and physical properties such as sedi-
mentation constant, viscosity, and light absorption are
altered.  The ease of denaturation of proteins and the

fact that denaturation is sometimes reversible show
that the energy differences between the folded confor-
mations and the open random coil conformation are
usually not great.274,327,328 However, it has been diffi-
cult to establish the amount of stabilization of a folded
polypeptide chain provided by buried hydrogen
bonds328a,328b,328c or the role of cooperatively formed
hydrogen-bonded chains328c,328d or clusters.328c,328d,328e

Complete denaturation of a protein was generally
regarded as an irreversible process prior to 1956 when
Anfinsen showed that denatured ribonuclease (Chapter
12) could refold spontaneously.273  This 124-residue
protein contains four disulfide (–S–S–) bridges and
thus is tied firmly together.  When these bridges are
broken reductively in the presence of a denaturing
agent, the enzyme becomes inactive.  Anfinsen found
that upon reoxidation under appropriate conditions,
complete activity reappeared.  The molecules had
folded spontaneously into the correct conformation,
the one in which the correct one of 105 (7 x 5 x 3 x 1)
possible pairings of the eight –SH groups present
needed to reform the four disulfide bridges had taken
place.  This observation has had an important influence
on thinking about protein synthesis and folding of
polypeptide chains into biologically active molecules.

A puzzling problem was posed by Levinthal many
years ago.329  We usually assume that the peptide
chain folds into one of the most stable conformations
possible.  However, proteins fold very rapidly.  Even
today, no computer would be able, in our lifetime, to
find by systematic examination the thermodynamically
most stable conformation.328  It would likewise be
impossible for a folding protein to “try out” more than
a tiny fraction of all possible conformations.  Yet folded
and unfolded proteins often appear to be in a thermo-
dynamic equilibrium!  Experimental results indicate
that denatured proteins are frequently in equilibrium
with a compact denatured state or “molten globule”
in which hydrophobic groups have become clustered
and some secondary structures exists.330–336  From this
state the polypeptide may rearrange more slowly
through other folding intermediates to the final
“native conformation.”336a,336b

It is generally assumed that within cells the folding
of the peptide chain commences while the chain is still
being synthesized on a ribosome.  The growing chain
probably folds rapidly in a random way until it finds
one or more stable conformations which serve as
folding intermediates for slower conversion to the
finished protein.337,338  However, any process within
a cell is affected by the complex intracellular environ-
ment.339  Folding can be catalyzed or inhibited by
proteins known as molecular chaperones.  Folding
may sometimes require isomerization of one or a few
proline residues from trans to cis.340,341  For example,
during the refolding of ribonuclease the isomerization
of Pro 93 appears to be a rate-limiting step.342,343  Such
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BOX 2-C  THE NOBEL PRIZES

Many young scientists dream of one day winning a Nobel Prize.  Although denounced by some, the much sought and
highly publicized award has, since 1901, been given to an outstanding group of scientists.  Many of these have made major
contributions to biochemistry or to techniques important to biochemists.  Here is a partial list.

isomerizations may be assisted by peptidyl-prolyl-
(cis–trans) isomerases (Box 9-F).  Disulfide linkages
are sometimes formed incorrectly.344,345  A protein-
disulfide isomerase catalyzes cleavage and reformation
of these bridges, allowing the protein to find the most
stable crosslinking arrangement.  The actions of these
enzymes and of molecular chaperones are considered
further in Chapters 10 and 12.

4.  Effects of pH and Solvent

Because polypeptide chains contain many acidic

and basic amino acid side chains, the properties of
proteins are greatly influenced by pH.  At low pH
carboxylates, –S–, and imidazole groups accept protons
causing the overall net charge on the macromolecule
to be strongly positive.  At high pH protons are lost
and the protein becomes negatively charged.  Electro-
static repulsion between like charges may cause pro-
teins to denature at low or high pH.  More stable
proteins may be very soluble at low or high pH.  Pro-
teins often have a minimum solubility and a maximum
stability near the isoelectric point, the pH at which
the net charge is zero.336,346,347  Activities of enzymes,
abilities to bind specifically to other proteins, and

Year Name Prizea Discovery or subject of study
1901 Wilhelm C. Röntgen Physics Discovery of X-rays
1902 Emil H. Fischer Chemistry Synthesis of sugars and purines
1903 Svante A. Arrhenius Chemistry Electrolytic dissociation; a founder of physical chemistry
1903 Antoine Henri Becquerel; Marie S. Curie, and Pierre Curie Physics Discovery and study of radioactivity
1906 Camillo Golgi and S. Ramon y Cajal Physiology/Medicine Discovery of Golgi apparatus
1907 Edward Buchner Chemistry Biochemistry, cell-free fermentation
1910 Albrecht Kossel Physiology/Medicine Isolation of nucleic acid bases
1914 Max von Laue Physics Discovery of X-ray diffraction by crystals
1915 Richard M. Willstätter Chemistry Plant pigments, especially chlorophyll
1915 William H. and William L. Bragg Physics Analysis of crystal structure by X-rays
1919 Jules Bordet Physiology/Medicine Discovery of blood complement; complement fixation test
1920 Walther H. Nernst Chemistry Thermochemistry
1922 Archibald V. Hill and Otto F. Meyerhof Physiology/Medicine Chemistry of muscle contraction
1923 Frederick G. Banting and John J. R. Macleod Physiology/Medicine Discovery of insulin and treatment of diabetes
1926 Theodor Svedburg Chemistry Study of high Mr compounds, development of ultracentrifuge
1927 Heinrich O. Wieland Chemistry Bile acids
1928 Adolf O. R. Windaus Chemistry Sterols and vitamins
1929 Frederick G. Hopkins and Christiaan Eijkman Physiology/Medicine Discovery of vitamins, tryptophan, vitamin B1

1929 Arthur Harden and Hans A. S. von Euler-Chelpin Chemistry Fermenting enzymes, fermentation of sugars
1930 Karl Landsteiner Physiology/Medicine Blood groups A, B, O, Rh
1930 Hans Fischer Chemistry Structures and chemistry of porphyrins, chlorophyll
1931 Otto H. Warburg Physiology/Medicine Respiratory enzymes
1933 Thomas H. Morgan Physiology/Medicine Chromosome theory and chromosome maps
1934 George R. Minot, William P. Murphy, and George H. Whipple Physiology/Medicine Treatment of pernicious anemia
1936 Henry H. Dale and Otto Loewi Physiology/Medicine Acetylcholine release at nerve endings
1937 Albert von Szent-Györgyi Physiology/Medicine Vitamin C
1937 Walter N. Haworth and Paul Karrer Chemistry Carbohydrate structures, structures of carotenoids, flavins, vitamin A
1938 Richard Kuhn Chemistry Carotenoids and vitamins
1939 Gerhard Domagk Physiology/Medicine Prontosil, first antibacterial sulfa drug
1939 Adolf F. J. Butenandt and L. Ruzicka Chemistry Isolation and study of sex hormones, study of polymethylenes, terpenes
1943 E. A. Doisy and Carl Henrik Dam Physiology/Medicine Isolation and study of vitamin K
1945 Alexander Fleming, Ernst B. Chain, and Howard W. Florey Physiology/Medicine Discovery and structure of penicillin
1945 A. J. Virtanen Chemistry Nutritional chemistry
1946 James B. Sumner, J. H. Northrop, and W. M. Stanley Chemistry Crystallization of enzymes and virus proteins
1947 Carl F. Cori and Gerty T. Cori Physiology/Medicine Glycogen metabolism, the Cori cycle
1947 B. A. Houssay and Robert Robinson Chemistry Investigation of plant alkaloids
1948 Arne W. K. Tiselius Chemistry Electrophoresis, study of serum proteins
1950 Phillip S. Hench, Edward C. Kendall, and Tadeus Reichstein Physiology/Medicine ACTH
1952 Selman A. Waksman Physiology/Medicine Discovery of streptomycin
1952 A. J. P. Martin and Richard L. M. Synge Chemistry Paper chromatography
1953 Fritz A. Lipmann and Hans A. Krebs Physiology/Medicine Coenzyme A, citric acid cycle
1954 Linus C. Paulingb Chemistry The nature of the chemical bond
1955 A. H. T. Theorell Physiology/Medicine Oxidative enzymes
1955 Vincent du Vigneaud Chemistry Synthesis of biotin and oxytocin
1957 Daniel Bovet Physiology/Medicine First antihistamine drug
1957 Alexander R. Todd Chemistry Work on nucleotides coenzymes
1958 Joshua Lederberg, George W. Beadle, and Edward L. Tatum Physiology/Medicine One gene-one enzyme hypothesis from genetic studies of neurospora
1958 Frederick Sangerb Chemistry Protein sequencing, insulin

G.  Dynamic Properties of Proteins
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numerous physiological processes are controlled by
effects of pH on proteins.

The solvent for most proteins in nature is water.
However, many enzymes function well in organic
solvents if they retain only a small amount of essential
structural and catalytic water.348

5.  Irreversible Damage to Proteins

Every protein in an organism has its own charac-
teristic lifetime.  No sooner is it synthesized than degra-
dation begins.  Enzyme-catalyzed cleavage of the
peptide linkages leads to turnover of proteins but
before this occurs a number of spontaneous damaging
reactions may alter the protein.  Prevalent among these
is deamidation of asparaginyl residues to aspartyl or

BOX 2-C  THE NOBEL PRIZES (continued)

a Prizes are given in Physics, Chemistry, Physiology or Medicine, Literature and Peace.
b Sanger and Pauling each have been awarded two Nobel Prizes.

Year Name Prizea Discovery or subject of study
1959 Arthur Kornberg and Severo Ochoa Physiology/Medicine Enzymatic synthesis of DNA
1960 F. M. Burnet and P. Medawar Physiology/Medicine Immunological tolerance in animals
1961 Melvin Calvin Chemistry Photosynthesis using 14CO2

1962 Francis H. C. Crick, James D. Watson, and Maurice H. F. Wilkins Physiology/Medicine Molecular structure of DNA
1962 John C. Kendrew and Max F. Perutz Chemistry Structures of protein by X-ray diffraction
1962 Linus C. Paulingb Peace Ending atmospheric testing of nuclear weapons
1964 Konrod E. Bloch and Feodor Lynen Physiology/Medicine Pathways of cholesterol biosynthesis
1964 Dorothy M. Crowfoot Hodgkin Chemistry X-ray structures, vitamin B12

1965 Andre Lwolf, Jacques Monod, and Francois Jacob Physiology/Medicine Messenger RNA, regulation of transcription
1967 Ragnar Granit, Haldan Keffer Hartline, and George Wald Physiology/Medicine Chemistry of vision
1967 Manfred Eigen and Norrish Porter Chemistry Study of high-speed chemical reactions
1968 Robert W. Holley Physiology/Medicine RNA sequence
1968 H. Gobind Khorana and Marshall W. Nirenberg Physiology/Medicine The genetic code
1969 Max Delbrück, Alfred D. Hershey, and Salvador E. Luria Physiology/Medicine Replication and genetic structures of viruses
1970 Julius Axelrod, Bernard Katz, and Ulf von Euler Physiology/Medicine Transmission of nerve impulses, noradrenaline
1970 Luis F. Leloir Chemistry Role of sugar nucleotides in biosynthesis of carbohydrates
1971 Earl W. Sutherland, Jr. Physiology/Medicine Cyclic AMP
1972 Gerald M. Edelman and Rodney R. Porter Physiology/Medicine Structure of antibodies
1972 Christian B. Anfinsen, Sanford Moore, and William H. Stein Chemistry Ribonuclease, structure and activity
1974 Albert Claude, Christian R. de Duve, and George E. Palade Physiology/Medicine Cell structure
1975 David Baltimore, Renato Dulbecco, and Howard M. Temin Physiology/Medicine Reverse transscriptase
1975 John W. Cornforth and Vladimir Prelog Chemistry Stereochemistry of organic molecules and of enzymatic reactions
1977 Rosalyn S. Yalow, Roger C. L. Guillemin, and Andrew V. Schally Physiology/Medicine Radioimmunoassay thyrotropin-releasing hormone
1978 Daniel Nathans, Werner Arber, and Hamilton O. Smith Physiology/Medicine Restriction enzymes
1978 Peter Mitchell Chemistry Biological energy transfer
1980 Paul Berg, Walter Gilbert, and Frederick Sangerb Chemistry Recombinant DNA, methods of sequence determination for DNA
1982 Sune K. Bergstrom, Bergt I. Samuelsson, and John R. Vane Physiology/Medicine Isolation and study of prostaglandins
1982 Aaron Klug Chemistry Development of crystallographic electron microscopy
1983 Barbara McClintock Physiology/Medicine Gene transposition
1984 Niels K. Jerne, Georges J. F. Köhler, and Cesar Milstein Physiology/Medicine Cellular basis of immunology
1984 R. Bruce Merrifield Chemistry Solid-phase synthesis of peptides
1985 Joseph L. Goldstein and Michael S. Brown Physiology/Medicine Control of cholesterol metabolism
1986 Rita Levi-Montalcini and Stanley Cohen Physiology/Medicine Nerve growth factor
1987 Susumu Tonegawa Physiology/Medicine Genetics of antibody formation
1988 Johan Diesenhofer, Robert Huber, and Hartmut Michel Chemistry Three-dimensional structure of a photosynthetic reaction center
1988 Gertrude Elion, George Hitchings, and James Black Physiology/Medicine Principles of drug treatment and design of many important drugs
1989 J. Michael Bishop, Harold E. Varmus, and Joseph E. Murray Physiology/Medicine Origin of retroviral oncogenes
1989 Sidney Altman and Thomas R. Cech Chemistry Catalytic RNA
1991 Erwin Neher and Bert Sakmann Physiology/Medicine Functioning of single ion channels in cells
1991 Richard R. Ernst Chemistry High-resolution NMR
1992 Edmond H. Fischer and Edwin G. Krebs Physiology/Medicine Reversible protein phosphorylation in biological regulation
1992 Rudolph A. Marcus Chemistry Theory of electron transfer reactions
1993 Richard J. Roberts and Phillip A. Sharp Physiology/Medicine Discovery of split genes
1993 Michael Smith and Kary B. Mullis Chemistry Oligonucleotide-directed mutagenesis and polymerase chain reaction
1994 Alfred Gilman and Martin Rodbell Physiology/Medicine “G-proteins”
1995 Edwin B. Lewis, Christiane Nusslein-Volhard, and Eric Wieschaus Physiology/Medicine Homeotic mutations in Drosophila
1995 Paul Crutzen, Sherwood Rowland, and Mario Molina Chemistry Damage to the stratospheric ozone layer
1996 Peter C. Doherty and Rolf M. Zinkernagel Physiology/Medicine Specificity of cell-mediated immune response
1997 Paul D. Boyer and John E. Walker Chemistry Mechanism of ATP synthesis
1997 Jens C. Skou Chemistry Discovery of Na+, K+-ATPase
1997 Stanley B. Prusiner Physiology/Medicine Discovery of prions
1998 Robert F. Furchgott, Louis J. Ignarro, and Ferid Murad Physiology/Medicine Nitric oxide as a signaling molecule
1999 Günter Blobel Physiology/Medicine Intrinsic signals that govern transport and localization of proteins
2000 Arvid Carlsson Physiology/Medicine Identification of dopamine as signaling molecule in brain

Paul Greengard Physiology/Medicine Discovery of the dopamine signaling cascade
Eric R. Kandel Physiology/Medicine Molecular basis of learning
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isoaspartyl groups (Eq. 2-24).349,350  Aspartyl residues
can undergo the same type of cyclization at low pH.
The sequence Asn-Gly is especially susceptible to
rearrangement according to Eq. 2-24.  However, the
peptide torsion angles may be more important in
determining whether deamidation occurs.  The inter-
mediate succinimide may be racemized easily at the
chiral center marked by the asterisk in Eq. 2-24.  Thus,
the Asn-Gly sequence represents a weak linkage,
which is nevertheless present in many proteins.

Cystine residues in disulfide bridges are also not
completely stable but undergo β elimination305,351

(Chapter 13) at slightly alkaline pH values according
to Eq. 2-25.  The free thiol group formed (HSR) is still
attached to the protein but may sometimes be in a
position to enter into thiol-disulfide exchange reactions
with other S–S bridges causing further degradation.
Methionine side chains in proteins  can be oxidized to

sulfoxides: and hydroxyl groups
can be introduced into aromatic rings by oxidation.
Hydrogen peroxide and other oxidants may be respon-
sible for such oxidation within cells (see Chapter 18).
The very long-lived proteins of the lens of the eye are
especially susceptible to deamidation, racemization,
oxidation, and accumulation of covalently attached
blue fluorescent compounds.352–354

H.  Design and Engineering of Proteins

H.  Design and Engineering of Proteins

Methods of chemical synthesis of polypeptides and
of cloning and mutating genes now allow us to alter
peptide sequences at will and to design completely
new proteins.355–356b  The methods are discussed in
Chapters 3, 5, and 26.  The following are examples.

Peptides that form α helices that associate as
coiled coils,357 or as three- or four-helix tetrameric
bundles179a,358–360or amphipathic helices that associate
with lipid bilayers have been made.355,361  More difficult
has been the design of proteins that form β sheets.362–364a

Many efforts are being made to understand protein
stability365–367 by systematic substitutions of one residue
for another.  Addition of new disulfide linkages at
positions selected by study of three-dimensional struc-
tures sometimes stabilizes enzymes.368–371  On the other
hand elimination of unnecessary cysteine residues can
enhance stability by preventing β elimination351 and
replacement of asparagine by threonine can improve
the thermostability of enzymes by preventing deami-
dation.372,373

Artificial mutants of subtilisin373 and of many
other enzymes are helping us to understand the mech-
anisms of catalysis.  Artificially prepared temperature-
sensitive mutants (Chapter 26) and naturally occurring
mutants are providing new insight into pathways of
folding of proteins whose three-dimensional structures
are known.  For these studies it is necessary to follow a
rational strategy in deciding which of the astronomical
number of possible mutant forms may be of interest.
For example, residues within active sites may be
changed.  Introduction of mutations at random locations
can also be useful in finding regions of interest.374

When mutant proteins can be crystallized, an exact
understanding of the effect of the mutation on the
structure is possible.  Sometimes two or more mutations
may have to be introduced to obtain the desired modi-
fication.

It is also possible to incorporate a range of “un-
natural” amino acids in specific sites in a polypeptide
sequence and to observe resulting effects on a protein’s
properties.375  A quite different approach is to design
polypeptides that mimic a natural peptide but consist
of D-amino acids.  The peptide chain is reversed, i.e., the
N terminus becomes the C terminus and every peptide
linkage is also reversed.  The amino acid side chains
preserve their relationships one to another and the back-
bone atoms tend to preserve their hydrogen bonding
pattern.  Peptides made in this way tend to be resistant
to cleavage by enzymes.  Some may be useful as
drugs.376,377
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Study Questions

1. Name all of the isometric tripeptides which could
be formed from one molecule each of tyrosine,
alanine, and valine.

2. What functional groups are found in protein side
chains?  Of what importance to protein structure
and function are (a) hydrophobic groups, (b)
acidic and basic groups, (c) sulfyhydryl groups?

3. If placed in water and adjusted to a pH of 7, will
the following migrate toward the anode or the
cathode if placed in an electrical field?
(a) Aspartic acid, (b) alanine, (c) tyrosine, (d)
lysine, (e) arginine, (f) glutamine.

4. Draw the following hydrogen-bonded structures:
(a) A dimer of acetic acid.
(b) A tyrosine–carboxylate bond in the interior of

a protein.
(c) A phosphate–guanidinium ion pair in an

enzyme–substrate complex.

5. Contrast the properties of the amino acids with
those of the saturated fatty acids with respect to
solubility in water and in ether and to physical
state.

6. Describe in as much detail as you can the charac-
teristic properties of (a) β sheets, (b) α helices, (c)
turns in peptide chains, and (d) collagen.

7. Predict whether the following peptide segments
will be likely to exist as an α helix or as part of a β
structure within a protein:
(a) Poly-l-leucine
(b) Poly-l-valine
(c) Pro-Glu-Met-Val-Phe-Asp-Ile
(d) Pro-Glu-Ala-Leu-Phe-Ala-Ala

8. Describe three ways in which a side chain of a
serine residue can fold back and hydrogen bond to
a C=O or N–H group of the backbone and two
ways by which an asparagine side chain can do
the same.  There are yet other possibilities.

9. Compare structural features and properties of the
following proteins:  silk fibroin, α-keratin, col-
lagen, and bovine serum albumin.

10. In what way do the solubilities of proteins usually
vary with pH?  Why?

11. Compare the following: the diameters of (a) a
carbon atom in an organic molecule  (b) a bacterial
cell, e.g. of E. coli  (c) a human red blood cell  (d) a
ribosome  (e) the length of a peptide unit in an
extended polypeptide chain (f) the length of the
carbon atom chain in an 18-carbon fatty acid.

12. Compare:  (a) the length of a peptide unit (residue)
in a polypeptide in an extented (β) conformation.
(b) the length by which an α helix is extended by
the addition of one amino acid unit  (c) the length
of one turn of an α helix.  (d) the diameter of an α
helix (both using atom centers in the backbones
and using van der Waals radii) for a poly-l-alanine
helix.

13. What are: albumins, globulins, protamines,
scleroproteins, glycoproteins, lipoproteins?

14. Where are the following found and what are their
functions?  Gamma globulin, hemocyanin, pepsin,
glucagon, ferritin, phosphorylase.

15. List the nutritionally essential amino acids for
human beings.  Compare these needs with those
of other species, including lactic acid  bacteria,
malaria parasites, green plants, etc.

16. Define: chiral, enantomer, diastereomer, epimer,
anomer (see Chapter 4), prochiral (see Chapter 9).
What is meant by the statement that biochemical
reactions are stereochemically specific?  Why is
such stereospecificity to be expected in organisms
(which are constructed from asymmetric units)?
See Chapter 9 for further discussion.

17. What are disulfide bridges and of what signifi-
cance are they in protein structure?

18. What is meant by “denaturation” of a protein?
Mention several ways in which denaturation can
be brought about.  How is denaturation explained
in terms of structure?

19. A chain of l-amino acids can form either a right-
handed or a left-handed helix.  From the
Ramachandran diagram in Fig. 2-9, can you say
anything about the relative stabilities of right and
left-handed helices?  What do you predict for
polyglycine?

20. What similarities and differences would you
predict for two proteins of identical amino acid
sequence but one made from all l-amino acids and
the other from all d-amino acids?
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21. Complete the following peptide structure for l-
seryl-l-valyl-l-asparaginyl—etc.  Extend the chain
in the C-terminal direction to form a beta turn
with the chain coming back to form a beta sheet.
Add a third segment of peptide parallel to the
folded back chain to form a 3-stranded beta sheet.
Indicate all hydrogen bonds correctly.  Draw the
side chains of the seryl and asparaginyl residues in
positions 1 and 3 so that they form proper hydro-
gen bonds to groups in the peptide backbone.

22. Complete the following structure to form a short
segment of alpha helix.  Extend the chain by at
least three residues.  Form all hydrogen bonds
correctly.  Add at least three side chains with the
correct chirality at the alpha carbon positions.
Add one electrically charged side chain and show
how it interacts with the peptide backbone at
either the C- or N-terminus to help stabilize the
helix.

23. What is the relationship between Ångstrom units
(Å) and nanometers (nm)?  Give the indicated
distance in Å or nm.

Study Questions
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Study Questions
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24. Draw three residues of a polypeptide chain
constructed of l-amino acids using the top tem-
plate of the two below.  Now, using the second
template, whose polypeptide chain begins at the
right, use the same three residues, numbering from
the C-terminus using d-amino acids.  This is know
as a retro-inverso polypeptide.

Compare the outer surface of of the standard
polypeptide and its retro-inverso analog.  How
would your answer be affected by the presence of
threonine or isoleucine in the peptides?

If the two polypeptides were folded into a hairpin
loop of β structure how would the exterior sur-
faces compare?  How would the hydrogen bond-
ing compare?

What possible value can you imagine for retro-
inverso polypeptides in design of drugs?  See
Brady and Dodson, Nature 368, 692–694 (1994) or
Guichard et al., Proc. Natl. Acad. Sci. USA 91, 9765–
9769 (1994)
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A Laue X-ray diffraction pattern from a protein crystal.  A stationary
crystal is irradiated with very intense white, multiwavelength X rays
from a synchrotron source.  The diffraction pattern is rich in infor-
mation.  A single 0.1 ms X-ray pulse may provide a pattern with
enough information to determine a three-dimensional structure.
The pattern consists of thousands of diffraction spots arranged on
intersecting rings.  The coordinates of the diffraction spots together
with their measured intensities provide the necessary information
for structure determination.  Courtesy of Louise Johnson.
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3

How have chemists deduced the thousands of
structural formulas that we write for the substances
found in nature?  The answer is far too complex to
give here in detail.  However, the separation of com-
pounds, the analysis of mixtures, and the unraveling
of structures remain essential parts of biochemistry.
A “minireview” of methods, with emphasis on proteins,
follows.  Additional procedures having to do primarily
with carbohydrates, nucleic acids, or lipids are given
in Chapters 4, 5, and 8, respectively.

A. Understanding pH and Electrical Charges
on Macromolecules

Proteins, nucleic acids, and carbohydrates all con-
tain acidic or basic functional groups.  The strengths
of the acidic groups vary over a broad range from that
of the strongly acidic phosphate and sulfate esters to
that of the very weakly acidic alcoholic – OH group.
The net electrical charge, as well as the spatial distri-
bution of the charged groups, affects the properties of
a macromolecule greatly.  Therefore, it will be worth-
while for us to consider some aspects of acid–base
chemistry  before discussing other topics.

1.  Strengths of Acids and Bases:  the pKa’s

The strength of an acid is usually described by the
acid dissociation constant Ka

HA = A– + H+

Ka = [A–][H+] / [HA]

Determining Structures and Analyzing Cells

(3-1)

(3-2)

For strong acids Ka is high and for weak acids it is low.
Since the values of Ka vary by many orders of magni-
tude it is customary to use as a measure of the acid
strength pKa. This is the negative logarithm of Ka (pKa
= – log Ka) .  For very strong acids pKa is less than zero,
while very weak acids have pKa values as high as 15 or
more.

In the biochemical literature the strength of a base is
nearly always given by the pKa of the conjugate acid.  Thus,
A– in Eq. 3-1 is a base and HA its conjugate acid.  The
base could equally well be uncharged A and its conju-
gate acid HA+.  In both cases Eq. 3-2 would hold.  This
defines the strength of both the acid HA and the base
A–.  It follows that strong bases have weak conjugate
acids with high pKa values, while weak bases have
strong conjugate acids with low pKa values.

For a compound containing several acidic groups
we define a series of consecutive dissociation constants
K1a, K2a, K3a, etc.  For the sake of simplicity we will omit
the a’s and call these K1, K2, K3, ....

If there are n consecutive dissociation constants there
will be n + 1 ionic species H3A, H2A, etc.  Notice that
H3A could be a neutral molecule with H2A, HA, and A
bearing changes of – 1, – 2, and – 3, respectively.  Alter-
natively, H3A might carry 1, 2, or 3 positive changes.
In every case the mathematical expressions will be the
same.  For this reason the charges have been deliber-
ately omitted from Eq. 3-3 and others that follow.
Each constant in Eq. 3-3 is defined as in Eq. 3-2, i.e.,
K2 = [HA][H +] / [H2A], etc.  Keep in mind that there

K1
H3A

K2
H2A

K3
HA A (3-3)
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(3-4)

(3-5)

are significant differences between the apparent equi-
librium constants (concentration equilibrium constants)
that we ordinarily use and thermodynamic equilibri-
um constants that are obtained by extrapolation to
zero ionic strength.1  A related complication is the
uncertainity associated with the measurement of pH.
This is often considered a measurement of hydrogen
ion activity but this is not a correct statement.  (The
matter is considered briefly in Chapter 6).  However,
for all practical purposes, in the range of about pH
4–10 the pH can be equated with – log [H+].

Often only one of the ionic forms of Eq. 3-3 will be
important in a biochemical reaction.  A particular ionic
species may be the substrate for an enzyme.  Likewise,
an enzyme–substrate complex in only a certain state
of protonation may react to given products.  In these
cases, and whenever pH affects an equilibrium, it is
useful to relate the concentration [Ai] of a given ionic
form of a compound to the total of all ionic forms [A]t
using Eqs. 3-4 and 3-5.

[Ai] = [A]t/ Fi

[A]t = [A] + [HA] + [H2A] + ... [HnA]

For Eq. 3-4, A1 = HnA, A2 = Hn-1A, etc. and F1, F2,
etc. are the Michaelis pH functions,2,3 which were proposed
by L. Michaelis in 1914.  For the case represented by
Eq. 3-3 there are four ionic species and therefore four
Michaelis pH functions which have the following form
(Eq. 3 - 6).   Here, K1, K2, etc. are the usual consecutive
acid dissociation constants.

F1 = 1 + K1/ [H+] + K1K2/ [H+]2 + K1K2K3/ [H+]3

F2 = [H+]/K1 + 1 + K2/ [H+] + K2K3/ [H+]2

F3 = [H+]2/K1K2 + [H+]/K2 + 1 + K3/ [H+]

F4 = [H+]3/K1K2K3 + [H+]2/K2K3 +  [H+]/K3 + 1

If there are only three ionic forms the first three of
these equations will apply if the final term is dropped
from each.  The student should be able to verify these
equations and to write the appropriate pH functions
for other cases.  Since these relationships are met so
often in biochemistry it is worthwhile to program a
computer to evaluate the Michaelis pH functions and
to apply them as needed.  From Eq. 3-4 it can be seen
that the reciprocal of the Michaelis pH function for a given
ionic form represents the fraction of the total compound in
that form and that the sum of these reciprocals for all
the ionic forms is equal to one.  Examples of the use
of the Michaelis pH functions in this book are given in
Eq. 6-50, which relates the Gibbs energy of hydrolysis
of ATP to the pH, and in Eqs. 9-55 to 9-57, which de-

scribe the pH dependence of enzymatic action.
Notice that in Eq. 3-3 single arrows have been

used rather than the pairs ( )  that are often em-
ployed to indicate reversible equilibria.  This is done
so that the direction of the arrow indicates whether we are
using a dissociation constant or an association constant.
The use of single arrows in this manner to indicate
how the equilibrium constants are to be written is a
good practice when dealing with complex equilibria.

2.  Titration Curves

When a neutral amino acid is titrated with acid,
the carboxylate groups become protonated and acid is
taken up.  Likewise titration with base removes protons
from the protonated amino groups and base is taken
up.  If we plot the number of equivalents of acid or
base that have reacted with the neutral amino acid
versus pH, a titration curve such as that shown in Fig.
3-1 is generated.  The curve for histidine contains three
steps;  the first corresponds to the titration of the car-
boxylate group with acid, the second to the titration
of the protonated imidazole of the side chain, and the
third to the titration of the protonated amino group
with base.  Each step is characterized by a midpoint
that is equal to the pKa value for the group being
titrated.  The ends of the curve at low and high pH,
which are drawn with a dashed line, are obtained only
after corrections have been applied to the data.  If only
the equivalents of acid or base added rather than the
number reacted are plotted, we obtain the solid line
shown in Fig. 3-1. We see that at the low pH end there
is no distinct end point.  As we add more acid to try to
complete the titration, the correction that must be
applied to the data becomes increasingly greater.  The
difference between the dashed and solid lines reflects
the fact that at the low pH end much of the acid added
is used to simply lower the pH.  Therefore, we have a
large free [H +].  Similarly, at the high pH end we have
a high free [OH –].

The exact shapes of the ends of the titration curve
depend heavily on the total concentration.  Likewise,
the magnitude of the correction required to obtain a
plot of equivalents of acid or base reacted varies with
the concentration and is smaller the higher the concen-
tration of the substance being titrated (see problems 2
and 3 at the end of this chapter).  An important rule in
doing acid-base titrations, especially when very small
samples are available, is to use the highest possible
concentration of sample in the smallest possible volume
and to titrate with relatively concentrated acid or base.
Because of the difficulty of adequately correcting titra-
tion curves at low pH it is hard to estimate the pKa values
of the carboxyl groups of amino acids accurately from
titration.  An additional experimental difficulty exists
at the high pH end because of the tendency for basic

(3-6)
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Figure 3-1 Titration curve for
histidine.  The solid line represents
the uncorrected titration curve for
3 mM histidine monohydrochloride
titrated with 0.2 M HCL to lower
pH or with 0.2 M NaOH to higher
pH assuming pKa values of 1.82,
6.00, and 9.17.  The dashed line
represents the corrected curve
showing the number of protons
bound or lost per mole of histidine
monohydrochloride.

solutions to absorb CO2 from the air.  Sometimes for-
maldehyde is added to shift the apparent pKa of the
amino groups to lower values and make the titration
more satisfactory.

Despite the difficulties, real proteins can be titrated
successfully to estimate the numbers of carboxyl, histi-
dine, tyrosine, and other groups.4  An example is
shown in Fig. 3-2.  The experimental data have been
fitted with a theoretical curve based on the pKa’s of
the carboxyl, histidine, tyrosine, and amino groups as
determined by NMR measurements.5  Account has
been taken of the effect of the electrical field created by
the many charged groups in distorting the curve from
that obtained by summing the theoretical titration
curves of the component groups.  However, when there
are multiple acid–base groups that are close together
in a protein, a more complex situation involving tauto-
merism arises.  This is discussed in Chapter 6.

Titration curves based on plots of light absorption
versus pH or of NMR chemical shifts versus pH (see
Fig. 3-29) are often useful.  They have the important
advantage that no special correction for free acid or
base is needed at low or high pH.

3.  Buffers

A mixture of a weak acid HA and of its conjugate
base A constitutes a buffer which resists changes in
pH.  This can be seen most readily by taking logarithms
of both sides of Eq. 3-2.  By replacing log K with – pKa

and log [H+] with – pH and rearranging we obtain Eq.
3-7 (the Henderson–Hasselbalch equation).  It is some-
times useful to rewrite this as Eq. 3-8, where α is the
fraction of the acid that is dissociated at a given pH.

Logarithms to the base 10 are used in both equations.
These equations are useful in preparing buffers and in
thinking about what fraction of a substance exists in a
given ionic form at a particular value of pH.  From Eq.
3-7 it is easy to show that when the pH is near the pKa
relatively large amounts of acid or base must be added
to change the pH if the concentrations of the buffer
pair A and HA are high.

Buffers are often added to maintain a constant
pH in biochemical research6 and naturally occurring
buffer systems within body fluids and cells are very
important (Box 6-A).  Among the most important
natural buffers are the proteins themselves, with the
imidazole groups of histidine side chains providing
much of the buffering capacity of cells around pH 7
(Figs. 3-1 and 3-2).  Table 3-1 lists some useful bio-
chemical buffers and their pKa values.  Here are a few

A.  Understanding pH and Electrical Charges on Macromolecules

(3-7)

(3-8)

pH – pKa = log ([A]/[HA])

pH – pKa = log [α/(1 – α)];

α = [A] / [HA] + [A] = 10(pH –pKa)

1 + 10(pH –pKa)
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Figure 3-2 Acid–base titration curve for hen lysozyme at 0.1 ionic strength
and 25°C.     , initial titration from the pH attained after dialysis;     , back
titration after exposure to pH 1.8;     , back titration after exposure to pH 11.1.
The solid curve was constructed on the basis of  “intrinsic” pKa values based
on NMR data.  From Kuramitsu and Hamaguchi5
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practical hints about buffer preparation.  Buffers con-
taining monovalent ions tend to change pH with dilution
less than do those with multivalent ions such as HPO4

2–

or HP2O7
3–.  The pKa values of carboxylic acids and of

phosphoric acid, or of its organic derivatives, change
very little with change in temperature.  The pH of a
buffer prepared with such components is nearly inde-
pendent of temperature (Table 3-1).  However, the pKa
of the – NH3

+ group changes greatly with temperature.
Buffer composition can be calculated readily from Eq.
3-8 and pKa values from Table 3-1.  It is convenient
to keep in the laboratory standardized (to ~ 1% error)
1 M HCl and 1 M NaOH for use in buffer preparation.
Compositions calculated from Eq. 3-8 will usually
yield buffers of pH very close to those expected.
Final adjustment with HCl may be needed if the pH
is more than one unit away from a pKa value.  When
two buffering materials are present, the composition
should be calculated independently for each.  The
measurement of pH should always be done with great
care because it is easy to make errors.  Everything
depends upon the reliability of the standard buffers
used to calibrate the pH meter.7  Often, especially
during isolation of small compounds, it is desirable to
work in the neutral pH region with volatile buffers, e.g.,
trimethylamine and CO2 or ammonium bicarbonate,

which can be removed by vacuum
evaporation or lyophilization.8

B. Isolating Compounds

Before structural work can
begin, pure substances must be
separated from the complex mixtures
in which they occur in cells and
tissues.4,13– 24  Often, a substance
must be isolated from a tissue in
which it is present in a very low
concentration.  After it is isolated in
pure form, if it is a large molecule,
it must often be cut up into smaller
pieces which are separated, purified,
and identified.  Accurate quantita-
tive analysis is required to deter-
mine the ratios of these fragments.
Considerable ingenuity may then
have to be exercised in putting the
pieces of the jigsaw puzzle back
together to determine the structure
of the “native” molecule.  Many
books, a few of which are cited
here,4,13– 23,25 – 45 provide instructions.
There are also journals and other
periodicals dedicated to biochemical
methods.46– 53

1.  Fractionation of Cells and Tissues

A fresh tissue or a paste of packed cells of a micro-
organism, usually collected by centrifugation, may be
the starting material.23,54– 57  Tissue is often ground in
a kitchen-type blender or, for gentler treatment, in a
special homogenizer.  The popular Potter–Elvehjem
homogenizer is a small apparatus in which a glass or
plastic pestle rotates inside a tight-fitting mortar tube
(see standard laboratory equipment catalogs for pic-
tures).  Microbial cells are frequently broken with
supersonic oscillation (sonication) or in special pres-
sure cells.  It is important to pay attention to the pH,
buffer composition, and, if subcellular organelles are
to be separated, the osmotic pressure.  To preserve the
integrity of organelles, 0.25 M sucrose is frequently
used as the suspending medium, and MgCl2 as well
as a metal complexing agent such as ethylenediamine-
tetraacetate (EDTA) (Table 6-10) may be added.  Solu-
ble enzymes are often extracted without addition of
sucrose, but reducing compounds such as glutathione
(Box 11-B), mercaptoethanol, or dithiothreitol (Eq. 3-23)
may be added.  The crude homogenate may be strained
and is usually centrifuged briefly to remove cell frag-
ments and other “debris.”  Large-scale purification of
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TABLE 3-1
Practical pKa Values for Some Useful Buffer Compounds at 25°C and Ionic Strength 0.1a

B.  Isolating Compounds

Charge on conjugate base

a Based on compilation by Ellis and Morrison9 with additional data from Good et al.10,11 and Dawson et al. 12  The Good buffers have dipolar
ionic constituents.  Since no form is without electrically charged groups they are unlikely to enter and disrupt cells.

b Abbreviations used:
BES N,N-Bis(2-hydroxyethyl)-2-aminoethanesulfonic acid
BICINE N,N-Bis(2-hydroxyethyl)glycine
BIS-TRIS Bis(2-hydroxyethyl)iminotris(hydroxymethyl)methane
HEPES N-2-Hydroxyethylpiperazine-N’-2-ethanesulfonic acid
MES 2-(N-Morpholino)ethanesulfonic acid
PIPES Piperazine-N,N’-bis(2-ethanesulfonic acid)
TES N-Tris(hydroxymethyl)methyl-2-aminoethanesulfonic acid
TRICINE N-Tris(hydroxymethyl)methylglycine
TRIS Tris (hydroxymethyl) aminomethane

c For CO2 (solid) + H2O → H+ + HCO3
–, apparent pKa.

Compound pKa Grams per mole d(pKa) / dT

Citric acid (pK1) 192 – 1
Formic acid 3.7 0 – 1
Citric acid (pK2) 4.45 192 – 0.0016 – 2
Acetic acid 4.64 60 0.0002 – 1
Succinic acid (pK2) 5.28 118 0 – 2
Citric acid (pK3) 5.80 192 0 – 3
3,3-Dimethylglutaric acid 5.98 160 0.006 – 2
Piperazine (pK1) (5.68) 6.02 86 0
Cacodylic acid (dimethylarsinic acid) 6.1 138 – 1
MESb 6.1 195 – 0.011
BIS-TRISb 6.41 209 – .017
Carbonic acid (pK1) 6.4c

Pyrophosphoric acid (pK3) 6.76 178 -2
Phosphoric acid (pK2) 6.84 98 – .0028 – 2
PIPESb 6.90 353 – .0085 – 2
Imidazole 7.07 68 – .020 0
BESb 7.06 213 – .016 – 1
Diethylmalonic acid 7.2 136
TESb 7.37 279 – .020 – 1
HEPESb 7.46 238 – .014 – 1
N-Ethylmorpholine 7.79 115 – .022 0
Triethanolamine 7.88 149 –.020 0
TRICINEb 8.02 178 – .021 – 1
TRISb 8.16 121 –.031 0
Glycylglycine 8.23 132 –.028 –1
BICINEb 8.26 163 –.018 –1
4-Phenolsulfonic acid 8.70 174 –.013 –2
Diethanolamine 9.00 105 – .024 0
Ammonia 9.2 – 0.031 0
Boric acid 9.2 – 0.008 mixed
Pyrophosphoric acid (pK4) 9.41 178 -3
Ethanolamine 9.62 61 – .029 0
Glycine (pK2) 9.8 75 – 0.025 – 1
Piperazine (pK2) 9.82 86 0
Carbonic acid (pK2) 10.0 – 0.009 – 2
Piperidine 11.1 85 0
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proteins is often initiated with such a crude homogenate.
Cell organelles are also often separated by centri-

fugation.  In one procedure a homogenate in 0.25 M
sucrose (isotonic with most cells) is centrifuged for
10 min at a field of 600 – 1000 times the force of gravity
(600– 1000 g) to sediment nuclei and whole cells.  The
supernatant fluid is then centrifuged another 10 min
at ~ 10,000 g to sediment mitochondria and lysosomes.
Finally, centrifugation at ~ 100,000 g for about an hour
yields a pellet of microsomes (p. 14),58 which contains
both membrane fragments and ribosomes.  Each of the
separated components can be resuspended and recen-
trifuged to obtain cleaner preparations of the organelles.
The sedimented particles can often be solubilized by
chemical treatment, for example, by the addition of
either ionic or nonionic detergents.  Membrane proteins
can be isolated following solubilization in this way
(Chapter 8).  The soluble supernatant fluid remaining
after the highest speed centrifugation provides the
starting material for isolation of soluble enzymes and
many small molecules.

2.  Separations Based on Molecular Size,
Shape, and Density

The simplest way to separate very large dissolved
molecules is to let the small ones pass through a suit-
able sieve which may be a membrane with holes or a
bed of gel particles.  If the size of the particles approaches
that of the holes in the sieve, the rate of passage will
depend upon shape as well as size.

Dialysis, ultrafiltration, and perfusion chro-
matography.  In dialysis59 and ultrafiltration,60 a thin
membrane, e.g., made of cellulose acetate (cellophane)
and containing holes 1–10 nm in diameter (typically
5 nm), is used as a semipermeable barrier.  Small
molecules pass through but large ones are retained.
Dialysis depends upon diffusion and can be hastened
by adequate stirring.  Ultrafiltration requires a pressure
difference across the membrane.  The more sophisticated
procedures of gel filtration and perfusion chromato-
graphy were introduced in 1959.61–65  A column is
packed with material such as the crosslinked dextran
Sephadex, polyacrylamide gels (such as the Bio-Gel P
Series), or agarose gels (e.g., Bio-Gels A and Sepharoses).
These come in the form of soft beads, the interior net-
work of which is a three-dimensional network of poly-
mer strands (Fig. 4-10).  Recently porous beads of hard
crosslinked polystyrene, glass, or various other silicate
materials have been employed.66– 68  The interstices
between strands, whose size depends upon the degree
of crosslinking introduced chemically into the gel, are
small enough to exclude large molecules but to admit
smaller ones.  If a mixture of materials of different
molecular size is passed through such a column the

smaller molecules are retarded because of diffusion
into the gel, while the larger molecules pass through
unretarded (Fig. 3-3).  Sephadex G-25 excludes all but
salts and compounds no larger than a simple sugar
ring.  Sephadex G-200, which is much less crosslinked,
permits separation of macromolecules in the range of
5– 200 kDa.  As is explained in Section B, gel filtration
also provides an important way of estimating Mr for
proteins and other macromolecules.

Centrifugation.  Centrifuges of many sizes and
speeds are used in the laboratory to remove debris as
well as to collect precipitated proteins and other mate-
rials at various steps in a purification scheme.  The most
remarkable are the ultracentrifuges which produce
forces greater than 4 x 105 times that of gravity.  They
can be used both for separation of molecules and for
determination of Mr (see Section C).

When macromolecules in a solution are subjected
to an ultracentrifugal field they are accelerated rapidly
to a constant velocity of sedimentation.  This is expressed
as a sedimentation constant s, which is the rate (cm/s)
per unit of centrifugal force.  The unit of s is the second
but it is customary to give it in Svedberg units, S (1S =
10–13s).  Sizes of particles are often cited by their S values.
The sedimentation constant is affected by the sizes,
shapes, and densities of the particles as is discussed
further in Section C.  If carried out at constant velocity
an equilibrium will eventually be attained in which
sedimentation is just balanced by diffusion and a
smooth concentration gradient forms from the top to
the bottom of the centrifuge cell or tube.  Concentra-
tion gradients can also be formed by centrifuging a

Figure 3-3 Separation of oligosaccharides by gel filtration.
The sugars dissolved in distilled water were passed through
a column of Sephadex G-25.  The peaks contain (right to
left) glucose, cellobiose, cellotriose, etc.  From Flodin and
Aspberg.64
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concentrated solution of small molecules.13,69,70  Such
a concentration gradient is also a density gradient
which can be made very steep.  For example, a gradient
with over a 10% increase in density from top to bottom
can be created using 6 M cesium chloride (CsCl) and
is widely used in DNA separations.  If DNA is added
prior to centrifugation it will come to rest in a narrow
band or bands determined by the buoyant densities
of the species of DNA present (see Chapter 5).  After
centrifugation, which is usually done in a plastic tube,
a hypodermic needle is inserted through the bottom
of the tube and the contents are pumped or allowed
to flow by gravity into a fraction collector.

Another type of gradient centrifugation (zone
centrifugation) utilizes a preformed gradient to sta-
bilize bands of cell fragments, organelles, or macro-
molecules as they sediment.71– 74  For example, RNA
can be separated into several fractions of differing
sedimentation constants in a centrifuge tube that con-
tains sucrose ranging in concentration from 25% at
the bottom to 5% at the top.  This is prepared by a
special mixing device or “gradient maker” prior to
centrifugation.  The solution of RNA is carefully layered
on the top, the tube is centrifuged at a high speed for
several hours, and the different RNA fractions sepa-
rate into slowly sedimenting sharp bands.  A 20–60%
gradient of sucrose or glycerol may be used in a similar
way to separate organelles.58

3.  Separations Based on Solubility

Some fibrous proteins are almost insoluble in
water and everything else can be dissolved away.
More often soluble proteins are precipitated from
aqueous solutions by adjustment of the pH or by
addition of large amounts of salts or of organic solvents.
The solubility of any molecule is determined both by
the forces that hold the molecules together in the solid
state and by interactions with solvent molecules and
with salts or other solutes that may be present.58a

Proteins usually have many positively and nega-
tively charged groups on their surfaces.  If either a
positive or a negative charge predominates at a given
pH the protein particles will tend to repell each other
and to remain in solution.  However, near the isoelec-
tric point (pI), the pH at which the net charge is zero
(see Section 7), the solubility will usually be at a mini-
mum.  The pH of a tissue extract may be adjusted
carefully to the pI of a desired protein.  Any protein
that precipitates can be collected by centrifugation and
redissolved to give a solution enriched in the protein
sought.  Some proteins, such as those classified (by an
old system) as globulins, are insoluble in water but
are readily “salted in” by addition of low concentra-
tions (e.g., up to 0.1 M) of salts.  Low concentrations of
salts increase the solubility of most proteins because

the salt ions interact with the charged groups on the
protein surfaces and interfere with strong electro-
static forces that are often involved in binding protein
molecules together in the solid state.  Some salts,
including CaCl2 and NaSCN, which bind to proteins,
are especially effective in salting in.75,76  Addition of
high concentrations of salt causes precipitation of most
proteins from aqueous solutions.  The most effective
and most widely used materials for this “salting out”
of proteins are (NH4)2SO4 and Na2SO4.  Because the
salt ions interact so strongly with water, the protein
molecules interact less with water and more with
each other.  A similar intramolecular effect may cause
the stabilization of proteins of halophilic bacteria by
1– 4 M KCl.77

Different proteins precipitate at different concen-
trations of an added salt.  Hence, a fraction of proteins
precipitating between two different concentrations of
salt can be selected for further purification (Fig. 3-4).
Protein concentrations can be estimated as described
in Box 3-A.

Precipitation methods are popular first steps in
purification of proteins because they can be carried
out on a large “batch” scale.  The amounts of ammo-
nium sulfate used are often expressed as percentage
saturation, i.e., as a percentage of the amount required
to saturate the solution (4.1 M at 25°).  Convenient
tables are available12,78 that permit one to weigh out
the correct amount of solid ammonium sulfate to give
a desired percentage saturation or to go from one

B.  Isolating Compounds

Figure 3-4  Hypothetical behavior of a solution containing
three proteins, A, B, and C, upon ammonium sulfate frac-
tionation.  The concentration of protein remaining in the
solution is plotted against ammonium sulfate concentration
(usually expressed as % saturation).  Addition of ammonium
sulfate to concentration c1 will precipitate largely protein B,
which can be removed by centrifugation.  Addition of addi-
tional salt to c2 will precipitate largely protein C, while A
remains in solution.
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percentage saturation to a higher one.
Proteins are often stabilized by low concentrations

of simple alcohols or ketones76 and by higher concen-
trations of polyhydroxy alcohols, such as glycerol77

and sucrose,78 and also by certain inert, synthetic
polymers such as polyethyleneglycol (PEG).79  The
latter is a widely used precipitant.  The polyhydroxy-
alcohols and PEG are all hydrated but tend not to
interact strongly with the protein molecules.  On the
other hand, simple alcohols may denature proteins by
their interaction with nonpolar regions.77

4.  Separation by Partition

Many of the most important separation methods
are based on repeated equilibration of a material be-
tween two separate phases, at least one of which is

BOX 3-A  QUANTITATIVE ESTIMATION OF PROTEIN CONCENTRATIONS

Biochemists often need to estimate the content
of protein in a sample.  For example, in devising a
purification procedure for an enzyme it is customary
to estimate the number of units of enzyme activity
(as defined in Chapter 9) per milligram of protein
(U/ mg).  As progress is made in the purification
this ratio increases.  It becomes constant with respect
to additional purification attempts, when a homoge-
neous enzyme is obtained.

One of the most widely used and most sensitive
protein assays (for 0.1– 1 mg/ml of protein) is the
colorimetric procedure of Lowry.a– c  It makes use of
a phosphomolybdic–phosphotungstic acid reagent
(the Folin–Ciocalteu reagent) which is reduced by
proteins in the presence of alkaline Cu2+ to charac-
teristic “blue oxides” whose color can be monitored
at 750 nm.  Much of the color comes from the reduc-
ing action of tyrosine and tryptophan.  The color
yield varies greatly from protein to protein and users
may have trouble with reproducibility.  A related
method utilizes bicinchoninic acid which forms
a purple color (measured at 362 nm) with the Cu+1

that is formed by reduction of alkaline Cu2+ by the
protein.d– f  This reagent is easier to use than that of
the Lowry procedure and gives stable and repro-
ducible readings.

A third widely used procedure, introduced by
Bradfordg and modified by others, measures the
binding of the dye Coomassie brilliant blue whose
peak absorption shifts from 465 nm to 595 nm upon
binding.  The change occurs within two minutes
and is stable.  However, the color yield varies from
one protein to another.

a Lowry, O. H., Rosebrough, N. J., Farr, A. L., and Randall, R. J.
(1951) J. Biol. Chem. 193, 265 –275

b Peterson, G. L. (1979) Anal. Biochem. 100, 201– 220
c Larson, E., Howlett, B., and Jagendorf, A. (1986) Anal. Biochem.

155, 243– 248
d Smith, P. K., Krohn, R. I., Hermanson, G. T., Mallia, A. K.,

Gartner, F. H., Provenzano, M. D., Fujimoto, E. K., Goeke, N.
M., Olson, B. J., and Kenk, D. C. (1985) Anal. Biochem. 150, 76– 85

e Davis, L. C., and Rodke, G. A. (1987) Anal. Biochem. 161, 152– 156
f Hill, H. D., and Straka, J. G. (1988) Anal. Biochem. 170, 203 –208
g Bradford, M. M. (1976) Anal. Biochem. 72, 248– 254
h Fruton, J. S., and Simmonds, S. (1958) General Biochemistry, 2nd

ed., Wiley, New York (p. 130)
i Layne, E. (1957) Methods Enzymol. III, 450 –451

Less sensitive but very simple and precise is
measurement of the light absorption around 280
nm.  This is discussed in the main text in Section
D,6.  For a typical protein an absorbance of 1.0 at
280 nm corresponds to a protein concentration of
1 mg / ml.h  The very old biuret method is also
useful for samples containing 1– 10 mg / ml of pro-
tein.  The violet color that arises upon addition of
copper sulfate to an alkaline solution of a peptide
or protein is recorded at 540 – 560 nm.h  The color is
especially intense for longer polypeptides.  The
name of the method arises from the fact that biuret
gives a similar colori  (see also Eq. 6-85).

usually liquid.  Small molecules may be separated by
countercurrent distribution in which a material is
repeatedly partitioned between two immiscible liquid
phases, one more polar than the other.  New portions
of both liquids are moved by a machine in a “counter-
current manner” between the equilibration steps or are
moved continuously through coiled tubes.80– 82,82a

A similar result is accomplished by using as one
phase a solid powder or fine “beads” packed in a verti-
cal column or spread in a thin layer on a plate of glass.
The methods are usually referred to as chromatogra-
phy, a term proposed by Tswett to describe separation
of materials by color.  In 1903 Tswett passed solutions
of plant leaf pigments (chlorophylls and carotenes) in
nonpolar solvents such as hexane through columns of
alumina and of various other adsorbents and observed
separation of colored bands which moved down the
column as more solvent was passed through.  Individual
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pure pigments could be eluted from the column by
continued passage of solvent.  This important method
is called adsorption chromatography.  It is assumed
that the pigments are absorbed on the surface rather
than being disssolved in the solid material.  A related
method is hydrophobic interaction chromatography
of proteins.83– 86  The packing material is similar to that
described in Section 6 (Affinity Chromatography) but
bears long-chain alkyl groups that can interact with
the hydrophobic patches on surfaces of proteins.  A
very different adsorbent that is very useful in separa-
tion of proteins is carefully prepared microcrystalline
hydroxylapatite.87,88  It presumably functions in part
by ion exchange.

Column packing materials such as silica gel
contain a large amount of water, and separation involves
partition between an immobilized aqueous phase in
the gel and a mobile, often organic, solvent flowing
through the column.  Usually materials elute sooner
when they are more soluble in the mobile phase than
in the aqueous phase.  These methods are closely related
to perfusion chromatography, which is described in
Section 2.

Aromatic amino acids, lipids, and many other
materials can be separated on reversed-phase columns
in which nonpolar groups, usually long-chain alkyl
groups, are covalently attached to silica gel, alumina,
or other inert materials.66,80  The mobile phase is a
more polar solvent, often aqueous, and gradually
made less polar by addition of an organic solvent.
In reversed-phase chromatography more polar com-
pounds migrate faster through the system than do
nonpolar materials, which experience hydrophobic
interaction with the solid matrix.

Many traditional chromatographic methods in-
cluding reversed-phase chromatography have been
adapted for use in automatic systems which employ
columns of very finely divided solid materials such as
silica, alumina, or ion exchange materials coated onto
fine glass beads.89– 91  These high-performance liquid
chromatographic (HPLC) systems often utilize pres-
sures as high as 300 atmospheres.  Separations are often
sharper and faster than with other chromatographic
methods.92– 97  Reversed-phase columns in which the
solid matrix may carry long (e.g. C18) hydrocarbon
chains have been especially popular for separation
both of peptides and of proteins.  Proteins may also
be separated by gel filtration, ion exchange, or other
procedures with HPLC equipment.

A sheet of high-quality filter paper containing
adsorbed water serves as the stationary phase in 
paper chromatography.  However, thin-layer
chromatography, which employs a layer of silica gel
or other material spread on a glass or plastic plate, has
often supplanted paper chromatography because of its
rapidity and sharp separations (Fig. 3-5).16,96a,98– 100

An approach that requires no stationary phase at all is

field flow fractionation.101  Here a suitable external
field (e.g., electrical, magnetic, and centrifugal) or a
thermal gradient is imposed on the particles flowing
through a narrow channel.

For volatile materials vapor phase chromatography
(gas chromatography) permits equilibration between
the gas phase and immobilized liquids at relatively
high temperatures.  The formation of volatile deriva-
tives, e.g., methyl esters or trimethylsilyl derivatives
of sugars, extends the usefulness of the method.103,104

A method which makes use of neither a gas nor a
liquid as the mobile phase is supercritical fluid
chromatography.105  A gas above but close to its
critical pressure and temperature serves as the solvent.
The technique has advantages of high resolution, low
temperatures, and ease of recovery of products.
Carbon dioxide, N2O, and xenon are suitable solvents.

5.  Ion Exchange Chromatography

Separation of molecules that contain electrically
charged groups is often accomplished best by ion
exchange chromatography.105a  The technique depends
upon interactions between the charged groups of the
molecules being separated and fixed ionic groups on

B.  Isolating Compounds

Figure 3-5  Photograph of a two-dimensional thin layer
(silica gel) chromatogram of a mixture of flavins formed by
irradiation of ~ 10 µg of the vitamin riboflavin.  The photo-
graph was made by the fluorescence of the compounds
under ultraviolet light.  Some riboflavin (RF) remains.  The
arrows indicate the location of the sample spot before chro-
matography.  Chromatography solvents:  a mixture of acetic
acid, 2-butanone, methanol, and benzene in one direction
and n-butanol, acetic acid, and water in the other.  See Tread-
well et al.102

RF
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an immobile matrix.  Separation depends upon small
differences in pKa values and net charges and upon
varying interactions of nonpolar parts of the molecules
being separated with the matrix.  Since changes in pH
can affect both the charges on the molecules being
separated and those of the ion exchange material, the
affinities of the molecules being separated are strongly
dependent on pH.  For example, proteins and most
amino acids are held tightly by cation exchangers at
low pH but not at all at high pH.

Aqueous solutions are usually employed and the
columns are packed with beads of ion exchange
resins, porous materials containing bound ionic
groups such as – SO3

–, – COO –, – NH3
+, or quaternary

nitrogen atoms.  Synthetic resins based on a cross-
linked polystyrene are usually employed for separation
of small molecules.  For larger molecules chemical
derivatives of cellulose or of crosslinked dextrans
(Sephadex), agarose, or polyacrylamide are more
appropriate.  Positively charged ions, such as amino
acids in a low pH solution, are placed on a cation
exchange resin such as Dowex 50, which contains
dissociated sulfonic acid groups as well as counter
ions such as Na+, K +, or H +.  The adsorbed amino
acids are usually eluted with buffers of increasing pH
containing sodium or lithium ions.  The procedure,

Figure 3-6  Separation of amino acids by cation-exchange chromatography on a sulfonated polystyrene resin in the Na+ form
by the method of Moore and Stein.110  The amino acids were detected by reaction with ninhydrin (Box 3-C); areas under the
peaks are proportional to the amounts.  Two buffers of successively higher pH are used to elute the amino acids from one
column, while a still higher pH buffer is used to separate basic amino acids on a shorter column.  From Robyt and White.13
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which was developed by Moore and Stein,106– 109 is
widely used for automatic quantitative analysis of
amino acid mixtures obtained by hydrolysis of a pro-
tein or peptide (Fig. 3-6).110 – 113

Ion exchange chromatography of proteins and
peptides is often done with such ion exchange materials
as carboxymethyl-Sephadex and phosphocellulose,
which carry negatively charged side chains or diethyl-
aminoethylcellulose (DEAE-cellulose), which carries
positively charged amino groups.114  These materials
do not denature proteins or entrap them and have a
large enough surface area to provide a reasonable
absorptive capacity.  The mobile phase is usually
buffered.  For anion exchangers the pH should be
above ~ 4.4 to keep most carboxylate side chains on the
proteins ionized.  The pH may be increased to pH 7–10,
where most histidine imidazolium ions have dissociated,
increasing the mobility of many proteins.  For cation
exchange the pH is usually buffered below pH 6  or  7
(Fig. 3-6).115,116

6.  Affinity Chromatography

In this technique the chromatographic absorbent
is designed to make use of specific biochemical inter-
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actions to “hook” selectively a particular macromolecule
or group of macromolecules.117 – 122  Affinity chromato-
graphy is used in many ways, including the purifica-
tion of enzymes, antibodies, and other proteins that
bind tightly to specific small molecules.

Because of their open gel structure (Fig. 4-10) agar-
ose derivatives in bead form provide a good solid
support matrix.  The hydroxyl groups of the agarose
are often linked to amino compounds.  In one widely
used procedure119 the agarose is treated with cyanogen
bromide (Br – C ≡N) in base to “activate” the carbohy-
drate (Eq. 3-9, step a).  Then the amino compound is
added (step b).  The isourea product shown is the major
one with agarose gels but dextran-based matrices tend
to react by steps c–e.

Absorbents containing a large variety of R groups
of shapes specifically designed to bind to the desired
proteins can be made in this way.  If the coupling is
done with a diamine [R = (CH2)n NH2], the resulting
ω-aminoalkyl agarose can be coupled with other com-
pounds by reaction with carbodiimide (Eq. 3-10).  For
reaction in nonaqueous medium dicyclohexylcarbodi-
imide (R” = cyclohexyl) is often used, but for linking
groups to agarose a water-soluble reagent such as
1-ethyl-3-(3-dimethylaminopropyl) carbodiimide is
recommended.120  Carbodiimides are widely used for
forming amide or phosphodiester linkages in the
laboratory.  The formation of an amide with a side
chain of ω-aminoalkyl agarose can be pictured as in
Eq. 3-10.
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Many other means of preparation of adsorbents
for affinity chromatography are also available.121,122

For example, 1,1'-carbonyl-diimidazole can be used
to couple a diamine to the matrix (Fig. 3-11).  This
reagent has the advantage that it does not depend
upon the relatively unstable isourea linkages formed
by Eq. 3-9 to hold the specific affinity ligands.121

An example of a successful
application of affinity chromatogra-
phy is the isolation of the enzyme
cytidine deaminase from cells of E.
coli.  Cytidine was linked covalently
via long spacer arms to the agarose
beads as in the following diagram:

B.  Isolating Compounds
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A cell extract was subjected to ammonium sulfate
fractionation and the dialyzed protein was then poured
through the affinity column which held the cytidine
deaminase molecules because of their affinity for the
cytidine structures that were bound to the agarose.
The protein was eluted with a borate buffer; the borate
formed complexes with the adjacent hydroxyl groups
of the cytidine and thereby released the protein.  After
passage of the protein through an additional column
of DEAE-Sephadex the deaminase had been purified
1700-fold compared to the crude extract.123

Another technique is to engineer genes to place a
polyhistidine “tag” at the C terminus of a protein chain.
Commercial cloning vehicles and kits are available for
this purpose.124  The protein produced when the engi-
neered gene is expressed can be captured by the affini-
ty of the polyhistidine tag for Cu2+, Ni2+, Co2+, or Zn2+

held in chelated form on an affinity column.124– 127

A surprising discovery was that certain dyes, for
example Cibachron blue, when covalently coupled to a
suitable matrix, often bind quite specifically to proteins
that have a nonpolar binding pocket near a positive
charge.128  This includes many enzymes that act on
nucleotides.
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7.  Electrophoresis and Isoelectric Focusing

The methods considered in this section make use
of movement of molecules in an electrical field.  Sepa-
ration depends directly upon differences in the net
charge carried by molecules at a fixed pH.  The net
charge for compounds containing various combina-
tions of acidic and basic groups can be estimated by
considering the pKa of each group and the extent to
which that group is dissociated at the selected pH
using Eqs. 3-3 to 3-5.  At some pH, the isoelectric
point (pI), a molecule will carry no net charge and
will be immobile in an electric field.  At any other pH
it will move toward the anode (+) or cathode (–).  The
pH at which the protein carries no net charge in the
complete absence of added electrolytes is called the
isoionic point.129

Electrophoresis, the process of separating mole-
cules, and even intact cells130 (Box 3-B), by migration in
an electrical field, is conducted in many ways.28,131– 140

In zone electrophoresis, a tiny sample of protein
solution, e.g., of blood serum, is placed in a thin line
on a piece of paper or cellulose acetate.  The sheet is
moistened with a buffer and electrical current is passed
through it.  An applied voltage of a few hundred volts
across a 20-cm strip suffices to separate serum proteins
in an hour.  To hasten the process and to prevent diffu-
sion of low-molecular-weight materials, a higher volt-
age may be used.  Two to three thousand volts may
be applied to a sample cooled by water-chilled plates.
Large-scale electrophoretic separations may be con-
ducted in beds of starch or of other gels.

One of the most popular and sensitive methods
for separation of proteins is electrophoresis in a column
filled with polyacrylamide or agarose gel or on a
thin layer of gel on a plate.  The method depends
upon both electrical charge and molecular size and
has been referred to as electrophoretic molecular
sieving.28,133,135– 137,141 – 143  Polyacrylamide gel electro-
phoresis is often carried out in the presence of ~ 1%
of the denaturing detergent sodium docecyl sulfate
which coats the polypeptide chain rather evenly.  This
method, which is often referred to as SDS–PAGE,
has the advantage of breaking up complex proteins
composed of more than one subunit and sorting the
resultant monomeric polypeptide chains according to
molecular mass (see Box 3-C).  A disulfide-reducing
reagent (see Eq. 3-23) such as ~ 1% 2-mercaptoethanol
is usually present but may be omitted to permit detec-
tion of crosslinked peptides.

Capillary electrophoresis is increasingly popu-
lar144 – 149a and can be used to separate attomole
amounts.150  It can be used not only for separation of
proteins but also for rapid estimation of the net charge
on a protein.151  The separation is conducted in tubes
with internal diameters as small as 10 –15 µm and as
short as 1 cm.  Multiple channels cut into a glass chip
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BOX 3-B  SORTING AND ANALYZING SINGLE CELLS

B.  Isolating Compounds

It is often important to examine and analyze
individual cells.a  For example, large numbers of
single blood cells can be tested for the presence of
specific antigenic determinants that arise by muta-
tion.  This permits assessment of the frequency of
these mutations.b  The complex chemical processing
of neuropeptides can be studied on the contents of a
single neuron (Chapter 30) using mass spectrometry.c

Several methods for separating cells have been
devised.  These include electrophoresisd or use of
magnetic microspheres.b  Micromanipulation  can
sometimes be used to select single cells for analysis.
The most impressive technique is flow cytometry,e,f

which is used daily on human blood samples in
clinical laboratories.  A suspension of cells is passed
at a high rate of flow through a narrow capillary of
~ 0.2 mM diameter.  The sample stream, which is
surrounded by a larger “sheath” stream, has a

a Yeung, E. S. (1994) Acc. Chem. Res. 27, 409– 414
b Jovin, T. M., and Arndt-Jovin, D. J. (1980) Trends Biochem. Sci. 5,

214– 219
c Li, K. W., Hoek, R. M., Smith, F., Jiménez, C. R., van der Schors,

R. C., van Veelen, P. A., Chen, S., van der Greef, J., Parish, D. C.,
Benjamin, P. R., and Geraerts, W. P. M. (1994) J. Biol. Chem. 269,
30288– 30292

d Bauer, J. (1994) Cell Electrophoresis, CRC Press, Boca Raton,
Florida

e Shapiro, H. M. (1995) Practical Flow Cytometry, 3rd ed., Wiley-
Liss, New York

f Darzynkiewicz, Z., Robinson, J. P., and Crissman, H. A., eds.
(1994) Flow Cytometry, 2nd ed., Academic Press, San Diego

Electropherogram of major proteins from a single erythro-
cyte.  Peaks A, B, and C are carbonic anhydrase (~ 7 amol),
methemoglobin (~ 5 amol), and hemoglobin A0 (~ 450 amol),
as identified from migration times relative to standards.a

Courtesy of Edward S. Yeung.

Flow cytometric histogram of fluorescently labeled live
and dead E. coli bacteria.  The dye kit (BacLightTM) that
was used stains membrane-compromised dead bacteria
with a red fluorescing dye and live bacteria with a green
fluorescing dye.  Cells were analyzed on an EPICS XL
cytometer (Coulter Corporation).  By integrating the area
under each population it was possible to discern the
percentage of dead (54), dying (16), and live (30) bacteria
within a mixed population.  The use of fluorescent dyes
such as these has proven useful for studying various
mechanisms employed by the food industry for killing
microorganisms in food products and for studying a
variety of bacteria derived from seawater, soil, plant
materials, and laboratory-grown cultures.  Courtesy of
Kristi Harkins.
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smaller diameter of ~ 20 µm.  One or more laser
beams are used to record information about each
cell over a period of a few microseconds as the cells
pass by at a rate of as much as 105 cells / s.

Flow cytometers developed from simpler cell
counters, but now they are used to record cell size
(from light scattering), optical absorbance, fluores-
cence, and phosphorescence.  The optical properties
are often enhanced by staining.  The use of two dyes
that fluoresce at different wavelengths permits the
construction of two-dimensional plots as in the
accompanying figure.

Capillary electrophoresis is one of the tech-
niques able to separate constituents of single cells
and is illustrated in the second figure.
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(3-12)

can be used.152

Whereas in conventional zone electrophoresis
most of the electrical current is carried by the buffer, in
isotachophoresis153,154 the ions being separated carry
most of the current.  In isoelectric focusing,28,155– 157 a
pH gradient is developed electrochemically in a verti-
cal column or on a thin horizontal plate between an
anode and a cathode.  The pH gradient in a column is
stabilized by the presence of a density gradient, often
formed with sucrose, and the apparatus is maintained
at a very constant temperature.  Proteins within the
column migrate in one direction or the other until they
reach the pH of the isoelectric point where they carry
no net charge and are “focused” into a narrow band.
As little as 0.01 pH unit may separate two adjacent
protein bands which are located at positions corre-
sponding to their isoelectric points.  A newer develop-
ment is the use of very narrow pH gradients that are
immobilized on a polyacrylamide matrix.158– 160  With
this technique some hemoglobin mutants differing
only in substitution of one neutral amino acid for
another have been separated.161  Special techniques are
needed for highly basic proteins.162

A two-dimensional method in which proteins are
separated by isoelectric focusing (preferably with an
immobilized pH gradient) in the first dimension and
by SDS-gel electrophoresis in the second has become a
popular and spectacularly successful method for
studying complex mixtures of proteins (Box 3-C).163– 166

Over 2000 proteins can be separated on a single plate.
A similar procedure but without SDS can be used to
examine undenatured proteins.167– 169  Computer-
assisted methods are being developed to catalog the
thousands of proteins being identified in this way170–

172 and also to allow rapid identification of spots by
mass spectrometry.  The technique can be applied to
intact proteins in subpicomole quantities, even in
whole cell lysates,150,173,173a or an enzyme such as
trypsin can be used to cut the proteins into pieces on
the gel plate and the mixtures of peptides can be ana-
lyzed by mass spectrometry.174 – 176  Capillary electro-
phoresis or capillary isoelectric focusing can be applied
before samples are sent to the mass spectrometer.

C.  Determining the Relative Molecular Mass,
Mr

The evaluation of Mr is often of critical importance.
Minimum values of Mr can often be computed from
the content of a minor constituent, e.g., the trypto-
phan of a protein or the iron of hemoglobin.  However,
physicochemical techniques provide the basis for most
measurements.177  Observations of osmotic pressure or
light scattering can also be used and provide determi-
nations of Mr that are simple in principle, but which
have pitfalls.178

1.  Ultracentrifugation

Some of the most reliable methods for determining
Mr depend upon analytical ultracentrifuges.  These
instruments, capable of generating a centrifugal field
as much as 4 x 105 times that of gravity, were devel-
oped in the 1920s and 1930s by T. Svedburg and asso-
ciates in Uppsala, Sweden.179– 181  Driven by oil
turbines, the instruments were expensive and difficult
to use, but by 1948 a reliable electrically driven ma-
chine, the Beckman Model E ultracentrifuge, came into
widespread use.  It has had a major impact on our
understanding of proteins, on methods of purification
of proteins, and on our understanding of interactions
of protein molecules with each other and with small
molecules.182,183  Nevertheless, it was not until 1990
that a truly “user-friendly” analytical untracentrifuge
became available.180,184– 186  The Beckman Model XL-A
centrifuge has a very small rotor driven by an air-
cooled induction motor and is computer controlled.
Data are recorded automatically in digital form and
computer programs are available to carry out the
necessary computations.  The instrument can record
ultraviolet-visible spectra at multiple radial positions
in the sample cell (Fig. 3-7).

A straightforward determination of Mr is obtained
by centrifuging until an equilibrium distribution of the
molecules of a protein or other macromolecular mate-
rial is obtained and by recording the variation in con-
centration from the center to the periphery of the
centrifuge cell177,183,185,187– 190  (see also Section A,2).
Using short cells, this sedimentation equilibrium
can be attained in 1– 5 hours instead of the 1– 2 days
needed with older instruments.  For a single compo-
nent system the concentration distribution at equilibri-
um is given by Eq. 3-12.

Here c(r) is the concentration c at the radial position r
(measured from the centrifuge axis), a is the radial
distance of the meniscus, M is the molecular mass in
daltons, and v is the partial specific volume in ml/gram.
For most proteins v varies from 0.69 – 0.75.  It is the
reciprocal of the density of the particle.  Rho (ρ) is the
density (g/ml) of the solvent.  A plot of log c(r) against
r2 is a straight line of slope M (1-vρ) / 2RT.  The com-
puter can also accommodate mixtures of proteins of
differing molecular masses, interacting mixtures,
etc.185,191

Sedimentation velocity.  The relative molecular
mass Mr can also be measured from observation of the
velocity of movement of the boundary (or boundaries
for multicomponent systems) between solution and
solvent from which the macromolecules have sedi-

c(r) = c(a) exp [M (1-vρ) ω2 (r2–a2) / 2RT]
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(3-17)

(3-18)

using Eq. 3-14.

By combining Eqs. 3-13 and 3-14 we obtain the Sved-
berg equation:

Here R is in the cgs (cm-gram-second) unit of 8.31 x 107

erg mol–1 deg–1.  Using this equation the relative molec-
ular mass Mr, which is numerically the same as M, can
be evaluated from the sedimentation constant s.  Since
s, D, and v must all be measured with care, the method
is demanding.  It is often necessary to measure s and D
at several concentrations and to extrapolate to infinite
dilution.  It is also customary to correct the data to give
the values s°20,w and D°20,w expected at 20°C in pure
water at infinite dilution.

To the extent that we can regard protein molecules
as spherical we can substitute for f in Eq. 3-13 the fric-
tional coefficient of a sphere:

Here rh is the hydrated radius or Stokes radius of the
protein.  On this assumption s will be expected to
increase with the relative molecular mass approxi-
mately as Mr

2 / 3.  A plot of log s against log Mr should
be a straight line.  Figure 3-8 shows such a plot for a
number of proteins.  The plots for nucleic acids, which
can often be approximated as rods rather than spheres,
fall on a different line from those of proteins.  Further-
more, the sedimentation constant falls off more rapidly
with increasing molecular mass than it should for
spheres.

From analysis of a variety of well-characterized
proteins, Squire and Himmel192 observed that if pro-
teins are assumed to contain 0.53 g H2O per gram of
protein and to have a mean value for v of 0.730 g / cm3

the value of Mr can be predicted by Eq. 3-17 with the
standard deviation indicated.  Here, S is the sedimen-
tation constant in Svedberg units (10 – 13s).

Mr = 6850 S3 / 2 ) 0.090 Mr

For proteins with various values of v, Eq. 3-18 applies.

Mr = 922 [S / (1– vρ)]3 / 2 ) ± 0.066 Mr

Figure 3-7 The scanning absorption optical system of the
Beckman Optima™ XL-A ultracentrifuge.  Courtesy of
Beckman Coulter.

mented.  This boundary, which can be visualized by
optical methods, is quite sharp initially, but it broadens
with time, because of diffusion, as the macromolecules
sediment.

A molecule in a centrifuge is acted upon not only
by the applied centrifugal force but also by an opposing
buoyant force that depends upon the difference in
density of the sedimenting particles and the solvent
and by a frictional drag, which is proportional to a
frictional coefficient f.  Setting the sum of these forces
to zero for the hydrodynamic steady state yields Eq.
3-13, which defines the sedimentation constant s.

Here f is the frictional coefficient which is difficult to
predict or to measure but is often assumed to be the
same as the frictional coefficient that affects diffusion.
It can be obtained from the diffusion coefficient D

C.  Determining the Relative Molecular Mass, Mr

(3-13)
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BOX 3-C  ISOTOPES IN BIOCHEMICAL INVESTIGATIONS

Both stablea and radioactiveb– e isotopes are
widely used in chemical and biological investiga-
tions.  The study of metabolism was revolutionized
by the introduction of isotopic tracers.  In one of the
first biological experiments with the stable isotope
15N (detected by mass spectrometry), Schoenheimer
and associates in 1937 established the previously
unsuspected turnover of protein in living tissues
(Chapter 24, Section B).  In 1937 Ruben et al. reported
the uptake of radioactive 11CO2 by plants.f  A few
years later Calvin and associates first traced the
pathway of carbon in photosynthesis using the
much longer lived 14CO2 (Box 17-F).  Wood and
Werkman, in 1941, employed the stable isotope 13C
in studies of bacterial and mammalian metabolism
(Box 17-C).  The radioactive 32P and 35S have served
to elucidate the metabolism of phosphorus and
sulfur.  Titrium (3H) has been used to label many
organic substances including thymine, which has
been used extensively in the study of nucleic acid
metabolism.  Radioactive isotopes provide the basis
for sensitive analytical procedures such as radio-
immunoassays of minute quantities of hormones
(Box 31-D).  Through radioautography these iso-
topes facilitate numerous analytical procedures (see
accompanying photo) and have provided the basis
for important end-group methods used in sequence
determination of polynucleotides (Eq. 5-24).

Several isotopes used in biochemistry are listed
in the following table.  For each radioactive isotope,
the half-life is given, as is the type of particle emit-
ted, and the energy of the particle.  Gamma rays,
such as those given off in decay of 125I or 131I, are
very penetrating and easy to count precisely, as is
the energetic β radiation from 32P.  On the other
hand, 3H (tritium) is relatively difficult to detectg

but its weak β particle, which can travel only a
short distance through a sample, makes it uniquely
suitable for radioautography on a microscopic scale.
Positrons (β+) travel some distance, e.g., up to a
few millimeters in the case of 13N.  They are then
destroyed by reacting with an electron to produce a
pair of γ rays of energy 0.511 MeV, equal to the sum
of the rest masses of an electron plus a positron.
The half-life (Eq. 9-4) determines the isotopic abun-
dance needed to achieve a given radiation rate, a
practical matter in providing a sufficient rate of
decay to permit counting with an acceptably low
statistical error.  Even very short-lived isotopes such
as 13N, have proved useful as tracers.h  The amount
of an isotope giving 3.7 x 1010 disintegrations per
second (this is 1 g of pure radium, 0.3 mg of 3H, or
0.22 g of 14C) is known as the curie (Ci).  One milli-
curie (mCi) provides 2.22 x 109 disintegrations / min

(dpm).  Radiolabeled substances ordinarily contain
only a small fraction of the unstable isotope together
with a larger number of unlabeled molecules.  Com-
pounds are usually sold in millicurie or microcurie
quantities and with a stated specific activity as mCi
mmol–1.  For example, a compound labeled at a single
position with 3H and having a specific activity of
50 mCi mmol–1 would contain about 0.17% 3H at
that position.

Because of the development of new NMR tech-
niques and improvements in mass spectrometry
stable isotopes, such as 2H, 13C, 19F, and 31P, are
being used more frequently to study metabolism.j

Carbon-13 containing compounds can fulfill many

Maximum energy
of radiation

β γ

(MeV)

Isotope Half-life

2H (deuterium) Stable
3H (tritium) 12.26 years 0.018
11C 20.4 min (β+)

0.511
13C Stable
14C 5730 years 0.156
13N 9.96 min 1.2 (β+)

0.511
15N Stable
15O 20.4 min (β+)

0.511
18O Stable
18F 110 min (β+)

0.511
22Na 2.6 years 0.55

1.28
32P 14.3 days 1.71
35S 87.2 days 0.167
36Cl 3 x 105 years 0.716
40K 1.3 x 109 years 1.4

1.5
45Ca 165 days 0.26
59Fe 45 days 0.46

1.1
65Zn 250 days 0.32

1.14
90Sr 29 years 0.54
125I 60 days 0.036
131I 8.06 days 0.61

0.36
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BOX 3-C  ISOTOPES IN BIOCHEMICAL INVESTIGATIONS (continued)

of the same tracer functions as 14C.  Even the radio-
active 3H nucleus can be utilized for in vivo NMR.k,l

Although radioisotope labeling is very sensitive, it
gives little information unless compounds are iso-
lated and laboriously degraded to determine the
positions of the labels.  NMR spectroscopy is less
sensitive but can give direct chemical information
about the positions of 13C in compounds within
living cells.  A compound containing only 13C in one
or in many positions can be safely administered to
human individuals as well as to other organisms
and spectra of products that arise can be observed.
High-resolution deuterium NMR spectroscopy has
been used to follow 2H incorporated at C-1, C-2, or
C-6 positions in glucose.m

As a result of metabolic reactions an isotope
may appear at more than one position in a product,
yielding two or more isotope isomers or isotopomers.
These are seen individually by NMR spectroscopy
and the concentration and isotope labeling patterns
of the labeled compounds can be followed over a
period of time.  The use of this isotopomer analysis
in studies of the citric acid cycle is illustrated in Box
17-C and its use in studies of glucose metabolism is
considered in Chapter 17, Section L.

A change in isotopic mass, especially from 1H to
2H or 3H, often produces a strong effect on reaction
rates and the study of kinetic isotope effects has
provided many insights into the mechanisms of
enzymatically catalyzed reactions.  Isotopes have
permitted a detailed understanding of the stereo-

Radioautogram showing the separa-
tion of proteins of E. coli labeled with
14C amino acids.  From O’Farrell.i

Twenty-five µl of sample containing
180,000 cpm and ~10 µg of protein
were subjected to isoelectric focusing
in a 2.5 x 130-mm tube containing
polyacrylamide gel to separate pro-
teins according to isoelectric point.
The gel was then extruded from the
column and was placed on one edge
of a slab of polyacrylamide gel.  Then
SDS electrophoresis in the second
dimension separated the proteins
according to size.  Over 1000 spots
could be seen in the original radio-
autogram, which was obtained by
placing a piece of photographic film
over the gel slab and exposing it to
the radiation for 875 hours.  For
details see O’Farrell.i

chemistry of enzymatic reactions, an impressive
example being the synthesis and use of chiral acetate
(Chapter 13)n  and chiral phosphate groups (Chapter
12).  Specific isotopic properties provide the basis
for NMR (Section G).

a Matwiyoff, N. A., and Ott, D. G. (1973) Science 181, 1125 –1132
b Wang, C. H., Willis, D. L., and Loveland, W. D. (1975) Radio-

tracer Methodology in the Biological, Environmental, and Physical
Sciences, Prentice-Hall, Englewood Cliffs, New Jersey

c Wang, Y., ed. (1969) Handbook of Radioactive Nuclides, CRC Press,
Cleveland, Ohio

d Thornburn, C. C. (1972) Isotopes and Radiation in Biology,
Butterworth, London

e Slater, R. J., ed. (1990) Radioisotopes in Biology:  A Practical
Approach, IRL Press, Oxford

f Ruben, S., Hassid, W. Z., and Kamen, M. D. (1939) J. Am. Chem.
Soc. 61, 661 –663

g Bransome, J., ed. (1970) Liquid Scintillation Counting, Grune &
Stratton, New York

h Cooper, A. J. L. (1985) Adv. Enzymol. 57, 251 – 356
i O’Farrell, P. H. (1975) J. Biol. Chem. 250, 4007 – 4021
j Wolfe, R. R. (1992) Radioactive and Stable Isotope Tracers in

Biomedicine, Wiley, New York
k Newmark, R. D., Un, S., Williams, P. G., Carson, P. J., Morimo-

to, H., and Klein, M. P. (1990) Proc. Natl. Acad. Sci. U.S.A. 87,
583– 587

l Bergerat, A., Guschlbauer, W., and Fazakerley, G. V. (1991) Proc.
Natl. Acad. Sci. U.S.A. 88, 6394– 6397

m Aguayo, J. B., Gamcsik, M. P., and Dick, J. D. (1988) J. Biol.
Chem. 263, 19552– 19557

n Cornforth, J. W. (1976) Science 193, 121– 125

C.  Determining the Relative Molecular Mass, Mr
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This suggests a proportionality between σ and the
molecular radius.  In fact, Eq. 3-21, in which a and b
are constants provides a fairly good approximation for
σ and Ve is correlated approximately with log Mr as
shown in Fig. 3-9.193,194

A series of reference proteins of known molecular
masses are used to calibrate the column and Mr for
an unknown protein is estimated from its position on
the graph.195,196  Another modification of the method
depends upon chromatography in a high concentration
of the denaturing salt guanidinium chloride.  The
assumption is made that proteins are denatured into
random coil conformations in this solvent.196

Probably the most widely used method for deter-
mining the molecular mass of protein subunits is gel
electrophoresis in the presence of the denaturing
detergent sodium dodecyl sulfate (SDS).  The protein
molecules are not only denatured but also all appear
to become more or less evenly coated with detergent.197

The resulting rodlike molecules usually show a uniform
dependence of electrophoretic mobility on molecular
mass (plotted as log Mr).  An example is shown in Fig.
3-10.  Again, the molecular mass of the protein under
investigation is estimated by comparison of its rate of
migration with that of a series of marker proteins.195,198

3.  Mass Spectrometry

Mass spectrometry has played a role in bio-
chemistry since the early 1940s when it was introduced
for use in following isotopic labels during metabo-
lism.199–200c  However, it was not until the 1990s that
suitable commercial instruments were developed to
permit mass spectrometry using  two new methods
of ionization.  The techniques are called  matrix-
assisted laser desorption / ionization time-of-flight
(MALDI-TOF) and electrospray ionization (ESI)
mass spectrometry.

In the MALDI technique a pulsed laser beam
strikes a solid sample and heats, vaporizes, and ionizes
compounds with little decomposition.201– 209  Proteins
or other biopolymers are mixed with a “matrix” that
absorbs the heat of the laser beam.  The protein sample
together with the matrix is dried.  Most proteins form
crystals and the laser beam is directed toward individ-
ual protein crystals or aggregates.  Various materials
are used for the matrix.  Compounds as simple as
glycerol, succinic acid, or urea can be used with an
infrared laser.  For proteins an ultraviolet nitrogen
laser tuned to 337 nm is usually employed with an
ultraviolet light-absorbing matrix such as hydroxy-
benzoic acid, 2,5-dihydroxybenzoic acid, α-hydroxy-

2.  Gel Filtration and Gel Electrophoresis

Several newer methods of molecular mass deter-
mination were developed in the 1960s–1980s.  One is
gel filtration.  A column of gel beads such as Sephadex
is prepared carefully and is calibrated by passing a
series of protein solutions through it.  The volume Ve
at which a protein peak emerges from the column can
be expressed as the sum of two terms (Eq. 3-19) in

which Vo is the void volume, i.e., the elution volume
that is observed for very large particles that are com-
pletely excluded from the gel, and Vi is the internal
volume within the beads of gel.  The value of σ is
inversely related to the diffusion constant D, which
for a spherical particle D is related by Eq. 3-20 to the
Stokes radius rh.  This equation comes directly from
Eqs. 3-16 and 3-14.

V V Ve o i= + σ (3-19)

(3-20)
r

k T

D
h

B=
6πη

σ = +a bhlog r (3-21)

Figure 3-8 Plots of the logarithm of the sedimentation
constant s against the logarithm of the molecular weight for
a series of proteins and nucleic acids:  (    ) globular proteins,
(   ) RNA, and (   ) DNA.  Proteins include a lipase (milk),
cytochrome c, ribonuclease (pancreatic), lysozyme (egg
white), follicle-stimulating hormone, bacterial proteases,
human hemoglobin, prothrombin (bovine), malate dehydro-
genase, γ-globulin (horse), tryptophanase (E. coli), glutamate
dehydrogenase (chicken), and cytochrome a. Double-
stranded DNA molecules are those of bacteriophage φX174
(replicative form), T7, λb2, T2, and T4, and that of a papilloma
virus.  The RNA molecules are tRNA, rRNA, and mRNA of
E. coli, and that of turnip yellow mosaic virus.190a,191a
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cinnamic acid, or sinapinic acid (Chapter 25).  The
matrix ionizes, desorbs from the surface, and transfers
energy to the crystalline protein, causing it to ionize
and desorb from the surface.  Oligosaccharides and
oligonucleotides can be ionized in a similar way.

MALDI spectra are relatively simple (Fig. 3-11),
often containing a single major peak corresponding to
the singly charged molecular ion [M + H]+ of mass m + 1
and perhaps a doubly charged molecular ion [M + 2H]2+

of mass (m + 2)/2.  For oligomeric proteins the major
peak is often that of the monomer with weaker peaks
for oligomers.  The instrument can also be adjusted to
generate negative ions whose detection is useful for
study of phosphorylated peptides, many oligosaccha-
rides, and oligonucleotides.  With a TOF spectrometer
there is no upper limit to the mass range and masses
of over 100 kDa can be measured to about ± 0.1%.
Femtomole quantities can be detected.

The MALDI method is especially useful for complex
mixtures of peptides and can be utilized in peptide
sequencing.  The technique is also appropriate for
studying mixtures of glycoproteins.  Negative-ion
MALDI can be applied to oligonucleotide mixtures.
Further improvements in resolution in both MALDI
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Figure 3-9  Elution volume of various proteins on a column of Sephadex G-200 as a function of molecular mass.  The right-
hand vertical axis shows the ratio of the elution volumes to that of blue dextran, a high-molecular-mass polysaccharide that is
excluded from the internal volume.  After Andrews.193

Figure 3-10  Estimation of the molecular mass of the poly-
peptide chain of the nitrogenase Fe-protein using SDS-poly-
acrylamide electrophoresis; from a set of four standard
curves.  The marker proteins are (1) catalase, (2) fumarase,
(3) aldolase, (4) glyceraldehyde-phosphate dehydrogenase,
(5) α-chymotrypsinogen A, and (6) myoglobin.  (ο) indicates
position of azoferredoxin.  From Nakos and Mortenson.195
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and ESI methods are anticipated as a result of develope-
ment of Fourier transform mass spectrometers.202

In ESI mass spectrometry201,203 – 205,210 – 213 the sample,
dissolved in an appropriate solvent (usually a 50:50
mixture of methanol and water for proteins), is infused
directly into the ionization chamber of the spectrometer
through a fused silica capillary.  At the end of the capil-
lary the solution is subjected to electrical stress created

by a voltage difference of about 5 kV between the elec-
trospray needle and the sampling orifice (the counter-
electrode).  The process results in the formation of
singly and / or multiply charged molecular ions which
are guided into the analyzer for mass analysis.  For
proteins every arginine, lysine, and histidine may bind
a hydrogen ion to form a variety of positive ions. A
100-kDa protein may easily bind 100 protons bringing
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Figure 3-11  Matrix-assisted laser
desorption / ionization time-of-
flight (MALDI-TOF) mass spec-
trum of bovine erythrocyte Cu-Zn
superoxide dismutase averaged
over ten shots with background
smoothing.  One-half µl of solution
containing 10 pmol of the enzyme
in 5 mM ammonium bicarbonate
was mixed with 0.5 µl of 50 mM α-
cyanohydroxycinnamic acid
dissolved in 30% (v / v) of acetoni-
trile-0.1% (v / v) of trifluoroacetic
acid.  The mixture was dried at 37°
C before analysis.  The spectrum
shows a dimer of molecular mass
of 31,388 Da, singly charged and
doubly charged molecular ions at
15,716, and 7870 Da, respectively.
The unidentified ion at mass
8095.6 may represent an adduct of
the matrix with the doubly
charged molecular ion.  Courtesy
of Louisa Tabatabai.

Figure 3-12 Positive
ion electrospray mass
spectrum of horse
apomyoglobin (Mr
16,950.4).  The net
charge on each ion as
well as the mass to
charge ratio m/z is
indicated at the top of
each peak.  The inset
shows a computer
“deconvolution” of the
spectrum with the
calculated value of
molecular mass.  Cour-
tesy of Kamel Harrata.
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linkages must be broken even to get the protein into
solution.  Oxidation with performic acid (Eq. 3-22) has
been used on ribonuclease but is not often employed
because the performic acid also oxidizes tryptophan
residues.

Reduction by dithiothreitol or dithioerythritol
(Eq. 3-23) is usually successful.

Upon oxidation these dithiols cyclize to form stable
disulfides, driving the reaction to completion.  These
same compounds are also widely used to protect SH
groups in enzymes against accidental oxidation by
oxygen and to dissolve highly crosslinked insoluble
proteins.   Mercaptoethanol, HS – CH2– CH2– OH, may
be used for the same purposes but requires higher
concentrations and has a disagreeable odor.

Once cleaved, disulfide bridges may be prevented
from reforming by conversion of the resulting thiol
groups to stable derivatives, e.g., with iodoacetate and
iodacetamide (Eq. 3-24).

A better reagent is acrylonitrile (Eq. 3-25).

D.  Determining Amino Acid Composition and Sequence

the m/z ratio for the fully charged protein to 1000,
well below the maximum m/z ratio of ~ 2400 for a
typical quadrupole mass spectrometer.  Since not all
basic groups are protonated the spectra consist of
families of peaks of differing m/z (Fig. 3-12).  For a
single pure protein the molecular mass can be calculated
from the ratio of m/z values from any pair of adjacent
peaks.  It is better, especially if there is a mixture of
proteins, to use a computer to extract Mr.214  The accu-
racy can be quite high, typically ± 0.01%: one mass unit
in 10,000.

Some complexity arises from the fact that each
carbon atom in a protein contains about 1% of 13C.
This means that for a protein of mass > 10 kDa there
will be a confusing array of peaks in the mass spectrum
and it may be difficult to pick out the relatively minor
“monoisotopic” peak that arises from molecules con-
taining only 12C, 1H, 14N, 16O, and 32S.  In fact, the peak
representing the most abundant mass will be a few
mass units higher than the monoisotopic peak.215,216

(see Study Question 15).  New computer programs
have been devised to assist in the analysis. Use of 13C
and 15N-depleted nutrients also extends the applica-
bility of mass spectrometry.217

Electrospray mass spectrometry utilizes a soft
ionization technique at nearly atmospheric pressure.
As a result, intact molecular ions are formed in high
yield.  The instrument can be interfaced readily to
HPLC or capillary electrophoresis columns and sub-
femtomole amounts of proteins can be detected.  A
disadvantage is that salt concentrations must be kept
low (< mM) and that the protein tends to bind Na+, K+,
and anions that may confuse interpretation of spectra.

D.  Determining Amino Acid Composition and
Sequence

When they are first isolated, proteins are usually
characterized by Mr, isoelectric point, and other easily
measured properties.  Among these is the amino acid
composition112 which can be determined by completely
hydrolyzing the protein to the free amino acids.  Later,
it is important to establish the primary structure or
amino acid sequence.51  This has been accomplished
traditionally by cutting the peptide chain into smaller
pieces that can be characterized easily.  However, most
protein sequences are now deduced initially from the
corresponding DNA sequences, but further chemical
characterization is often needed.

1.  Cleavage of Disulfide Bridges

Before a polypeptide chain can be degraded it is
usually necessary to break any disulfide bridges.218– 220

For some proteins such as the keratins of hair, these
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BOX 3-D  THE PROTEOME

The ability to separate rapidly and detect
minute amounts of proteins has spawned a new
concept:  The proteome is envisioned as a record
of all proteins being actively synthesized by a cell
– or of all genes being actively “expressed.”a– c

The concept evolved from efforts to automate the
cataloging of spots on two-dimensional gels such
as that shown in Box 3-B where each spot repre-
sents a single protein.  The ability to unambigu-
ously identify the spots by mass spectroscopy has
brought new optimism to the attempt to use gels
automatically to analyze all of the proteins
formed by a cell.a,c  The methods are potentially
very important to developing new diagnostic
procedures for human medicine.  Watching
changes in the proteome, including posttransla-
tional modifications in proteins, as cells develop
and grow will provide new insights into bio-
chemical regulation.

A similar concept is that of a complete tran-
scriptional map, a record of all of the different
RNA molecules being synthesized by a cell.d,e

These include many different mRNAs, each of
which may give rise to more than one protein, as
well as many RNAs with other functions.

a Kahn, P. (1995) Science 270, 369 – 370
b Swinbanks, D. (1995) Nature (London) 378, 653
c Shevchenko, A., Jensen, O. N., Podtelejnikov, A. V., Sagliocco,

F., Wilm, M., Vorm, O., Mortensen, P., Shevchenko.A,
Boucherie, H., and Mann, M. (1996) Proc. Natl. Acad. Sci.
U.S.A. 93, 14440– 14445

d Richard, G.-F., Fairhead, C., and Dujon, B. (1997) J. Mol. Biol.
268, 303 –321

e Schena, M., Shalon, D., Heller, R., Chai, A., Brown, P. O., and
Davis, R. W. (1996) Proc. Natl. Acad. Sci. U.S.A. 93, 10614–
10619

In modern sequencing methods vinylpyridine,
which reacts in a similar way, is often used.  It can be
detected during amino acid analysis or sequencing
after derivatization with phenylisothiocyanate (Eq. 3-30).

2.  Hydrolysis and Other Chain Cleavage
Reactions

Most biopolymers are inherently unstable with
respect to cleavage to monomer units by reaction with
water.  Hydrolysis can be catalyzed by protons, by
hydroxyl ions, or by the protein-hydrolyzing enzymes
that are discussed in Chapter 12.  Complete hydrolysis
of proteins is usually accomplished by heating under
nitrogen with 6 M HCl at 150°C for 65 min.  Some
amino acids, especially tryptophan, are destroyed
and the amides in the side chains of asparagine and
glutamine are converted to the free acids.  Some pep-
tide linkages such as Val-Val are very resistant and
tend to be incompletely hydrolyzed.  No procedure
has been found which gives the ideal complete hydro-
lysis.  Use of 4 M methanesulfonic acid containing
3-(2-aminoethyl)indole instead of 6 M HCl gives less
decomposition of tryptophan.221  Base-catalyzed hydro-
lysis of proteins also gives good yields of tryptophan
but causes extensive racemization of amino acids.222

Complete enzymatic digestion of proteins can be
accomplished with a mixture of enzymes including
proteases produced by fungi (Pronase).  However, the
enzymes attack each other, making quantitative analy-
sis difficult.  The problem can be circumvented by
immobilizing the hydrolytic enzymes in a column of
agarose gel.  The protein to be hydrolyzed
is passed through the gel and the constituent amino
acids emerge from the bottom of the column.223,224

Selective enzymatic hydrolysis.  The traditional
strategy in sequence determination is to cut protein
chains into smaller pieces which can be separated by
chromatography or electrophoresis and sequenced
individually.  Enzymatic cleavage is especially useful
because of its specificity.  Trypsin, a so-called endo-

P CH2 S CH2 CH2 CN

P CH2 SH

H2C CH CN
Acrylonitrile

(3-25)

H2C CH N

Vinylpyridine

peptidase, cleaves peptide chains at a rapid rate only
if the carbonyl group of the amide linkage cleaved is
contributed by one of the basic amino acids lysine,
arginine, or aminoethylcysteine (see Fig. 12-10).  If the
protein is treated with maleic anhydride (Eq. 3-26),
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the lysine residues are protected and trypsin will
cleave only at the Arg-X positions.  If the resultant
peptides are separated and held at pH 3.5 overnight,
the blocking groups are hydrolyzed off and a second
trypsin treatment can be used to cleave at the Lys-X
positions.225   The number of cleavage sites for trypsin
can be increased by converting an – SH group to a
positively charged one by aminoethylation (Eq. 3-27).226

The reaction can be accomplished either with ethyl-
eneimine (caution: carcinogen) as shown in this equa-
tion or by bromoethylamine, which eliminates Br – to
form ethyleneimine.

Because of its specificity for basic residues, trypsin
converts a protein into a relatively small number of
tryptic peptides which may be separated and charac-
terized.  Trypsin acts primarily on denaturated proteins,
and to obtain good results the disulfide bridges must
be broken first.  Chymotrypsin is less specific than
trypsin and pepsin is even less specific (Table 3-2).
Nevertheless, they can be used to cut a peptide chain
into smaller fragments whose sequences can be deter-
mined.  To establish the complete amino acid sequence

CH2 SH CH2 NH2

CH2

CH2 S CH2CH2NH3

+ +

+ (3-27)

for a protein, “overlapping” peptide fragments must
be found that contain sequences from ends of two
different tryptic fragments.  In this way the tryptic
peptides can be placed in the order in which they
occurred in  the native protein.  This tedious procedure
is rarely used today.  Peptide sequencing is still impor-
tant but is usually coordinated with gene sequencing,
X-ray structure determination, or mass spectroscopy
which minimize the need for overlapping fragments.

While trypsin cuts the peptide linkages Lys-X and
Arg-X, a fungal protease cleaves only X-Lys.227  A pro-
tease from the submaxillary glands of mice cleaves
only Arg-X,228 one from Staphylococcus specifically at
Glu-X,229,230 and one from kidneys at Pro-X.231

Several enzymes catalyze stepwise removal of
amino acids from one or the other end of a peptide
chain. Carboxypeptidases232 remove amino acids
from the carboxyl-terminal end, while aminopeptidases
attack the opposite end.  Using chromatographic
methods, the amino acids released by these enzymes
may be examined at various times and some idea of
the sequence of amino acids at the chain ends may be
obtained.  A dipeptidyl aminopeptidase from bovine
spleen cuts dipeptides one at a time from the amino
terminus of a chain.  These can be converted to volatile
trimethylsilyl derivatives and identified by mass spec-
trometry.233  If the chain is shortened by one residue
using the Edman degradation (Section 3) and the
dipeptidyl aminopeptidase is again used, a different
set of dipeptides that overlaps the first will be obtained
and a sequence can be deduced.  Carboxypeptidase Y
can be used with MALDI mass spectrometry to deduce

the C-terminal amino acid sequence
for a peptide.  However, Ile and Leu
cannot be distinquished.

Nonenzymatic cleavages. Of
the various nonenzymatic methods
that have been proposed, one has
been outstandingly useful.  Cyano-
gen bromide, N ≡ C – Br, cleaves pep-
tide chains adjacent to methionine
residues.  The sulfur of methionine
displaces the bromide ion (Eq. 3-28)
and because of a favorable spatial
relationship, the resulting sulfonium
compound undergoes C – S bond
cleavage through participation of the
adjacent peptide group (Eq. 3-28,
step b).  The C = N of the product is
then hydrolyzed with cleavage of
the peptide chain in step c.

The linkage Asp-Gly can often
be cleaved specifically by treatment
with hydroxylamine at high pH.195

Procedures for specific cleavage of
tryptophanyl bonds have been de-

D.  Determining Amino Acid Composition and Sequence

TABLE 3-2
Specificities of Commonly Used Protein-Hydrolyzing Enzymes

Trypsin Lys-X, Arg-X X not Pro

Chymotrypsin
rapidly: Phe-X, Tyr-X, Trp-X X not Pro
slowly: Y-X X not Pro

Y=Leu, Asn, Gln, His, Met, Ser, Thr

Staphylococcus aureus
protease V-8 Glu-X X not Pro

Clostripain Arg-X

Pepsin
preferentially: X-Phe-X, X-Tyr-X, X-Leu-X
less so: X-Ala-X

Thermolysin
rapidly: X-Y

Y=Ile, Leu, Val, Ala, Phe, Met
slowly: X-Y

Y=Tyr, Gly, Thr, Ser
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vised.234  The Asp-Pro linkage is susceptible to cleavage
by trifluoroacetic acid, which is used in the automated
Edman degradation employed in peptide sequencing
(Eq. 3-30).  Cleavage by trifluoroacetic acid can be
used to generate peptides for subsequent sequence
determination.

Separating the peptides.  A procedure that has
been very important in the development of protein
chemistry is peptide mapping or “fingerprinting.”
The procedure begins with cleavage of the disulfide
linkages, denaturation, and digestion with trypsin or
some other protease.  The sizes and amino acid com-
positions of the resulting series of peptides are charac-
teristic of the protein under study.  The mixture of
peptides is placed on a thin layer plate and subjected
to chromatography in one direction, then to electro-
phoresis in the other direction, with the peptides
separating into a characteristic pattern or fingerprint.
Fingerprinting has been especially useful in searching
for small differences in protein structure, for example,
between genetic variants of the same protein (Fig. 7-27).
Currently, the peptides are usually separated on ion
exchange or gel filtration columns, by reversed-phase
HPLC, or by capillary electrophoresis and are then
often passed, in subpicomole amounts, into a mass
spectrometer.176,235,236
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3.  Determining Amino Acid Sequence

The covalent structure of insulin was established
by Frederick Sanger in 1953 after a 10-year effort.  This
was the first protein sequence determination.237,238

Sanger used partial hydrolysis of peptide chains
whose amino groups had been labeled by reaction
with 2,4-dinitrofluorobenzene239 to form shorter end-
labeled fragments.  These were analyzed for their
amino acid composition and labeled and hydrolyzed
again as necessary.  Many peptides had to be analyzed
to deduce the sequence of the 21-residue and 30-
residue chains that are joined by disulfide linkages in
insulin.237,238

The Sanger method is mainly of historic interest,
although end-labeling may still be used for various
purposes.  A more sensitive labeling reagent than was
used by Sanger is dansyl chloride.  It reacts to form a
sulfonamide linkage that is stable to acid hydrolysis
and is brilliantly fluorescent (Eq. 3-29).  The related
reagent dimethylaminoazobenzene-4'-sulfonyl chlo-
ride gives highly colored derivatives easily seen on
thin-layer chromatography plates.240

The Edman degradation. One of the most im-
portant reagents for sequence analysis is phenyl-
isothiocyanate, whose use was developed by P.
Edman.241– 243  This reagent also reacts with the N-
terminal amino group of peptides (Eq. 3-30, step a).
The resulting adduct undergoes cyclization with
cleavage of the peptide linkage (Eq. 3-30, step b) under
acidic conditions.  After rearrangement (step c) the
resulting phenylthiohydantoin of the N-terminal
amino acid can be identified.  The procedure can then
be repeated on the shortened peptide chain to identify
the amino acid residue in the second position.  With
careful work the Edman degradation can be carried
down the chain for several tens of residues.

Ingenious protein sequenators have been de-
vised to carry out the Edman degradation automati-
cally.242,244– 246  Each released phenylthiohydantoin is
then identified by HPLC or other techniques.  Com-
mercial sequenators have often required 5 – 20 nmol of
peptide but new microsequenators can be used with
amounts as low as 5 – 10 picomoles or less.247,248
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Microsequencers permit sequence analysis on minute
amounts of protein.  Microsequencing can be used in
conjunction with two-dimensional electrophoretic
separations of proteins such as that shown in Box 3-C.
The proteins in the polyacrylamide gel are electropho-
retically transferred onto a porous sheet (membrane)
of an inert material such as polyvinyl difluoride.249– 251

After staining, a selected spot is cut out and placed
into the sequencer.  To avoid the problems associated
with blocked N termini, the protein may be treated
with proteases on the membrane and the resulting
peptide fragments may then be separated on a narrow-
bore HPLC column and sequenced.240

Because many proteins are modified at the N ter-
minus, blocking application of the Edman degrada-
tion, it would be useful to have a similar method for
sequencing from the C terminus.  It has been difficult
to devise a suitable strategy, but there has been some
success.252– 254
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Protein sequences from the genes.  Complete
sequences of large numbers of genes have been deter-
mined and the corresponding sequences of proteins
can be read directly from those of the corresponding
genes.  One method for sequencing a gene is to isolate
a specific messenger RNA, which does not contain
intervening sequences.  A DNA copy (cDNA) is made
from the mRNA and is used to ascertain the sequence
of the encoded protein.  The genomic DNA is also
often sequenced.  Introns are recognized by the nucle-
otide sequences at their ends and the correct amino
acid sequence for the encoded protein is deduced.

In many instances, however, a gene can be identi-
fied only after part of the protein, often an N-terminal
portion has been sequenced.  This knowledge permits
synthesis of an oligonucleotide probe that can be
used to locate the gene (Chapter 5).  Nucleotide se-
quences can be verified by comparison with sequences
of tryptic or other fragments of a protein.  Similarly,
protein sequences are often checked by sequencing
the corresponding genes as well as by study of X-ray
structures.  Substantial numbers of errors are made in
sequencing of both DNA and protein so that checking
is important.

Mass spectrometry in sequencing. Proteins can
also be sequenced by mass spectrometry or by a com-
bination of Edman degradation and mass spectrome-
try.213,255,255a  Until recently the peptides had to be con-
verted to volatile derivatives by extensive methylation
and acetylation or by other procedures.  However,
newer ionization methods including MALDI (Fig. 3-11)
and ESI (Fig. 3-12) have made it possible to obtain
mass spectra on unmodified peptides.  In one proce-
dure a nonspecific protease cleaves a peptide chain
into a mixture of small oligopeptides which are sepa-
rated by HPLC into 20 – 40 fractions, each of which
may contain 10 – 15 peptides but which can be sent
directly into the ionization chamber of the mass spec-
trometer.256  Peptides can be generated from a protein
using immobilized enzymes, separated on a chromato-
graphic column, and introduced sequentially into the
mass spectrometer.  Examination of peptide mixtures
by mass spectrometry provides a way of verifying
sequences deduced from DNA sequencing.257  Mass
spectrometry is also used widely to study covalently
modified proteins.173,216,257a,257b  As a rule, these cannot
be recognized from gene sequences.

4.  Locating Disulfide Bridges

A final step in sequencing is often the location of
S–S bridges.  The reduced and alkylated protein can
be cleaved enzymatically (e.g., with elastase, pepsin,
or thermolysin) to relatively small fragments, each of
which contains no more than one modified cysteine.

(3-30)

D.  Determining Amino Acid Composition and Sequence
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The same enzymatic cleavage can then be applied to
the unreduced enzyme.  Pairs of peptide fragments
remain linked by the S–S bridges.  These crosslinked
pairs can be separated, the disulfide bridges cleaved,
and the resulting peptides identified, each as one of
the already sequenced fragments.  Mass spectrometry
provides a rapid method for their identification.258

Another elegant way of locating S–S bridges
employs diagonal electrophoresis.  Electrophoresis
of the digest containing the crosslinked pairs is con-
ducted in one direction on a sheet of filter paper.  Then
the paper is exposed to performic acid vapor to cleave
the bridges according to Eq. 3-22 and electrophoresis
is conducted in the second direction and the paper is
sprayed with ninhydrin.  The spots falling off the
diagonal are those that participated in S–S bridge
formation.  They can be associated in pairs from  their
positions on the paper and can be identified with
peptides characterized during standard sequencing
procedures.259

Diagonal electrophoresis and its relative diagonal
chromatography are useful for other purposes as well.
After electrophoresis or chromatography is conducted
in one direction, the paper or thin-layer plate may be
sprayed with a reagent that will react with some com-
ponents or may be irradiated with light before the sepa-
ration is repeated in the second direction (Fig. 3-5).102,260

5.  Detecting Products

Important to almost all biochemical activity is the
ability to detect, and to measure quantitatively, tiny
amounts of specific compounds. “Color reagents,”
which develop characteristic colors with specific com-
pounds, are especially popular.  For example, ninhy-
drin (Box 3-E) can be used as a “spray reagent” to
detect a small fraction of a micromole of an amino acid
or peptide in a spot on a chromatogram.  It can also be
used for a quantitative determination, the color being
developed in a solution.  More sensitive than absorp-
tion of light (color) is fluorescence.  Fluorescamine
(Eq. 3-31) reacts with any primary amine to form a
highly fluorescent product.  As little as 50 pmol of
amino acid can be determined quantitatively.261  A
yet more sensitive fluorogenic reagent for detection
of amino acids, peptides, and amines of all types is
o-phthaldialdehyde.262,263

Reaction with naphthalene 2,3-dicarboxaldehyde (Eq.
3-32) increases the limit of detection 100-fold or
more.264

Detection of proteins on thin-layer plates, gel slabs,
or membranes is often accomplished by staining with
a dye,265– 267 the most widely used being Coomassie
brilliant blue.268  Various silver-containing stains may
also be used.  After separation of a protein mixture by
electrophoresis and transfer to an inert membrane,
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BOX 3-E  NINHYDRIN

Ninhydrin (1,2,3-indantrione monohydrate)
forms Schiff bases (ketimines) with amino acids.
These react in ways similar to those of Schiff bases
of pyridoxal phosphate (Chapter 14).  Decarboxyla-
tion of the ketimines followed by hydrolysis of the
resulting aldimines yields an intermediate amine
that can couple with a second molecule of ninhydrin
to form a characteristic purple color.a,b First reported
by Ruhemann in 1910, the intermediate amine can
also be hydrolyzed to free ammonia.  Therefore, to
ensure maximum color yield ninhydrin solutions for
quantitative analysis usually contain reduced
ninhydrin, which can react with free NH3 and
ninhydrin to form Ruhemann’s purple (see scheme).
The reaction has been widely used in chromatogra-
phy and in quantitative amino acid analysis and
also as a convenient spray reagent for paper and
thin-layer chromatography.  While α-amino acids
react most readily, primary amines and peptides
also form Ruhemann’s purple.  In these cases a
proton rather than CO2 is lost from the ketimine.
When pyridoxamine (Chapter 14) on chromato-
grams reacts, a bright orange product, presumably
the aldimine, appears.  Secondary amines, such as
proline, give a yellow color.

Both the ninhydrin reaction and pyridoxal
phosphate-catalyzed decarboxylation of amino acids
(Chapter 14) are examples of the Strecker degrada-
tion.  Strecker reported in 1862 that alloxan causes
the decarboxylation of alanine to acetaldehyde, CO2,
and ammonia.c

Many other carboxyl compounds, e.g., those of the
general structure

and p-nitrosalicylaldehyde also cause the Strecker
degradation.d
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b Friedman, M., and Williams, L. D. (1974) Bioorg. Chem. 3,
267– 280

c Strecker, A. (1862) Annalen 123, 363– 365
d Schonberg, A., and Moubacher, R. (1952) Chem. Rev. 50, 261 –
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BOX 3-F  BIOSENSORS AND ELECTRONIC NOSES

the resulting protein “blots” can be stained with spe-
cific antibodies.269,270  Flame ionization detectors can
measure as little as a few picomoles of almost any
substance leaving a vapor-phase chromatographic
column.  The importance of developing new, more
sensitive analytical methods by which the quantity of
material investigated can be scaled down can hardly
be overemphasized.  Increasingly sensitive methods
of detection, including mass spectrometry, now permit
measurement of fmol (10–15 mol) quantities in some
cases.  With this ability the output of neurotransmitters
from a single neuron in the brain can be measured and
the contents of single cells can be analyzed.

6.  Absorption of Light

Side chains of the three aromatic amino acids
phenylalanine, tyrosine, and tryptophan absorb ultra-
violet light in the 240- to 300-nm region, while histidine
and cystine absorb to a lesser extent.  Figure 3-13 shows
the absorption spectrum of a “reference compound”
for tyrosine.  There are three major absorption bands,
the first one at 275 nm being a contributor to the well-

known 280-nm absorption band of proteins.  There
is a much stronger absorption band at about 240 nm.
Sensitive methods for estimating protein concentration
depend upon the measurement of this absorption
together with that from other side chains at around 280
or 230 nm.13,271 – 274  There is an even stronger absorption
band at 192 nm.  However, at these wavelengths even
air absorbs light and experimental difficulties are
extreme.  At 280 nm, and even more at 230 nm, it is
easy to contaminate samples with traces of light-
absorbing material invisible to the eye.  Therefore,
most estimations of protein concentration from light
absorption depend upon the 280-nm band.

Figure 3-14 shows the spectra of N-acetyl ethyl
esters of all three of the aromatic amino acids and of
cystine.  To a first approximation, the absorption spec-
tra of proteins can be regarded as a summation of the
spectra of the component amino acids.  However, the
absorption bands of some residues, particularly of
tyrosine and tryptophan, are shifted to longer wave-
lengths than those of the reference compounds in
water.  This is presumably a result of being located
within nonpolar regions of the protein.  Notice that the
spectra for tyrosine, phenylalanine, and cystine in Fig.

A new approach to detection of molecules of
biological interest is the development of biosensors.
These are small devices that detect the binding of
specific molecules to a receptor which is in intimate
contact with a specially prepared surface that serves
as a transducer.  The receptor might be a layer of
enzyme, antibody, hormone receptor, lectin, or
oligonucleotide.  Binding of substrate, antigen,
hormone, sugar, or complementary polynucleotide
strand, respectively, induces a response consisting
of some kind of electrical or optical signal.a– d  If the
sensor is constructed on a semiconductor chip
changes in an imposed potential difference may be
detected.a,e  However, changes in optical properties
are more often observed.  Fluorescence of dyes
incorporated into the tranducing layer may be
induced by binding of a molecule to a protein that
undergoes an allosteric modification (see Chapter
9).f  Many biosensors measure surface plasmon
resonance, a change in the evanescent wave that
develops in a surface when a light beam at the angle
of total reflectance strikes the surface.  This induces
a change in the dielectric constant which can be
measured.f– m   Biosensors are used to estimate
binding constants and also rate constants.  However,
read the article by Schuck and Miltonm for tests of
the validity of kinetic data.  Biosensors can serve as
“electronic noses.”  One possible application is in

the analysis of compounds in human breath as an
aid to medical diagnosis.  Over 400 volatile organic
compounds have been identified in breath using gas
chromatography and mass spectrometry.n

a Briggs, J. (1987) Nature (London) 329, 565 – 566
b Zurer, P. (1997) Chem. Eng. News September 15, 7
c Kress-Rogers, E., ed. (1997) Handbook of Biosensors and Electronic

Noses: Medicine, Food, and the Environment, CRC Press, Boca
Raton, Florida

d Cunningham, A. J. (1998) Introduction to Bioanalytical Sensors,
Wiley, New York

e McConnell, H. M., Owicki, J. C., Parce, J. W., Miller, D. L.,
Baxter, G. T., Wada, H. G., and Pitchford, S. (1992) Science 257,
1906– 1912

f Marvin, J. S., Corcoran, E. E., Hattangadi, N. A., Zhang, J. V.,
Gere, S. A., and Hellinga, H. W. (1997) Proc. Natl. Acad. Sci.
U.S.A. 94, 4366 – 4371

g Raether, H. (1988) Surface Plasmons, Springer Tracts in Modern
Physics, Vol. 111, Springer-Verlag, Berlin

h Peterlinz, K. A., Georgiadis, R. M., Herne, T. M., and Tarlov, M.
J. (1997) J. Am. Chem. Soc. 119, 3401– 3402

i Hendrix, M., Priestley, E. S., Joyce, G. F., and Wong, C.-H.
(1997) J. Am. Chem. Soc. 119, 3641– 3648

j Salamon, Z., Brown, M. F., and Tollin, G. (1999) Trends Biochem.
Sci. 24, 213 – 219

k Chao, H., Houston, M. E., Jr., Grothe, S., Kay, C. M., O’Connor-
McCourt, M., Irvin, R. T., and Hodges, R. S. (1996) Biochemistry
35, 12175 – 12185

l McNally, A. J., Mattsson, L., and Jordan, F. (1995) J. Biol. Chem.
270, 19744 – 19751

m Schuck, P., and Minton, A. P. (1996) Trends Biochem. Sci. 21, 458 –
460

o Phillips, M. (1992) Sci. Am. 267(July), 74 – 79
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Figure 3-13 The absorption spectrum of N-acetyltyrosine ethyl ester in an aqueous
phosphate buffer of pH 6.8.   Absorbance (as molar extinction coefficient, Eq. 23-5) is
plotted against increasing energy of light quanta in units of wave number.  The more
commonly used wavelength scale is also given.  Spectra are most often presented with
the low wavelength side to the left.  In the convention adopted here the energy of a
quantum increases to the right.  There are three π – π* electronic transitions that give rise
to absorption bands of increasing intensity.  The third π – π* transition of the aromatic
ring is at ~ 52,000 cm–1 (192 nm) and reaches a molar extinction coefficient of ~ 40,000.
The n – π* and π – π* transitions of the amide group in this compound also contribute to
the high energy end of the spectrum  (see Chapter 23 for further discussion).
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3-14 have been multiplied by factors of 2 to 20.  It is
evident that if all of the light-absorbing side chains
were present in equal numbers tryptophan would
dominate the absorption band and that phenylalanine
would contribute little except some small wiggles.
The molar extinction coefficient ε can be estimated

from the numbers of residues of each type per mole-
cule as follows:274

ε280 (M–1cm–1) = 5500 (no. Trp) + 1490 (no. Tyr) +
125 (no. cystine)

For proteins of unknown composition, a useful ap-
proximation is that a solution containing 1 mg / ml of
protein has an absorbance at 280 nm of about 1.0.

E.  Quantitative Determinations and
Modification Reactions of Side Chain
Groups

The functional groups present in the side chains
of proteins include – NH2, – SH, S — S, – OH, – COO –,
the imidazole group of histidine, the guanidine group
of arginine, the phenolic group of tyrosine, the indole
ring of tryptophan, and the – S – CH3 group of methio-
nine.  These are able to enter into a great variety of
chemical reactions, most of which make use of the
nucleophilic properties of these groups.  The reactions
are most often those of nucleophilic addition or nu-
cleophilic displacement.  The basic chemistry of these
reactions often parallels biochemical reactions that are
discussed in Chapters 12 and 13.  In many instances,
the reactions are nonspecific; amino, thiol, and hydroxyl
groups may all react with the same reagent.  The use-
fulness of the reactions depends to a large extent on
the discovery of conditions under which there is some
selectivity.  It is also important that the reactions be
complete.  Only a few reactions will be considered here;
these and others have been reviewed by Glazer et al.225,275

1.  Reactions of Amino Groups

The numerous amino groups of lysine residues
and of the N termini of peptide chains usually pro-

Figure 3-14  The spectra of the first electronic transitions of
the N-acetyl derivatives of the ethyl esters of phenylalanine,
tyrosine, and tryptophan together with that of the dimethyl
ester of cystine in methanol at 25°C.  The spectra for the Tyr,
Phe, and cystine derivatives have been multiplied by the
factors given on the graph.272
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trude into the aqueous surroundings of a protein.
Chemical modification can be done in such a way as
to preserve the net positive charge which amino groups
carry at most pH values, to eliminate the positive
charge leaving a neutral side chain, or to alter the charge
to a negative value.  Alterations of these charges can
greatly affect interactions of the protein molecules
with each other and with other substances.

Amino groups react reversibly with carbonyl
compounds to form Schiff bases.275– 277  Reduction of
the latter by sodium borohydride or sodium cyano-
borohydride causes an irreversible change (Eq. 3-34,
steps a and b).  Cyanoborohydride is specific for Schiff
bases and does not reduce the carbonyl compound.
However, side products may cause problems.277,278

Depending upon which carbonyl compound is used,
the net positive charge on the amino group may be
retained or it may be replaced with a different charge
by this “reductive alkylation” sequence.  Formalde-
hyde will react according to Eq. 3-34 in two steps to
give a dimethyl amino group with no change of net
charge.279 Pyridoxal phosphate (Chapter 14) is con-
verted by Eq. 3-34 into a fluorescent label.  With a
limited amount of pyridoxal phosphate only one or
a few lysine residues may be labeled, often at active
centers of enzymes.  Schiff bases formed from glycer-
aldehyde in Eq. 3-34 can undergo the Amadori rear-
rangement (Eq. 4-8) to form stable products which,
however, can be reconverted to the original amino
groups upon acid hydrolysis.  The borohydride reduc-
tion product of Eq. 3-34 with glyceraldehyde can be
reconverted to the original amine by periodate oxida-
tion (Eq. 4-11).277
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Another addition reaction of amino groups is
carbamoylation with sodium cyanate (Eq. 3-35).  A
displacement reaction by an amino group on an acid

anhydride such as acetic anhydride (Eq. 3-36) leads to
acylation, a nonspecific reaction which is also under-
gone by thiol, hydroxyl, and other groups.  When
acetic anhydride is used, the net positive charge of an

amino group is lost.  However, the product obtained
with succinic anhydride or maleic anhydride (Eq. 3-26)
carries a negative charge.  In the latter case, the modifi-
cation can readily be reversed by altering the pH.

Both amidination (Eq. 3-37) and guanidination
(Eq. 3-38) lead to retention of the positive charge.
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Bifunctional imidoesters such as dimethylsuberimidate
may be used to establish whether or not two different
proteins or subunits are close together in a complex or
in a supramolecular structure such as a membrane or
ribosome.

Another useful reaction of amino side chains is that
with dansyl chloride (Eq. 3-29).  Many lysine deriva-
tives can be determined quantitatively by amino acid
analysis.280

2.  Reactions of SH Groups

In addition to the alkylation with iodoacetate (Eq.
3-24), sulfhydryl groups can react with N-ethylmale-
imide (Eq. 3-39).281  This reaction blocks the SH groups
irreversibly and has often been used in attempts to
establish whether or not a thiol group plays a role in
the functioning of a protein.  Loss of function in the

presence of this “sulfhydryl reagent” may mean that
an SH group has an essential role or it could be a result
of the bulk of the group added.  The N-ethylmaleimide
group is large and could prevent proper contact between
an enzyme and substrate or between two proteins.  To
avoid the possible effect of excessive bulk, it is useful
to convert the SH to the small thiocyanate group – SCN
(Eq. 3-40).282

Ellman’s reagent 5,5'-dithiobis(2-nitrobenzoic acid;
DTNB) reacts quantitatively with – SH groups (Eq. 3-41)
to form mixed disulfides with release of a thiolate anion
that absorbs light at 412 nm with a molar extinction

H3C O C (CH2)6

NH2

C O CH3

NH2

Dimethylsuberimidate

+ +

coefficient of 14,150 M–1 cm–1.283  While DTNB has
been widely used to determine the content of – SH
groups in proteins, there are some disadvantages.

Pyridyldisulfides such as 2-pyridyldisulfide or the
isomeric 4-pyridyldisulfide react more completely and
with greater selectivity.281

Thiol groups have a high affinity for mercury
ions including organic mercury derivatives, which
are widely used in the determination of protein struc-
tures by X-ray crystallography (Section F).  Titration
of SH groups in proteins is often accomplished with
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p-mercuribenzoate (Eq. 3-42).  The reaction may be
followed spectrophotometrically at 250 – 255 nm, a region
in which the mercaptide product absorbs strongly.

3.  Reactions of Other Side Chains

There are no highly selective reactions for –OH,
–COO–, or imidazole groups.  However, some hydroxyl
groups in active sites of enzymes are unusually reactive
in nucleophilic addition or displacement and can be
modified by acylation, phosphorylation, or in other
ways.  Carboxyl groups, which are exceedingly nu-
merous on protein surfaces, can be modified by treating
with a water-soluble carbodiimide (Eq. 3-10) in the
presence of a high concentration of an amine such as
the ethyl ester of glycine.  The imidazole groups of
residues of histidine can often be selectively destroyed
by dye-sensitized photooxidation (Ch. 12, Section D,5)
or can be acylated with ethoxyformic anhydride.

Compounds with two adjacent carbonyl groups
such as 1,2-cyclohexanedione (Eq. 3-43) react selectively
with guanidinium groups from arginine residues in
proteins.  Under certain conditions the product indi-
cated in Eq. 3-43 predominates.  Related reagents are
derived from camphorquinone.284

The phenolic group of tyrosine undergoes iodina-
tion (Eq. 3-44), acylation, coupling with diazonium
compounds, and other reactions.

The following sparingly soluble chloroamide
together with I– will also iodinate tyrosine and can
be used to incorporate radiolabeled iodine into pro-
teins.285,286

Tetranitromethane reacts slowly with tyrosyl
groups to form 3-nitrotyrosyl groups (Eq. 3-45).  The
by-product nitroform is intensely yellow with ε350 =
14,400.  The reagent also oxidizes SH groups and
reacts with other anionic groups.

Koshland devised the following reagent for the indole
rings of tryptophan residues (Eq. 3-46).

Imidazole, lysine amino groups, and tyrosine
hydroxyl groups react with diethylpyrocarbonate
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be 98% or better for every step.  Even so, it is still
impractical to synthesize very large peptides.  Those
that have been made, such as the hormone insulin and
the enzyme ribonuclease, have been obtained in low
yields and have been difficult to purify.298  It is usually
more practical to obtain large peptides from natural
sources.  It is often practical to clone a suitable piece
of DNA in a bacterial plasmid and to set up biological
production of the desired peptide (Chapter 26).  On
the other hand, for smaller peptides, laboratory syn-
thesis is feasible.  Even for large peptides it is useful
because it permits incorporation of unnatural amino
acids as well as isotopic labels.

The general procedure for making a peptide in
the laboratory is to “block” the amino group of what
will become the N-terminal amino acid with a group
that can be removed later.  The subsequent amino
acid units “activated” at their carboxyl end are then
attached one by one.  The chemical activation is often
accomplished by conversion of the carboxyl group of
the amino acid to an anhydride.  At the end of the
synthesis, the blocking group must be removed from
the N terminus and also from various side chain groups
such as those of cysteine and lysine residues.  In many
respects, this procedure is analogous to the biological
synthesis of proteins whose basic chemistry is dis-
cussed in Chapter 29.

1.  Solid-Phase Peptide Synthesis

Modern methods of peptide synthesis began with
the solid-phase method introduced by Merrifield299

in 1962 (Fig. 3-15).  To begin the synthesis a suitably
protected amino acid is covalently linked to a polysty-
rene bead.  The blocking t-butoxycarbonyl (Boc) group
is removed as isobutene by an elimination reaction to
give a bound amino acid with a free amino group.
This can then be coupled to a second amino acid with
a blocked amino group using dicyclohexylcarbodiimide
(Eq. 3-10).  The removal of the blocking group and
addition of a new amino acid residue can then be
repeated as often as desired.  The completed peptide
is removed from the polystyrene by action of a strong
acid such as HF.

Advantages of the Merrifield procedure are that
the peptide is held tightly and can be washed thor-
oughly at each step.  Problems arise from repeated use
of trifluoroacetic acid and the need to use HF or other
strong acid to cleave the peptide from the matrix and
also to remove blocking benzyl groups that must be
present on many side chain groups.  Newer variations
of the procedure include a more labile linkage to a
polyamide type of polymer and use of blocked amino
acids.297,300–301a  These “active esters” will spontaneously
condense with the free amino group of the growing
peptide and with suitable catalysis will eliminate

(Eq. 3-47) at low enough pH (below 6) that the reaction
becomes quite selective for histidine.70,287  Reactivity
with this reagent is often used as an indication of his-
tidine in a protein.288– 290.  The reaction may be moni-
tored by observation of NMR resonances of imidazole
rings.288,290

The thioether side chains of methionine units in
proteins can be oxidized with hydrogen peroxide to
the corresponding sulfones (Eq. 3-48). They can also
be alkylated, e.g., by CH3I to form R — S+(CH3)2.

4.  Affinity Labeling

To identify groups that are part of or very near to
the active site of a protein, reagents can be designed
that carry a reactive chemical group into the active
site.291  The related photoaffinity labeling292,293 is
also widely used (see also Chapter 23).

F.  Synthesis of Peptides

The synthesis of peptides of known sequence in
the laboratory is extremely important to biochemical
research.  For example, we might want to know how
the effects of a peptide hormone are altered by replace-
ment of one amino acid in a particular position by
another.  The synthetic methods must be precise294– 298

and because there are so many steps the yield should

F.  Synthesis of Peptides
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pentafluorophenol.  The fluorenylmethoxycarbonyl
(Fmoc) blocking group is removed under mildly basic
conditions.  The whole procedure has been automated
in commercially available equipment.

Smaller peptides may be joined to form longer
ones.298  Also useful is enzymatic synthesis.  Protein-
hydrolyzing enzymes under appropriate conditions
will form peptide linkages, for example, joining to-
gether oligopeptides.302,303  Other new methods have
been devised to join unprotected peptides.304,305

Semisynthetic approaches can also be used to place
unnatural amino acids into biologically synthesized
proteins through the use of suppressor transfer RNAs
(Chapter 29).306

2.  Combinatorial Libraries

Many chemists devote all of their efforts to the
synthesis of new compounds, including polypeptides,
that might be useful as drugs.  Traditionally, this has
involved the tedious preparation of a large number of
compounds of related structure which can be checked
individually using various biochemical or biological
tests.  In recent years a new approach using “combina-
torial chemistry” has become very popular and is
continually being adapted for new purposes.307–310

There are several approaches to creating a combinato-
rial library.

In “split synthesis” procedures a solid-phase

Figure 3-15  Procedure for solid-phase peptide synthesis devised by Merrifield.299
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synthesis is conducted on beads.  For example, a family
of peptides, each with the same C terminus, can be
started on a large number of beads.  After the first
amino acid residue is attached the beads are divided
into up to 20 equal portions and different amino acids
are added to each portion.  The beads can then be
mixed and again subdivided.  The third residue will
again contain many different amino acids attached to
each of the different amino acids in the second posi-
tion.  By repeating the procedure again, perhaps for
many steps, a “library” of random peptides with each
bead carrying a single compound will be formed.

To test whether a polypeptide or other compound
carried on a given bead has a derived biological activity,
such as the ability to inhibit a certain enzyme, various
assays that require only one bead can be devised.  How-
ever, if a particular bead carries a compound of inter-
est, how can it be identified?  The bead carries only a
small amount of compound but it may be possible
using microsequencing procedures to identify it.  An
alternative procedure is to use an encoding method to
identify the beads.

An alternative to the “one bead–one peptide”
approach is to incorporate random sequences of a
DNA segment into a gene that can be used to “display”
the corresponding peptide sequence.  This is illustrated
in Fig. 3-16.  A protein segment (which may be a ran-
dom sequence) can be displayed either on the major
coat proteins along the shaft or on the minor coat
proteins at the end of the bacterial virus fd (see Fig. 7-7).
In the case of random insertions, each virus particle
may display a different sequence (as many as 108).
Peptides may be selected by binding to a desired
receptor or monoclonal antibody and the DNA encap-
sulated in the virus particle can be used to produce
more peptides for identification purposes.311 – 316  Many
other ingenious systems for constructing and testing
libraries of peptides317– 320 and other molecules319,321,322

are being devised.  One of these involves a photoli-
thography procedure for immobilizing macromolecules
in a regular addressable array, e.g., in a 0.5-mm check-
erboard pattern, on a flat surface.323,324

G.  Microscopy

The light microscope325 was developed around
1600 but serious studies of cell structure (histology)
did not begin until the 1820s.  By 1890, microscope
lenses had reached a high state of perfection326 but the
attainable resolution was limited by the wavelength of
light.  For 450 nm blue light the limit is about 300 nm
and for ultraviolet light, viewed indirectly, about 200
nm.325,327  By the 1940s the electron microscope with its
far superior resolving power had overshadowed the
light microscope.

For both light and electron microscopy, the prepa-

ration of thin sections of cells is a very important
technique.  Only with very thin sections is the image
sufficiently focused.  However, confocal scanning
optical microscopy, invented in the 1950s but not
used commercially until much later,328,329 provided an
alternative solution to the focusing problem.  A conical
beam of light focused to a point is scanned across the
sample and the transmitted light (or light emitted by
fluorescence) passes through a small “pinhole” aper-
ture located in the primary image plane to a photo-
multiplier tube where its intensity is recorded.  The
illuminating beam is moved to scan the entire field
sequentially.  A series of pinholes in a spinning disk
may accomplish the same result.  The focal plane can

G.  Microscopy

Figure 3-16  Model of bacteriophage fd engineered to
display peptides as inserts in the coat proteins of the virus.
The native virus structure is shown in gray; proteins not
present in the native virus are shown black or green.  Inserted
near the N-termini of some major coat proteins is a 6-residue
peptide.  To one of these peptides a specific Fab antibody
fragment (green) has bound from solution, and a second
Fab is shown nearby.  The N-terminal region of a minor
coat protein at the end of the virion has been engineered to
display a (different) Fab fragment.  Steric constraints are less
stringent for inserts in the minor proteins, but fewer copies
per virion are possible.  Reprinted with permission from
Barbas, et al.313a
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be varied so that an image of a thick object such as a
cell can be optically sectioned into layers of less than 1
µm thickness.  Stereoscopic pairs can also be generated
(Fig. 3-17).330

A newer development in confocal microscopy is
the use of two-photon and three-photon excitation of
the fluorescent molecules that occur naturally within
cells using short pulses of short-wavelength high-
energy laser light.331  Distribution of such compounds
as NADH,332 DNA, and the neurotransmitter seroto-
nin333 can be observed without damaging cells.  Indi-
vidual storage granules, each containing ~ 5 x 108

molecules of serotonin in a concentration of ~ 50 mM,
can be seen.334  Another new instrument, the near-
field scanning optical microscope (NSOM),335,336 is
a lensless instrument in which the illuminating beam
passes through a very small (e.g., 100 nm diameter)
hole in a probe that is scanned in front of the sample.
It may extend the limit of optical microscopy to ~ 1/50
the wavelength of the light.

Since it first became commercially available in
1939, the electron microscope has become one of the
most important tools of cell biology.337,338  The practical
resolution is about 0.4 nm, but recent developments in
scanning electron microscopy have resulted in resolu-
tion of 0.14 nm.339  Of major importance was the devel-
opment around 1950 of microtomes and knives capable
of cutting thin (20 – 200 nm) sections of tissues embed-
ded in plastic.340  A bacterium such as E. coli can be
sliced into as many as 10 thin longitudinal slices (see
Fig. 1-4) and a eukaryotic cell of 10 µm diameter into
100 slices.  Serial sections can be examined to deter-
mine three-dimensional structures.  For some results
see Bubel.341

If a slice of fresh (frozen) tissue is examined directly,
little is seen because most of the atoms found in cells
are of low atomic mass and scatter electrons weakly
and uniformly.  Therefore, thin sections must be
“stained’ with atoms of high atomic mass, e.g., by
treatment with potassium permanganate or osmium
tetroxide.  Tissues must also be “fixed” to prevent
disruption of cell structures during the process of

removal of water and embedding in plastic.  Fixatives
such as formaldehyde react with amino groups and
other groups of proteins and nucleic acids.  Some
proteins are precipitated in place and digestive en-
zymes that otherwise would destroy much of the fine
structure of the cell are inactivated.  Glutaraldehyde
(a five-carbon dialdehyde) is widely used to fix and
crosslink protein molecules in the tissue.  The methods
continue to be improved.342

Small particles, including macromolecules, may
be “shadowed.”  Chromium or platinum can be evap-
orated in a vacuum from an angle onto the surface of
the specimen,  Individual DNA molecules can be
“seen” in this way.343   In fact, only the “shadows”
are seen and they are 2 – 3 times wider than the DNA
molecules.  In the negative contrast method a thin
layer of a solution containing the molecules to be
examined, together with an electron-dense material
such as 1% sodium phosphotungstate, is spread on a
thin carbon support film.  Upon drying, a uniform
electron-dense layer is formed.  Where the protein
molecules lie, the phosphotungstate is excluded, giving
an image of the protein molecule.

Surfaces of cells, slices, or intact bacteria can be
coated with a deposit of platinum or carbon.  The
coating, when removed, provides a “negative” replica
which can be examined in the microscope.  Alterna-
tively, a thin plastic replica can be made and can be
shadowed to reveal topography.  In “freeze fracturing”
and “freeze etching,” fresh tissue, which may contain
glycerol to prevent formation of large ice crystals, is
frozen rapidly.  Such frozen cells can often be revived;
hence, they may be regarded as still alive until the
moment that they are sliced!  The frozen tissue is
placed in a vacuum chamber within which it is sliced
or fractured with a cold knife.  If desired, the sample
can be kept in the vacuum chamber at about –100°C
for a short time, during which some water molecules
evaporate from the surface.  The resultant etching
reveals a fine structure of cell organelles and mem-
branes in sharp relief.  After etching, a suitable replica
is made and examined (Fig. 1-15A and E).  Fracturing

tends to take place through lipid
portions of cell membranes.

Small viruses, bacterial flagella,
ribosomes, and even molecules can
be seen by electron microscopy.
However, to obtain a clear image
in three dimensions requires a
computer-based technique of
image reconstruction or electron
microscope tomography, which
was developed initially by Aaron
Klug and associates.344– 349  A sam-
ple is mounted on a goniometer, a
device that allows an object to be
tilted at exact angles.  Electron

Figure 3-17 Confocal micrograph showing a forty-micrometer stereo slice in
a 90-µm thick section of mouse cerebellum.330  Courtesy of A. Boyde.



131

micrographs are prepared with the sample untilted
and tilted in several directions at various angles, e.g.,
up to 90° in 10° increments.  The micrographs are
digitized and a computer is used to reconstruct a
three-dimensional image.

In electron crystallography350 micrographs of
two-dimensional crystalline arrays of molecules or
larger particles are prepared.  A Fourier transform of
the micrograph gives a diffraction pattern which can
be treated in a manner similar to that usual for X-ray
diffraction to give a three-dimensional image.  An
important milestone in use of this technique was the
determination of the structure of bacteriorhodopsin
(Fig. 23-45) at 0.3-nm resolution.  Bear in mind that
X-ray crystallography can also be viewed as a form of
microscopy.

Invention of the scanning tunneling microscope
(STM) by Binnig and Roher351 – 353 initiated a new revo-
lution in microscopy.  The STM and similar scanned
probe microscopes examine surfaces by moving a fine
probe mounted in a piezoelectric x,y,z-scanner354 across
the surface to be examined.  The tiny tungsten probe
of the STM is so fine that its tip may consist of a single
atom.  When a small voltage is applied a minuscule
quantum mechanical tunnelling current flows across
the small gap between the probe and the surface and a
high-resolution image, sometimes at atomic resolution,
is created from the recorded variation in current.354-359

The STM theoretically responds only to surfaces that
conduct electrons, but nonconducting samples have
been imaged at high humidity; presumably by con-
ductance of electrons or ions through the surface water
layer.  The success of the STM spurred the development
of many other types of scanned probe microscopes.
Among these, the atomic force microscope (AFM;
Fig. 3-18) has been especially useful for biological
materials, including proteins and nucleic acids.  The
AFM moves a fine-tipped stylus directly across the
sample surface or, alternatively, vibrates the probe
above the surface.  The small up-and-down move-
ments of the stylus are recorded359– 366 and thereby
create a topographic or force-field map of the sample.
AFM images contain three-dimensional information
and can be used to view individual molecules (Fig.
3-19).367,367a Chemical force microscopy is sensitive
to adhesion and friction as a function of the interaction
between defined chemical groups on the tip and sam-
ple.368

An emerging field is force spectroscopy, in which
the AFM measures interaction forces between and
within individual molecules.369 – 371a  Under development
are NMR microscopes (Section I).  There is continual
effort to see small objects more directly and more
clearly!

G.  Microscopy

Figure 3-18  Schematic diagram of the atomic force micro-
scope.360  Courtesy of Paul Hansma.

Figure 3-19 AMF images of cholera toxin364 (see also Box
11-A).  Courtesy of Z. Shao.
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Figure 3-20  An X-ray diffraction photograph such as was used to determine
the structure of hemoglobin.  This precession photograph was obtained from a
crystal of human deoxyhemoglobin by rotating the crystal along two different
axes in a defined manner before a narrow X-ray beam.  The film also was
moved synchronously.  The periodicity observed in the photograph is a result
of a diffraction phenomenon arising from the periodic arrangement of atoms
in the crystal.  The distances of the spots from the origin (center) are inversely
related to the distances between planes of atoms in the crystal.  In this photo-
graph (which shows only two dimensions of the three-dimensional diffraction
pattern) the spots at the periphery represent a spacing of 0.28 nm.  If the
intensities of the spots are measured, and if the phases of the harmonic func-
tions required for the Fourier synthesis can be assigned correctly, the structure
can be deduced to a resolution of 0.28 nm from a set of patterns of this type.
In the case of human deoxyhemoglobin, a complete set of data would consist
of about 16,000 spots.  With modern equipment the resolution limit can be
extended to better than 0.15 nm (or more than 100,000 unique spots).
Photograph courtesy of Arthur Arnone.

tallography of hemoglobin.  The project seemed hope-
less at times, but in 1968, 31 years later, Perutz had
determined the structure of hemoglobin.383– 386

If X-rays could be focused easily, could one build
an X-ray microscope that would permit the immediate
viewing of molecular structures?  X-ray holograms at
the molecular level have been obtained.387,388  However,
currently the only practical X-ray microscope for protein
structures involves the measurement of diffraction
patterns created by the scattering of X-rays (or of neu-
trons) from the crystalline lattice.  The details of this
procedure can be found in other sources.372–375,378,389–390

It is sufficient to point out here that a pattern of many

H.  X-ray and Neutron Diffraction

One of the most important techniques by which
we have learned bond lengths and angles and precise
structures of small molecules is X-ray diffraction.
Today, this technique, which involves measurements
of the scattering of X-rays by crystalline arrays of
molecules, is being used with spectacular success to
study macromolecules of biochemical and medical
importance.372– 378

X-rays were described by Röntgen in 1896 but
there was uncertainty as to their wave nature.274  It
was not until 1912 that the wavelengths of X-rays had
been measured and it was recog-
nized that they were appropriate for
the use of X-rays in structure deter-
mination. Consider the fact that
with a conventional light micro-
scope we cannot distinguish two
small objects that are much closer
together than the distance represent-
ed by the wavelength of the light
with which we observe them.  This
is about 460 nm for blue light.  By
comparison the wavelength of the
copper Kα radiation, which is used
in protein crystallography, is 0.1542
nm entirely appropriate for seeing
the individual atoms of which mat-
ter is composed.  Recognizing this,
W. L. Bragg in Cambridge, England,
in 1913 used X-ray diffraction to
establish the structures of NaCl,
KCl, and KBr in the crystalline state.
The science of X-ray crystallography
had been founded.379

In 1926, James Summer crystal-
lized the enzyme urease (Chapter 16)
and crystallization of other enzymes
soon followed.380  In 1934, J. B.
Bernal brought back to Cambridge
from Uppsala, Sweden, some crys-
tals of pepsin almost 2 mm long that
had been grown in T. Svedberg’s
laboratory.  Bernal and Crowfoot
showed that these delicate crystals,
which contained almost 50% water,
gave a sharp diffraction pattern
when they were protected by enclo-
sure in a narrow capillary tube
containing some of the mother
liquor from which the crystals had
been grown.381,382  After this, diffrac-
tion patterns were obtained for
many protein crystals, and in 1937
Max Perutz chose for his thesis
work at Cambridge the X-ray crys-
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spots, such as that in Fig. 3-20, is obtained.  In a typical
determination of a protein structure from 10,000 to
several times that number of spots must be measured.
The needed information is contained in the coordinates
of the spots (i.e., in the angles through which the
scattering occurs) and in the intensities of the spots.
The structure is obtained by a Fourier synthesis in
which a large number of mathematical functions in
the form of  three-dimensional sinusoidal waves are
summed.  The wavelengths of these functions are
determined by the positions of the spots in the diffrac-
tion pattern.  The amplitudes of the waves are related
to the intensities of the spots.374  However, the waves
are not all in phase and the phases must be learned in
some other way.  This presents a difficult problem.
Mathematical methods have been devised that auto-
matically determine the phases for small molecules
and usually allow the structures to be established
quickly.  For proteins it is more difficult.

In 1954, Perutz introduced the isomorphous
replacement method for determining phases.  In this
procedure a heavy metal, such as mercury or platinum,
is introduced at one or more locations in the protein
molecule.  A favorite procedure is to use mercury
derivatives that combine with SH groups.  The resulting
heavy metal-containing crystals must be isomorphous
with the native, i.e., the molecules must be packed the
same and the dimensions of the crystal lattice must be
the same.  However, the presence of the heavy metal
alters the intensities of the spots in the diffraction
pattern and from these changes in intensity the phases
can be determined.  Besides the solution to the phase
problem, another development that was absolutely
essential was the construction of large and fast com-
puters.  It would have been impossible for Perutz to
determine the structure of hemoglobin in 1937, even
if he had already known how to use heavy metals to
determine phases.

The first protein structure to be learned was that of
myoglobin, which was established by Kendrew et al. in
1960.391– 393  That of the enzyme lysozyme was deduced
by Blake et al. in 1965.394  Since then, new structures
have appeared at an accelerating rate so that today we
know the detailed architecture of over 6000 different
proteins395 with about 300 distinctly different folding
patterns.396  New structures are being determined at
the rate of about one per day.  X-ray diffraction has
also been very important to the study of naturally or
artifically oriented fibrous proteins397 and provided
the first experimental indications of the β structure of
proteins.

Suppose that you have isolated a new protein.
How can you learn its three-dimensional structure?
The first step is crystallization of the protein, some-
thing that a biochemist may be able to do.  Crystalliza-
tion is done in many ways, often by the slow diffusion
of one solution into another or by the slow removal

of solvent through controlled evaporation.374,398  Am-
monium sulfate and polyethylene glycol are two
commonly used precipitants.  The presence of the
neutral detergent β-octyl glucoside improves some
crystals.399  Droplets of protein solution mixed with
the precipitant are often suspended on microscope
cover glasses in small transparent wells or are placed in
depression plates within closed plastic boxes.374,400,401

In either case, a reservoir of a solution with a higher
concentration of precipitant is present in the same
compartment.  Water evaporates from the samples
into the larger reservoir, concentrating the protein
and causing its crystallization.  Crystals grow slightly
better in a spacecraft than on Earth.402,403  Some pro-
teins, notably myosin from muscle, crystallize well
only after reductive methylation of all lysine side
chains to dimethyllysine with formaldehyde and
sodium borohydride (Eq. 3-34).278

The next step is for a protein crystallographer to
mount a small perfect crystal in a closed silica capil-
lary tube and to use an X-ray camera to record diffrac-
tion patterns such as that in Fig. 3-20.  These patterns
indicate how perfectly the crystal is formed and how
well it diffracts X-rays.  The patterns are also used to
calculate the dimensions of the unit cell and to assign
the crystal to one of the seven crystal systems and
one of the 65 enantiomorphic space groups.  This
provides important information about the relationship
of one molecule to another within the unit cell of the
crystal.  The unit cell (Fig. 3-21) is a parallelopiped

H.  X-ray and Neutron Diffraction

Figure 3-21  Diagram showing an asymmetric unit as it
might appear in a unit cell of space group P212121.  This unit
cell has three pairs of nonintersecting twofold screw axes
which are marked by the shaded rods.  These are designated
by arrows and the symbol.  Two asymmetric units are related
one to another by rotation around a twofold axis together
with translation by one-half the dimension of the unit cell.
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Figure 3-22  Stereoscopic view of a section of the structure of cutinase from
the fungus Fusarium solani determined to a resolution of 0.10 nm.  The three
amino acid residues shown are serine 120 (top), histidine 188, and aspartate
175 (lower left).  The structure is presented as a contour map with a “wire
mesh” drawn at a “cutoff” level of density equal to 1 σ above the average,
where σ is the root mean square density of the entire map.  The side chains
of these three residues constitute the “catalytic triad” in the active site of this
enzyme (see Chapter 12).  At this resolution more than one conformation of a
group may often be seen.  For example, the gamma oxygen (OG) of S120 is
seen in two positions, the major one being toward His 188.  When the map is
drawn with a lower contour level the N-H proton on His 188 that is hydrogen
bonded to Asp 175 can also be seen.410  Courtesy of Christian Cambillau.

whose sides are parallel to crystal-
lographic axes and which, by
translation in three dimensions,
gives rise to the entire crystal.  The
unit cell must contain at least one
asymmetric unit, the smallest
unit of structure that lacks any
element of crystal symmetry.  The
asymmetric unit may consist
of one or a small number of pro-
tein subunits.

In crystals of the triclinic
system all of the asymmetric units
are aligned in the same manner
and there are no axes of symmetry.
Monoclinic crystals have a single
twofold or dyad axis (see Fig. 7-
11).  The unit cell might contain
two molecules related one to
another by the dyad or one dimer-
ic molecule with the dyad located
as in Fig. 7-11C.  Orthorhombic
crystals have three mutually per-
pendicular twofold axes and the
unit cell is a rectangular solid.
Trigonal, tetragonal, and hexago-
nal crystal systems have three,
four and sixfold axes of symmetry,
respectively, while the cubic crys-
tal contains four threefold axes
along with diagonals of the cube
as well as two-fold axes passing
through the faces (see Fig. 15-14).
Within each crystal system there
are several space groups.  An exam-
ple is the orthorhombic space
group P212121, which is often met with small organic
molecules and proteins.  In this space group the unit
cell contains three mutually perpendicular but nonin-
tersecting twofold screw axes (Fig. 3-21).  The position
of one molecule in the unit cell is related to the next by
both a 180° degree rotation about the twofold axes and
a translation of one-half the length of the unit cell.
There is such a screw axis for each of the three direc-
tions.372

The third step in the structure determination is
collection of the X-ray diffraction data.  This may be
done with a diffractometer in which a narrow colli-
mated pencil source of X-rays is aimed at the crystal
and the intensities and positions of the diffracted
beams are measured automatically.  The computer-
controlled diffractometer is able to measure the angles
to within less than one-hundredth of a degree.  If
sufficient time is allowed, very weak spots can be
counted. Today, diffractometers are more likely to be
used for preliminary measurements, while the major
data collection is done with an area detector, an

instrument that collects many reflections simulta-
neously.  There are some difficulties.  For example,
during the long periods of irradiation needed to mea-
sure the weak spots with a diffractometer the protein
crystals decompose and must be replaced frequently.
Data collection may last for months.  The newest
methods utilize more powerful X-ray sources and
often synchrotron radiation, which delivers very
short and extremely intense pulses of X-rays and
allows data to be collected on very small well-formed
crystals.404

The fourth step is the preparation of isomorphous
crystals of heavy metal-containing derivatives.  The
heavy metal may be allowed to react with the protein
before crystallization or may be diffused into preformed
crystals.  A variety of both cationic and anionic metal
complexes, even large Ta6Br12

2+ tantalum clusters,
have been used.405  Two or more different heavy metal
derivatives are often required for calculation of the
phases.  The heavy metal atoms must be present at
only a very small number of locations in the unit cell.
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An entire data set must be collected for each of these
derivatives.  The evaluation of the phases from these
data is a complex mathematical process which usually
involves the calculation first of a “difference Patterson
projection.”406  This is derived by Fourier transforma-
tion of the differences between the scattering intensities
from the native and heavy atom-containing crystals.
The Patterson map is used to locate the coordinates
of the heavy metal atoms which are then refined and
used to compute the phases for the native protein.

Alternative methods of solving the phase problem
are also used now.  When a transition metal such as Fe,
Co, or Ni is present in the protein, anomolous scatter-
ing of X-rays at several wavelengths (from synchro-
tron radiation) can be used to obtain phases.  Many
protein structures have been obtained using this
multiple wavelength anomalous diffraction (MAD
phasing) method.404,407,408  Selenocysteine is often
incorporated into a protein that may be produced in

bacteria using recombinant DNA procedures.  Crystals
are prepared both with protein enriched in Se and with-
out enrichment.  In some ways it is better to incorporate
tellurium (127Te) in telluromethionine.409

In the fifth step of an X-ray structure determination
the electron density map is calculated using the inten-
sities and phase information.  This map can be thought
of as a true three-dimensional image of the molecule
revealed by the X-ray microscope.  It is usually dis-
played as a stereoscopic view on a computer graphics
system (Fig. 3-22).  It is also often prepared in the form
of a series of transparencies mounted on plastic sheets.
Each sheet represents a layer, perhaps 0.1 nm thick,
with contour lines representing different levels of
electron density.

Using the electron density map a three-dimensional
model of the protein can be built.  For years, the cus-
tomary procedure was to construct a model at a scale
of 2 cm = 0.1 nm using an optical comparator, but

H.  X-ray and Neutron Diffraction

Figure 3-23  (A) Stereoscopic
α-carbon plot of the cystolic
aspartate aminotransferase
dimer viewed down its dyad
symmetry axis.  Bold lines are
used for one subunit (subunit 1)
and dashed lines for subunit 2.
The coenzyme pyridoxal 5'-
phosphate (Fig. 3-24) is seen
most clearly in subunit 2 (center
left).  (B) Thirteen sections,
spaced 0.1 nm apart, of the
2-methylaspartate difference
electron density map superim-
posed on the α-carbon plot
shown in (A).  The map is con-
toured in increments of ± 2σ
(the zero level omitted), where
σ = root mean square density of
the entire difference map.  Posi-
tive difference density is shown
as solid contours and negative
difference density as dashed
contours.  The alternating series
of negative and positive differ-
ence density features in the
small domain of subunit 1
(lower right) show that the
binding of L-2-methylaspartate
between the two domains of this
subunit induces a right-to-left
movement of the small domain.
(Continues)

A

B



136 Chapter 3.  Determining Structures and Analyzing Cells

Figure 3-23  (Cont.)
(C) Nine sections, spaced
0.1 nm apart, of a part of
the 2-methylaspartate
difference map superim-
posed on the atomic
model shown in (A) and
(D).  The coenzyme is
shown as the internal
aldimine with Lys 258
(see Fig. 14-6, 14-10).  The
positive and negative
contours on the two sides
of the coenzyme ring
indicate that the coen-
zyme tilts over to form
the external aldimine
when substrates react.413

(D)  Superimposed
structure of the active site
of the enzyme in its free
form as in (A) (bold lines)
and the refined structure
of the α-methylaspartate
complex, (dashed lines).411

This illustrates the tilting
of the coenzyme ring,
which is also shown in
Eq. 14-39 and Fig. 14-10.
Courtesy of Arthur Arnone
and Sangkee Rhee.

C

D

crystallographers now use computer graphics systems.
The three-dimensional image of the electron density
map and a computer-generated atomic model are super-
imposed on the computer screen.  An example is shown
in Fig. 3-22.  When the superposition has been com-
pleted, the coordinates of all atoms are present in the
memory of the computer.

The final step in the structure determination is
refinement using various mathematical methods.
From the coordinates of the atoms in the model the
expected diffraction pattern is computed and is com-
pared with that actually observed.  The differences
between predicted and observed density are squared
and summed.  The sum of the squares constitutes an
error function which is then minimized by moving
the various atoms in the model short distances while
keeping bond lengths, angles, and van der Waals
distances within acceptable limits and recalculating
the error function.  This complex “refinement” pro-
cedure must be repeated literally hundreds of thou-
sands of times with every part of the structure being
varied.  Structures at very high resolution (0.07– 0.1
nm) may reveal multiple positions for hydrogen-
bonded side chains410a,b as well as hydrogen atoms
(Fig. 3-22) and even bonding electrons.410b

Once the three-dimensional structure of the pro-

tein is known, further experiments are usually done
using the X-ray diffraction technique.  Since protein
crystals contain channels of solvent between the
packed molecules, it is usually possible to diffuse
small molecules into the crystal.  These may be sub-
strates, inhibitors, or allosteric effectors.  Diffraction
data are collected after diffusion of the small molecules
into the crystal and a difference electron density
map may be calculated.  This may show exactly where
those molecules were bound.  An example is shown in
Fig. 3-23.  Sometimes difference maps not only show
the binding to an enzyme of a substrate or other small
molecule but also reveal conformational changes in
proteins.  Such is the case for Fig. 3-23, which shows
the binding of α-methylaspartate, an inhibitor that
behaves initially like a substrate and goes part way
through the reaction sequence for aspartate amino-
transferase until further reaction is blocked by the
methyl group.  This difference map also shows that
the part of the protein to the left of the binding site in
the figure has moved.411  Using the X-ray data it was
possible subsequently to deduce the nature of the
conformational change.

Examination of the effect of temperature on the
diffraction pattern of a protein can give direct informa-
tion about the mobility of different parts of the mole-
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cules.412  This complements information obtainable in
solution from NMR spectra.

Because hydrogen atoms contain only one electron,
and therefore scatter X-rays very weakly, they are
usually not seen at all in X-ray structures of proteins.
However, neutrons are scattered strongly by hydrogen
atoms and neutron diffraction is a useful tool in
protein structure determination.414,415  It has been used
to locate tightly bonded protons that do not exchange
with 2H2O as well as bound water (2H2O).

The development of synchrotron radiation as an
X-ray source404,416 – 418 has permitted accumulation of
data for electron density difference maps in less than
1 s and it is expected that such data can eventually be
acquired in ~ 1 ps.419– 421  If a suitable photochemical
reaction can be initiated by a picosecond laser flash, a
substrate within a crystalline enzyme can be watched
as it goes through its catalytic cycle.  An example is
the release of inorganic phosphate ions from a “caged
phosphate” (Eq. 3-49) and study of the reaction of the
released phosphate with glycogen phosphorylase
(Chapter 12).422,423

However, caged substrates usually must diffuse
some distance before reacting, so very rapid events
cannot be studied.  An alternative approach is to diffuse
substrates into crystals at a low temperature at which
reaction is extremely slow but a substrate may become
seated in an active site ready to react.  In favorable
cases such “frozen” Michaelis complexes may be heated
by a short laser pulse to a temperature at which the
reaction is faster and the steps in the reaction may be
observed by X-ray diffraction.424,425

I.  Nuclear Magnetic Resonance (NMR)

Organic chemists and biochemists alike have long
relied on NMR spectroscopy to assist in identification
and determination of structures of small compounds.
Most students have some familiarity with this tech-
nique and practical information is available in many
places.426– 428  Measurements can be done on solids,
liquids, or gases but are most often done on solutions
held in special narrow NMR tubes.  Volumes of samples
are typically 0.5 ml (for a 1–5-mM solution containing
1–5 µmol of protein) but less for small molecules and

I.  Nuclear Magnetic Resonance (NMR)

higher concentrations.  Newer techniques allow use of
a volume as small as 5 nl and containing < 0.1 nmol of
sample.429  For many years progress in biochemical
application of NMR was slow, but a dramatic increase
in the power of the spectrometers, driven in great
measure by the revolution in computer technology,
has made NMR spectroscopy a major force in the
determination of structures and functions of proteins
and nucleic acids.430,431

1.  Basic Principles of NMR Spectroscopy

The basis of NMR spectroscopy lies in the absorp-
tion of electromagnetic radiation at radiofrequencies
by atomic nuclei.426,427,432– 437  All nuclei with odd mass
numbers (e.g., 1H, 13C, 15N, 17O, 19F, and 31P), as well as
those with an even mass number but an odd atomic
number, have magnetic properties.  Absorption of a
quantum of energy E = hν occurs only when the nuclei
are in the strong magnetic field of the NMR spectrom-
eter and when the frequency ν of the applied electro-

magnetic radiation is
appropriate for “resonance”
with the nucleus being ob-
served.  In the widely used
“500-megahertz” NMR spec-
trometers the liquid helium-
cooled superconducting
electromagnet has a field
strength of 11.75 tesla (T).  In
this field a proton resonates at
~ 500 megahertz (MHz) and

nuclei of 31P, 13C, and 15N at ~ 202, 125, and 50 MHz,
respectively.  At 500 MHz the energy of a quantum is
only E = 3.3 x 10–33 x 108 J = 0.2 J mol–1, more than four
orders of magnitude less than the average energy of
thermal motion of molecules (3.7 kJ mol–1).  Thus, the
spin transitions induced in the NMR spectrometer
have no significant effect on the chemical properties of
molecules.

The resonance frequency ν at which absorption
occurs in the spectrometer is given by Eq. 3-50, where
Ho is the strength of the external magnetic field, µ is
the magnetic moment of the nucleus being investigated,
and h is Planck’s constant.  The basis for NMR spectros-
copy lies in the fact that nuclei in different positions in
a molecule resonates at slightly different frequencies.
In a protein each one of the hundreds or thousands
of protons resonate at its own frequency.  With older
NMR instruments a spectrum at the constant magnetic
field Ho can be obtained by varying the frequency and
observing the values at which absorption occurs, much
as is done for ultraviolet, visible, and infrared spectra
(Chapter 23).  With newer pulsed NMR spectrometers
the measurement is done differently but the spectra

(3-50)ν = µHo/h
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Figure 3-24  The 60-MHz
proton magnetic resonance
spectrum of pyridoxal 5'-
phosphate at neutral pH
(apparent pH = 6.65).  The
internal standard is DSS.
Chemical shifts in parts per
million are indicated beside
the peaks.  Spectrum courtesy
of John Likos.
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look the same.  The higher the magnetic field, the
greater the variation in resonance frequency and the
higher the sensitivity.  The most powerful commercial
NMR spectrometers currently available operate at
about 750 MHz for 1H and a few higher frequency
instruments have been built.

The proton NMR spectrum of the coenzyme
pyridoxal phosphate in 2H2O is shown in Fig. 3-24 as
obtained with a 60-MHz spectrometer.  Four things can
be measured from such a spectrum:  (1) the intensity
(area under the band).  In a proton NMR spectrum,
areas are usually proportional to the numbers of
equivalent protons giving rise to absorption bands;
(2) the chemical shift, the difference in frequency
between the peak observed for a given proton and a
peak of some standard reference compound.  In Fig.
3-24 the reference peak is at the right edge;  (3) the
width at half-height (in hertz), a quantity that can
provide information about molecular motion and
about chemical exchange; and (4) coupling constants
which measure interactions between nearby magnetic
nuclei.  These are extremely important to the determi-
nation of structures of both small and large molecules.

With a magnetic field of Ho = 11.75 T and a 500-
MHz oscillator, the positions of proton resonances in
organic compounds are spread over a range of ~10,000
Hz.  This is 20 parts per million (ppm) relative to 500
MHz.  Positions of individual resonances are usually
given in ppm and are always measured in terms of a
shift from the resonance position of some standard
substance.  For protons this is most often tetramethyl-
silane (TMS), an inert substance that can be added
directly to the sample in its glass tube.  Biochemists

often use 2H2O as solvent and the water-soluble sodium
3-trimethylsilyl 1-propane sulfonate (DSS or Tier’s salt)
as a standard.  Its position is insignificantly different
from that of TMS.  For NMR spectra measured in 2H2O,
the “pD” of the medium is sometimes indicated.  It
has often been taken as the pH meter reading plus 0.4.
However, because of uncertainty about the meaning of
pD, most workers cite the apparent pH measured with
a glass electrode and standardized against aqueous
buffers.438  It is important to describe how the mea-
surement was made when publishing results.

Band widths. The narrowness of a band in an
NMR spectrum is limited by the Heisenberg uncer-
tainty principle, which states that ∆E x ∆t = h/2π,
where h is Planck’s constant, ∆E is the uncertainty in
the energy, and ∆t is the lifetime of the magnetically
excited state.  Since E = hν for electromagnetic radia-
tion, E is directly proportional to the width of the
absorption band (customarily measured at one-half
its full height).  The magnetic nucleus is well shielded
from external influences and the lifetime of its excited
state tends to be long.  Hence, ∆ν is small, often
amounting to less than 0.2 Hz.  This fact is very favor-
able for the success of high-resolution proton magnetic
resonance.  However, bands are often much broader
for large macromolecules.

The chemical shift. In a molecule such as TMS,
the electrons surrounding the nuclei “shield” the
nucleus so that it does not experience the full external
magnetic field.  For this reason, absorption occurs at a
high frequency (high energy).  Protons that are bound
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to an atom deficient in electrons (because of attach-
ment to electron withdrawing atoms or groups) are
deshielded.  The greater the deshielding, the further
downfield from the TMS position is the NMR peak.

The magnitude of this chemical shift may be stated
in hertz, but it is most often expressed in ppm as δ
(Eq. 3-51).  The value of δ is the shift in frequency
relative to frequency of the oscillator in parts per million
and is independent of the field strength.  It still depends
upon use of a particular reference standard which
must be stated when a δ value is given.  In the spec-
trum shown in Fig. 3-24, the methyl protons appear
2.45 ppm below the DSS peak but still at a relatively
high field.  Characteristic chemical shift ranges for
other protons (Table 3-3) extend to ~20 ppm.

Aromatic rings lead to strong deshielding of at-
tached protons because of a ring current induced in
the circulating π electrons.  Thus, in Fig. 3-24 the peaks
of the methylene protons which are adjacent to the
aromatic ring occur at 5.10 and 5.12 ppm.  The 6-H,
which is bound directly to the ring, is more strongly
deshielded and appears at 7.71 ppm.  The hydrogen
of the aldehyde groups is deshielded as a result of a
similar “diamagnetic electronic circulation” in the
carbonyl group.  Its peak is even further downfield at
10.4 ppm.  Ring current and other effects on chemical
shifts are important in NMR spectroscopy of proteins.
Aromatic proton resonances sometimes stand out
because they have been shifted far downfield.  Ring
current effects on chemical shifts can be predicted quite
accurately if three-dimensional structures are known.439

Additionally, computer programs are available for
predicting them.440– 443

Hydrogen bonding has a very large effect on the
chemical shift of protons.  The resonance of a strongly
hydrogen-bonded proton is usually shifted downfield
from its position in non-hydrogen-bonding media.
This is especially true for hydrogen bonds to charged
groups, e.g., the NH of a histidine or tryptophan side
chain hydrogen bonded to a carboxylate group, a
situation often met in the active sites of proteins.
The chemical shift of 13C in the carboxyl group is also
affected.444,445  While ring current shifts can be pre-
dicted quite well, it is much more difficult to predict
the total chemical shift.446,447

Scalar coupling (J coupling). The energy of the
spin transition of a hydrogen nucleus is strongly influ-
enced by the local presence of other magnetic nuclei,
e.g., other protons that are covalently attached to the
same or an adjacent atom.  These neighboring protons
can be in either of the two spin states, a fact that results

δ ν
ν

( )
( )

( )
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Hz
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= ×∆ 10 6
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in easily measured differences in the energy of the
NMR transition under consideration.  This spin–spin
interaction (coupling) leads to a splitting of NMR bands
of protons into two or more closely spaced bands.  The
ethyl group often appears in NMR spectra as a “quartet”
of four evenly spaced peaks that arise from the CH2
group and a triplet of peaks arising from the CH3 pro-
tons.  Protons attached to the same carbon (geminal
protons), and in similar environments, do not ordinarily
split each other’s peaks, while the protons on the
neighboring carbon do.

The coupling constant J is the difference in hertz
between the successive peaks in a multiplet.  It is a
field-independent quantity and the same no matter
what the frequency of the spectrometer.  In Fig. 3-24
the peak of the methylene protons is split by 1H–31P
coupling, with a value of J ~ 6.4 Hz.  While spin–spin
coupling is most pronounced when magnetic nuclei
are close together in a structure, the effect can some-
times be transmitted through up to five covalent
bonds.  The technique of double irradiation or spin
decoupling can be used to detect spin coupling.  The
sample is irradiated at the resonance frequency of one
of the nuclei involved in the coupling, while the spec-
trum is observed in the frequency region of the other
nucleus of the coupled pair.  Under these conditions
the multiplet collapses into a singlet and the mutual
coupling of the two nuclei is established.  The cou-
pling can be seen directly in appropriate two-dimen-
sional NMR spectra.

The coupling constant between two vicinal protons
which are attached to adjacent carbon atoms (or other
atoms) depends upon the torsion angle.

The Karplus equation (Eq. 3-52) relates J to the
torsion angle φ’ (so labeled to distinguish it from pep-
tide torsion angle φ; Fig. 2-8).

JH,H’    A  cos2 φ’ + B cos φ’ + C

This equation was predicted on theoretical grounds,
but the constants, A, B, and C are empirical.450  Other
forms of the equation, some of them simplified, have
also been proposed.451  The Karplus relationship is
often used to estimate time-averaged torsion angles
in peptides.  For a CαH –NH torsion angle the para-
meters A, B and C of Eq. 3-52 are ~ 6.4, 1.4, and 1.9,
respectively.  For a CαH – CβH they are ~ 9.5, 1.6, and

C C

H H'φ'

(3-52)
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1.8, respectively.452  Coupling constants between 1H
and 13C or 15N are of importance in determination of
three-dimensional structure of proteins.453

The nuclear Overhauser effect (NOE) is the
result of transfer of magnetization from one nucleus
to a nearby nucleus directly through space rather than
via J-coupling.427,454  This was observed first as a result
of irradiation of a resonance in a one-dimensional
spectrum resulting in an increased intensity of the
resonance of the nearby nucleus.  Magnetization trans-
fer can occur from a given nucleus to one or more
nearby nuclei.  Each such transfer that is detected is
usually referred to simply as an NOE.  For an NOE
to be observable the two nuclei must be very close
together, < 0.5 nm (5 Å).  The strength of the magneti-
zation transfer falls off approximately as the sixth
power of the interatomic distance.  Consider two
hydrogen atoms, both tightly hydrogen-bonded to
an intervening oxygen atom, e.g., of a carboxylate or
phosphate group.  The expected H – H distance would
be ~ 0.3 nm and a strong NOE between them would be
anticipated.  Two nonbonded hydrogen atoms (e.g., on
methyl groups of amino acid side chains) can be as
close together as 0.24 nm at van der Waals contact and
could show a very strong NOE.  However, contact is
rarely this close in proteins unless in a hydrogen bond.

2.  Nuclei Other than Hydrogen

Deuterium (2H).  The natural abundance is very
low so that use of 2H-labeled compounds is practical
for study of metabolism, e.g., for following an 2H label
in glucose into products of fermentation455 or in mam-
malian blood flow.456  Deuterium NMR has been used
extensively to study lipid bilayers (Chapter 8).

Carbon - 13. Use of 13C in NMR developed
slowly because of the low natural abundance of this
isotope.  Another complication was the occurrence of
13C–1H coupling involving the many protons normally
present in organic compounds.  The latter problem was
solved by the development of wide-band proton
decoupling (noise decoupling).  With a natural abun-
dance of only 1.1%, 13C is rarely present in a molecule
at adjacent positions.  Thus, 13C–13C coupling does
not introduce complexities and in a noise-decoupled
natural abundance spectrum each carbon atom gives

rise to a single peak.  Even so, 13C NMR spectroscopy
was not practical until pulsed Fourier transform (FT)
spectrometers were developed (Section 2).

Chemical shifts in 13C spectra are often 200 ppm
or more downfield relative to TMS.  The effects of
substituents attached to a carbon atom are often addi-
tive when two or more substituents are attached to the
same atom.457,458  It is often necessary (but costly) to
prepare compounds enriched in 13C beyond the natural
abundance.  For proteins this may be done by growing
an organism on a medium containing [13C]glucose or a
single amino acid enriched in 13C.459,460  Using metabo-
lites enriched in 13C, it is also possible to observe
metabolism of living tissues directly.  For example,
glycogen synthesis from 13C-containing glucose has
been observed in a human leg muscle using a wide-
bore magnet and surface coils for transmitting and
receiving.461  This topic is discussed further in Box 17-C.

Nitrogen - 15. Despite difficulties associated
with low natural abundance (0.37%) and low sensitivity,
15N NMR is practical and with isotopically enriched
samples has become very important.  Proteins with a
high content of 15N can be produced easily and inex-
pensively from cloned genes in bacterial plasmids.
For example, cells of E. coli can be grown on a minimal
medium containing [15N] NH4Cl.  Since 13C can also be
introduced in a similar way it is possible to incorporate
both isomers simultaneously.    Production of uniformly
labeled protein containing 15N and / or 13C provides
the basis for multidimensional isotope-edited spectra
necessary for protein structure determination (next
section) and for study of tautomerization of histidine
rings (Eq. 2-6).460,462– 464 15N chemical shifts of groups
in proteins are spread over a broad range (Table 3-3).465

Phosphorus - 31. NMR spectroscopy using 31P,
the ordinary isotope of phosphorus, also has many
uses.466  Application of 31P NMR to living tissues has
been extraordinarily informative467 and is dealt with in
Chapter 6.  The many phosphorus nuclei in nucleotides,
coenzymes, and phosphorylated metabolites and pro-
teins are all suitable objects of investigation by NMR
techniques.

Fluorine - 19.  Although not abundant in nature,
19F gives an easily detected NMR signal and can be
incorporated in place of hydrogen atoms into many
biochemical compounds including proteins.468,469  In
one study genetic methods were used to place 3-fluoro-
tyrosine separately into eight positions in the lac repres-
sor protein (Chapter 29).470  Measurements of 19F NMR
spectra were used to study domain movement.  Active
site groups of enzymes can be modified to incorporate
19F.471  Binding of fluorinated substrates can be stud-
ied.472  Nontoxic 19F-containing compounds are useful
as intracellular pH indicators, the NMR spectrometer
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serving as the pH meter (Box 6-A).473,474  An atom of
fluorine attached to an aromatic ring is highly and
predictibly sensitive to inductive effects of substituents
in the para position to the fluorine.475  For example,
fluorine at the 6-position in pyridoxal phosphate (Fig.
14-4) can be observed in enzymes and reports changes
in coenzyme structure.476,477

Some other nuclei. Here are a few reported uses
of NMR on other nuclei. 3He, binding into little cavities
in fullerenes;478 11B, binding of boronic acids to active
sites;479 23Na, measurement of intracellular [Na+];480– 482

35Cl and 37Cl, binding to serum albumin;483 113Cd,

reporter that can replace Zn2+ (no magnetic moment)
in active sites of many enzymes and in nonenzymatic
systems as well;484 Tl, replacing K+ in enzyme binding
sites;485  17O, study of dynamics of protein hydration;486

and 77Se, observation of acetylchymotrypsin interme-
diate.487

3.  Fourier Transform Spectrometers and
Two-Dimensional NMR

Although NMR spectroscopy was widely used by
the 1950s it was revolutionized by two developments,
pioneered by Richard Ernst in the mid 1960s and
1970s.488  The first of these was pulsed Fourier trans-
form (FT) spectroscopy, which permits rapid accumu-
lation of high-resolution spectra.  In an FT NMR
spectrometer a strong pulse of radiofrequency (RF)
radiation is delivered to the sample over a period of
a few microseconds and its effects are observed at all
frequencies simultaneously.  Although 1– 2 or more
seconds must be allowed before the next pulse is
delivered, one complete NMR spectrum is obtained
with each pulse.  Often the results of hundreds, thou-
sands, or even hundreds of thousands of pulses are
added to provide greater sensitivity.  With good tem-
perature control this may be accomplished over periods
of minutes to days.489,490

Free induction decay. The strong exciting RF
pulse is delivered with an orientation at right angles
to that of the static field Ho of the magnet and whose
direction defines the z axis.  As a result of this pulse,
the magnetization of a nucleus is tilted away from the
z axis and precesses around the z axis at its resonance
(Larmor) frequency, which is ~500 MHz for 1H in a
500-MHz spectrometer.  The frequency that is measured
is actually a difference from the “carrier frequency” of
the RF pulse.  The precessing magnetization of the
nuclei has a component in the xy plane which induces
an electrical signal in the coil of the NMR probe which
defines the y axis.  This signal, which contains the
Larmor frequencies of all of the nuclei of a given ele-
ment, is recorded as a function of time over a period of
a few seconds.  The signal decays away exponentially.
However, this curve of free induction decay (FID) is
not smooth but contains within it all of the Larmor
frequencies.  If enough points (perhaps 500 in a 2-s
acquisition) are recorded and stored in the computer’s
memory, Fourier transformation of the data will pro-
duce the frequency-dependent NMR spectrum.489,490

Relaxation times T1 and T2.  When a very strong
pulse of electromagnetic radiation is applied in the
NMR spectrometer, virtually all of the nuclei are
placed in the magnetically excited state.  If another
pulse were applied immediately, little energy would
be absorbed because the system is saturated.  In the
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–CH3 0–4.0

–CH2– 1.1–4.4

–CH  2.4–5
Peptide αH
random coila 3.9–5.0

–OHb ~ 5–6

5–8

–NH2 31– 37

NH

Peptide 7–12 103 – 142

Aromatic H 7–9

Imidazole
Cε1 –H ~7.7
Cδ2 –H ~7.0
N–H ~10 165 – 180

Imidazolium
Cε1 –H ~8.7
Cδ2 –H ~7.4
N–H 10–18

–CHO 9.4–10.4
Aldehyde

–COOH 11.3–12.2

Indole  NH ~10 130 – 145

Guanidinium
–NηΗ2 69 –77
–Nε H 31–37

TABLE 3-3
Approximate Chemical Shift Ranges in 1H- and in
15N- NMR Spectra

Group 1H chemical shift 15N chemical shift
(ppm from TMS) (ppm from liquid NH3)

a See Wishart et al.448

b See Linderstrøm-Lang449

C C
H
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older “continuous-wave” NMR spectrometers, the
energy is always kept small so that little saturation
occurs.  However, in FT NMR instruments, the strong
pulses lead to a high degree of saturation.  Application
of repeated pulses would produce no useful information
were it not for the fact that the excited nuclei soon
relax back to their equilibrium energy distribution.
Relaxation occurs through interactions of the nuclei
with fluctuating magnetic fields in the environment.
For organic molecules in solution the fluctuations that
are most often effective in bringing about relaxation
are the result of moving electrical dipoles in the imme-
diate vicinity.  Even so, relaxation of protons in water
requires seconds.

Relaxation of nuclear magnetic states is character-
ized by two relaxation times.  The longitudinal or spin-
lattice relaxation time T1 measures the rate of relax-
ation of the net magnetic vector of the nuclei in the
direction of Ho.  The transverse or spin–spin relax-
ation time T2 measures the relaxation in the xy plane
perpendicular to the direction of Ho.  The two relax-
ation times can be measured independently.  In general,
T2 < T1.  For solids, T2 is quite short (~ 10–5 s) whereas
relaxation times of seconds are observed in solutions.
This lengthening of the lifetime of the excited state in
going from solid to liquid leads to a narrowing of
absorption lines and explains why NMR bands in
liquids are often narrow.  However, an increase in
viscosity or a loss of fluidity in a membrane leads to
broadening.

How can T2 and T1 be measured?  T2 for fluids can
often be estimated from the width of the band ∆ν at
half-height (Eq. 3-53).  However, pulsed NMR methods
are usually employed, the measurement of T1 being
especially easy.

An attempt is often made to relate T1 and T2 to
the molecular dynamics of a system.  For this purpose
a relationship is sought between T1 or T2 and the
correlation time �c of the nuclei under investigation.
The correlation time is the time constant for exponen-
tial decay of the fluctuations in the medium that are
responsible for relaxation of the magnetism of the
nuclei.  In general, 1/τc can be thought of as a rate
constant made up of the sum of all the rate constants
for various independent processes that lead to relax-
ation.  One of the most important of these (1/τ1) is for
molecular tumbling.

This equation is closely related to that of rotational
diffusion (Eq. 9-35).  Another term is the reciprocal of
the residence time τm,  the mean time that a pair of

dipoles are close enough together to lead to relaxation.
In the usual solvents at room temperature, τc is of

the order of 10–12 to 10–10 s.  Thus, relaxation rates in
solutions are considerably faster than the frequencies
of radiation absorbed in the NMR spectrometer (~ 108

s–1).  Relaxation is relatively ineffective and T1 and T2
are usually large and equal.  Bands remain sharp.  As
the correlation time increases (as happens, for example,
if the viscosity is increased), T1 and T2 decrease with T1
reaching a minimum when τc ~ v, the frequency of the
absorbed radiation.  Lines are broadened and hyper-
fine lines (from coupling between nuclei) cannot be
resolved.  As τc is increased further, T2 reaches a con-
stant low value, while T1 rises again.  NMR measure-
ments can be made in the region where τc exceeds ν,
a circumstance that is favored by the use of high-
frequency spectrometers.  On the other hand, in fluids
it is more customary to work in the range of “extreme
motional narrowing” at low values of τc.  Both T1 and
T2 rise as the mobility of the molecules increases.

A limitation of use of NMR measurements of
proteins comes from the increase in tumbling time
with increasing size of the molecules.  Since 1/τr is
often the most important term in the relaxation rate
constant, only small proteins of mass < 20 kDa give
very sharp bands.  Nevertheless, usable spectra are
often obtainable on proteins ten times this size.

A practical problem in 13C NMR arises from slow
relaxation (long T1).  Partial saturation is attained and
signal intensities are reduced for those carbon atoms
for which relaxation is especially ineffective.  Relax-
ation times can be measured separately for each carbon
atom in a molecule and can yield a wealth of informa-
tion about the segmental motion of groups within a
molecule.  Although the relationships between relax-
ation times and molecular motion are complex, they
are often relatively simple for 13C.  Carbon atoms are
usually surrounded by attached hydrogen atoms, and
dipole–dipole interactions with these hydrogen atoms
cause most of the nuclear relaxation.  For a carbon
atom attached to N equivalent protons in a molecule
undergoing rapid tumbling, Eq. 3-55 holds.  Where
h = h/2π and γC and γH are the magnetogyric ratios of
carbon and hydrogen nuclei.

This equation permits a calculation of an effective
correlation time τeff for each carbon atom.491 T1 and T2
can also be evaluated for individual 15N or 13C nuclei
in labeled proteins.491

Two-dimensional and multidimensional NMR
spectra. Proteins have such complex NMR spectra that,
except for small regions at the upfield and downfield

(3-53)T2 1≈ π ν∆

1 1

2 2 2

6
T
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r
≈

γ γ τc H eff

(3-55)

(3-54)
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ends (see Fig. 3-26A), it is impossible to interpret one-
dimensional spectra.  A solution to this problem came
from the development by Jeener, Ernst, and Freeman
of methods of displaying NMR spectra in two dimen-
sions.428,490,492,493  All two-dimensional and multidimen-
sional NMR methods make use of one basic procedure:
After the initial RF pulse, a second or a series of subse-
quent RF pulses are introduced.  This is done before
the nuclei have had time to relax completely.  The time
t1 from the initial pulse to the second pulse is called
the evolution period and allows accumulation of
information about NOEs or J- coupling, whether homo-
nuclear (e.g. 1H–1H or 13C–13C) or heteronuclear (e.g.,
1H–13C or 1H–15N).

Two-dimensional spectra usually require hours or
days of acquisition because separate FIDs are collected
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Figure 3-25  (A)  Alpha-carbon plot of the
structure of ribosomal protein L30 from E. coli
as deduced by NMR spectroscopy and model
building.  (B)  Combined COSY-NOESY dia-
gram for ribosomal protein L30 used for eluci-
dation of dNN connectivities (see Fig. 3-27).  The
upper part of the diagram represents the finger-
print region of a COSY spectrum recorded for
the protein dissolved in H2O.  The sequential
assignments of the crosspeaks is indicated.  The
lower part of the diagram is part of a NOESY
spectrum in H2O.  The dNN “walks” are indicat-
ed by : (→—) S11-A12; (—) H19 to L26; (- - - -)
I43 to S51; (-  -  -  -) G32 to H33; (——) F52 to
V54.  From van de Ven and Hilbers.494
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for a series of many different values of t1.  This provides
a second timescale for the experiment.  The second
pulse is often used to rotate the directions of magneti-
zation of the nuclei that are being observed from the
xy plane into the yz plane but with the z component at
180° to the Ho vector.  One very important type of two-
dimensional plot is the NOESY (NOE spectroscopy)
spectrum, which detects NOEs between all excited
nuclei that are close enough together (Fig. 3-25B).   The
transfer of magnetization occurs during a mixing
time ∆, which follows the second pulse.  For a protein
∆ may be 25 – 300 ms.  A third 90° pulse returns the z
components of the magnetization to be parallel with
the y axis and the FID is collected over the period t2.
The amplitude of the resonances detected is modulat-
ed by the frequencies that existed during the evolution
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period.  After Fourier analysis436,490

a two-dimensional plot with two
frequency axes is generated and is
usually displayed as a contour plot.
Along the diagonal of Fig. 3-25B are
peaks representing the one-dimen-
sional spectrum.  All of the peaks off
of the diagonal are NOEs which can
be related back to the peaks on the
diagonal as shown by the horizontal
and vertical lines.

A second important two-dimen-
sional method is correlation spec-
troscopy (COSY), in which the
pairs of off-diagonal peaks result
from spin–spin coupling.  A related
method called TOCSY provides
correlations that extend through
more than three bonds.  The COSY
plot in Fig. 3-26B is for the synthetic
cyclic decapeptide cyclo-(∆3-Pro –D-
p-Cl-Phe– D-Trp – Ser – Tyr –D-Trp – N-
Me-Leu– Arg – Pro –β-Ala).  It was
obtained in six hours on a 500-MHZ
instrument.  The region marked I
reveals couplings of protons on α-
carbons to those on adjacent β car-
bons within the same residue (Jαβ;
Fig. 3-27) and other couplings with-
in the side chain.  Each amino acid
has a characteristic pattern.  From
careful study of this region it is
possible to correlate each α-H reso-
nance with a particular amino acid
side chain.  However, some residues
are difficult to distinguish, e.g., His,
Trp, Phe, and Tyr have similar Jαβ
values.  Region II of Fig. 3-26B
reveals connectivities of α and β
hydrogens to N-H protons in the
7– 9 ppm region.  Each α-H is cou-
pled to the N-H of the same residue
(J αH, Fig. 3-27).  A section of a COSY
plot is also shown in Fig. 3-25B and
indicates how resonances can be
related to those in the NOESY plot
made on the same sample.

Of great importance in the
determination of protein structures
is the use of 15N- or 13C-enriched
samples to obtain isotope-edited
spectra.  For example in HSQC or in
15N-multiple quantum cohenence
(HMQC) spectra we see only NH
protons in a plot of 1H chemical
shift in one dimension versus the
15N chemical shift of the attached
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Figure 3-26  Proton NMR spectra of a cyclic decapeptide analog of the gona-
dotropin-releasing hormone in the solvent sulfolane at 500 MHz.  (A)  One-
dimensional spectrum.  This figure also illustrates upfield methyl group
regions, α-hydrogen, amide, aromatic, and downfield (10 – 20 ppm) regions.
The indole NH resonances are shifted downfield by the ring current of the
indole.  (B)  COSY spectrum plotted as a contour map.  The outlined areas
represent five unique J-coupled regions; area I, the Cα to Cβ to Cγ etc.,  side
chain connectivities; area II, the NH to Cα connectivities; area III, the indole
NH of tryptophan; area IV, the connectivities of the ∆3-Prol residue; and area
V, the aromatic resonances.  Peaks that appear on the solid vertical line and the
dashed diagonal lines are artifacts.  From Baniak et al.495
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nitrogen atom in the other (Fig. 3-28).  Furthermore,
as shown in this figure, particular types of NH bonds
(peptide, –NH2, imidazole, indole, amide, and guani-
dinium) appear in different regions.  There is only one
peptide NH per residue and, for a small protein, each
may be separately visible.

4.  Three-Dimensional Structures and 
Dynamics of Proteins

The first three-dimensional structure of a small
protein was determined solely from NMR measure-
ments in 1984.  To date hundreds of “NMR structures”
have been deduced.  For small proteins of Mr < 10,000
two-dimensional COSY and NOESY spectra can suffice.
For larger proteins use of 15N- and/or 13C-enriched
proteins is essential.428,430,496  This permits generation
of a third and even a fourth frequency axis and three-
and four dimensional NMR.  For example, using
various complex pulse sequences an 15N-correlated
1H – 2H NOESY spectrum can be generated.  This
shows directly which NOEs arise from NH protons
with resonances in the amide region of an HSQC or
HMQC spectrum (Fig. 3-28).  With both 15N and 13C
present, many additional coupling patterns and J
values can be observed.497– 502  It is also possible to
measure NOEs from atoms in a protein to those of a
relatively weakly bound ligand such as a coenzyme or
substrate analog and to determine the conformation of
the bound ligand from this transferred NOE.503– 505

Assignment of resonances. After acquisition
of the necessary data, which may require 10 – 15 mg of
protein, the observed resonances must be assigned to
specific amino acid residues in the peptide chain.  The
connectivities of the individual CH and NH groups
that have been identified in the COSY spectrum and
information about the relationship of one atom to
another atom nearby in space are required.  The closest
neighbors to either αH or peptide NH protons are often
protons in a neighboring residue (dαN, dNN, Fig. 3-27).
As was pointed out in the preceding section, NOE
correlations obtained from plots such as that in Fig.
3-25B provide much of the information needed to
establish which resonances belong to each residue in a
known sequence.494  The three-dimensional structure
of the ribosomal protein L30 of E. coli. (Fig. 3-25A) was
deduced entirely by NMR spectroscopy.  A downfield
part of the NOESY and COSY plots used is shown in
Fig. 3-25B.  This figure also shows how cross-peaks in
the NOESY spectrum were correlated with identified
COSY peaks.  It is helpful initially to hunt for unique
dipeptides that can be identified in the NOESY spec-
trum.  Ambiguities that arise can be resolved by use of
various additional techniques.

NOEs and distance constraints.  NOESY plots
also contain the essential information needed to deter-
mine which side chains distant in the sequence are close
together in space.  A NOE observed for a pair of nuclei
falls off as the inverse sixth power of the distance
between them.  For this reason, NOEs are observed
only for pairs of atoms closer than about 0.4 nm.  It is
possible, in principle, to calculate distances between
nuclei from the NOE intensity, but this is not accurate.
Often, the NOE cross-peaks are grouped into three
categories that correspond to maximum possible
distances of 0.25, 0.30, and 0.40 nm.  These can be
related for the most part to intraresidue (e.g., dNα’ of
Fig. 3-27) sequential (e.g., dαN’ and dNN, Fig. 3-27) and
long range backbone–backbone distances.  These
values constitute a series of distance constraints
which are applied while making an automated com-
puter search for a folding pattern that will meet these
constraints and at the same time have acceptable
torsion angles and good side chain packing throughout.
This process makes use of distance geometry algorithms
and other methods.430,506,507  An early success was the
solution of a 75-residue amylase inhibitor indepen-
dently by crystallographers508 and NMR spectrosco-
pists.509  The NMR structure was based on 401 NOE
distance constraints, 168 distance constraints imposed
by hydrogen bonds and 50 torsion angles deduced
from J values.  Recently, refinement of NMR structures
has been done as in X-ray crystallography.507  Some
structures have been refined using both NMR and
X-ray data.442

The spectra in Figs. 3-25, 3-26 and 3-28 are for
relatively small proteins.  Spectra of larger proteins are
more complex and lines are broader.  Many techniques
are used to simplify spectra.  The NMR spectrum of a
protein is simplified considerably if the protein is dena-
tured by heating, and 1H NMR spectra of “random
coil” proteins can be predicted well from tables of
standard chemical shifts for the individual amino
acids.510  Many amide NH protons exchange with
solvent rapidly, making it easier to assign the remaining
peaks.  However, nearly all NH peaks will be seen in
an HMQC or HSQC (Fig. 3-28) spectrum.  Partial, or
even complete, substitution of deuterium for hydrogen
will also simplify spectra.511 – 513   Microorganisms that
will grow in a medium rich in D2O can be used as
sources of partially deuterated proteins.  Because the
remaining protons usually have 2H rather than 1H as
a neighbor, dipolar line broadening is reduced and
sharper resonances are observed.514  Substitution of
15N for 14N in the backbone amide groups can also
yield spectra with narrower lines.515 Isotope-edited
NMR spectra allow simplification of complex two-
dimensional spectra by observation of only those
protons attached to an isotopically labeled nucleus,
e.g., 13C or 15N.516– 518  Measurement of 15NH-CαH J
couplings facilitates structure determinations.519
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Figure 3-27  Illustration of some distances (dNN, dαN and dβN

obtained from NOESY spectra and some coupling constants (Jαβ
and JNα obtained from 1H COSY spectra or J-resolved spectra.
The coupling constants and proton chemical shifts provide a
“fingerprint” for each residue and JNα may also provide an estimated
value for torsion angle f.  The distances establish residue-to-residue
connectivities as well as distance constraints that may permit a
calculation of three-dimensional structure.  Additional coupling
constants can be measured for 15N- or 13C- enriched proteins.
Coupling from β-hydrogens to other side chain hydrogens provides
“fingerprint” information about individual residues.
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Figure 3-28  A 15N – 1H HSQC spectrum of partially denatured 129-residue hen lysozyme. Boxes enclose the tryptophan
indole region (upper left), the arginine side chain Nε region (upper left), and a portion of the amide NH region (lower center
and enlarged in the insert).  Resonances of pairs of hydrogen atoms in side chain (Asn and Gln) amide groups are indicated by
horizontal lines.  From Buck et al.524
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Many aspects of the dynamics of the action of enzymes
of this size can be studied by NMR spectroscopy.  New
approaches allow study of proteins up to ~30 kDa in
size.519a  Computer programs can analyze data and
make automatic assignments of resonances.520,521

Also useful are techniques for measuring NMR
spectra on solids, including microcrystalline pro-
teins522 (see also Box 9-C).  In some cases, e.g., for
heme proteins,522,523 the crystals can be oriented in
a magnetic field permitting measurements of NMR
spectra with more than one orientation of the crystals.
This potentially affords more information than the
usual techniques.  For example, growth of bacteria in
2H2O media containing 1H-containing pyruvate yields
proteins with almost complete deuteration in the C-α
an C-β positions but with highly protonated methyl
groups.  This gives rise to good – CH3 to – CH3 NOEs
and provides other advantages in both NMR spectros-
copy and mass spectrometry.512  Isotopically enriched
amino acids, e.g., 13C-enriched leucine,525 or isoleucine
containing 15N, 13C, and 2H as well526 can be fed to
growing bacteria.  The use of paramagnetic shifts by
ions such as Gd3+ may be helpful.527  Very large shifts
are sometimes induced in heme proteins by the Fe3+

of the heme that is embedded within the protein.528

5.  Other Information from NMR Spectra

NMR titrations.  How do pH changes affect NMR
resonances?  Resonances of 1H nuclei close enough to
a proton with a pKa in the pH region under study will
experience a shift, which may be either upfield or down-
field when the proton dissociates.  The resonance of
13C in a carboxyl group will shift downfield when the
proton on the carboxyl group dissociates.  If the proton
that dissociates is tightly hydrogen bonded in a protein,
its rate of dissociation may be slow compared to the
NMR frequency used.  If so, the original peak will
decrease in value as the pH is raised and a new peak
will appear at a position characteristic of the dissociated
form.  However, protons attached to N or O are usually
in  rapid exchange with the solvent.  In this case, the
NMR resonance of the nucleus being observed will
move continuously from one chemical shift value at low
pH to a different one at high pH.   In an intermediate
case the resonance will shift and broaden.

Both the Cδ2-H and Cε1-H protons of histidine can
often be seen in proteins (Fig. 3-29A).529 – 531  As is shown
in Fig. 3-29 A and B, their chemical shifts are strongly
dependent upon the state of protonation of the ring
nitrogen atoms.  At low pH, the positive charge that is
shared by the two NH groups attracts electrons away
from both CH positions, causing deshielding of the CH
protons.  The effect is greater for the Cε1-H than for
Cδ2-H protons (Table 3-3).  If the groups being titrated
do not interact strongly with other nearby basic or
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Figure 3-29 (A) 1H NMR spectra of human myoglobin in
D2O showing the C-Hε1 resonances of the imidazole rings of
histidines 36, 48, 81, and 119 at three values of the apparent
pH (pH*).  From Bothelho and Gurd.529  (B) 1H NMR titration
curves for the histidine Cε1 and C-δ2 ring protons of glycyl-L-
histidylglycine.  Data obtained at 100 MHz using 0.1 M
tripeptide in D2O containing 0.3 M NaCl.  The pH values
(labeled pH*) are uncorrected glass electrode pH meter
readings of D2O solutions using an electrode standardized
with normal H2O buffers.  Chemical shifts are downfield
from TMS.  Courtesy of J. L. Markley.438
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acidic groups, pKa values can be estimated for individ-
ual histidines.530,532  With 15N-containing proteins the
tautomeric states (NHε2 vs NHδ1) of the imidazole
rings can also be deduced.533  Observation of imidazole
rings shows that in proteins pKa values of imidazolium
groups are sometimes less than five and sometimes
greater than ten.463,534

Observing exchangable protons. 1H spectra of
proteins are often recorded in D2O because of inter-
ference from the very strong absorption of H2O at
approximately 4.8 ppm.  However, resonances of some
rapidly exchanging protons are lost.  Special pulse
sequences, as well as improvements in spectrometer
design, allow many of these resonances to be seen in
H2O.535 – 537  At the far downfield end (δ>10) of 1H NMR
spectra there are often weak peaks arising from NH
protons of imidazole or indole side chains that can be
observed in H2O.463,538– 540  These resonances are often
shifted 2 – 5 ppm downfield from the positions given
in Table 3-3.  The 1H resonance for a carboxyl (– COOH)
proton is shifted to 20 ppm or more in spectra of very
strongly hydrogen-bonded anionic complexes such as
the malonate dianion.541 – 544 (see Chapter 9, Section D,4).
The strongest hydrogen bonds cause the greatest down-
field shifts because the negative charge pulls the 1H
proton away from the electrons of the atom to which
it is attached, deshielding the proton.545

A good example is provided by the imidazole NH
proton of the active site of trypsin and related serine
proteases (Chapter 12), which is seen at ~16 ppm.
Another example is provided by aspartate aminotrans-
ferase, whose 1H NMR spectrum in a dilute aqueous
phosphate buffer is shown in Fig. 3-30.  The peak
labeled A is the resonance of the NH proton on the
ring of the pyridoxal phosphate coenzyme (marked in
Fig. 14-6) and peak B belongs to an adjacent imidazole
group of histidine 143.  Both of these protons move
with pH changes around a pKa of ~ 6.2 which is associ-
ated with the Schiff base proton 6 – 8 nm away.534,546– 551

Peak A moves upfield 2.0 ppm and peak B downfield
1.0 ppm when the pH is raised around this pKa. These
hydrogen-bonded protons act as sensitive “reporters”
of the electronic environment of the active site.  Many
proteins contain carboxylate or phosphate groups in
their active sites and observation of NMR resonances
of protons hydrogen bonded to them or to groups in
substrates or inhibitors may be a useful technique for
study of many enzymes and other proteins.

Exchange rates of amide protons. The NH
protons of the peptide backbone can be observed in H2O
in the 6 –11 ppm region.  If the spectrum is recorded
for a sample in D2O, many of these resonances disap-
pear gradually as the protons of the peptide units
exchange with the deuterium ions of the medium.  A
study of the observed exchange rates can shed light on

Figure 3-30  Spectra of the pyridoxal phosphate (PLP),
pyridoxamine phosphate (PMP) and apoenzyme forms of
pig cytosolic aspartate aminotransferase at pH 8.3, 21°C.
Some excess apoenzyme is present in the sample of the PMP
form.  Spectra were recorded at 500 MH2.  Chemical shift
values are in parts per million relative to that of H2O taken
as 4.80 ppm at 22°C.  Peak A is from a proton on the ring
nitrogen of PLP or PMP, peaks B and D are from imidazole
NH groups of histidines 143 and 189 (see Fig. 14-6), and peaks
C and D’ are from amide NH groups hydrogen bonded to
carboxyl groups.

17 16 15 14 13 12 11 10

Chemical shift

+ PLP

+ PMP

Apoenzyme

A
B

C

D’
D

EE’

Apo

B C D

F’’

FG

the dynamics of protein molecules in solution.  Exchange
of amide protons in proteins with 2H or 3H has been
studied on a relatively slow timescale by such tech-
niques as observation of infrared vibrations of the
amide group (see Chapter 23).552,553  However, the
development of two-dimensional NMR dramatically
improved the ability to study proton exchange.552,554–

556  The measurements may involve use of quenching
by rapid solvent change,556  special pulse sequences,555

and study of T1 relaxation rates (seconds timescale).
Recently, electrospray mass spectrometry has also
been exploited.557,558  Exchange patterns for large
proteins may be followed,559 and proteolytic fragmen-
tation into short peptides may be used after various
lengths of exchange time to investigate the exchange
in specific regions of a protein.216,560  Unfolding of a
protein under denaturing conditions can be studied,
as can refolding of a completely denatured protein.561

Amide hydrogen exchange is usually discussed
in terms of a model proposed by Linderstrφm-Lang
in 1955.554,556   He suggested that portions of protein
molecules unfold sporadically to allow rapid exchange
which can be catalyzed by H+, HO–, or other acids or
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bases.  The pH dependence of exchange for a given
amide NH can be described as follows:

kex = kH [H+] + kOH [OH–] + kw

where kH, kOH, and kw are rate constants for acid-cata-
lyzed, base-catalyzed, and the very slow water-cata-
lyzed exchange.554,556,562  While many amide protons
exchange rapidly, hydrogen-bonded NH protons in
well-packed hydrophobic core regions exchange slow-
ly,554,563 sometimes remaining in the protein for years
in a D2O solution.  Some unusually stable small pro-
teins such as the seed protein crambin show little
exchange.  The Cε1 protons of histidine imidazoles
also exchange slowly with D2O from the medium.
The exchange rates529,564 are rapid at higher tempera-
tures, with an average half-life of about 11 min at 65°C.
Different residues may exchange at different rates.
Binding of substrates or inhibitors can stabilize the
protein, slowing all exchange rates of both amide and
imidazole groups.

Solid-state NMR and other topics. Little can
be said about these topics, but NMR measurement
on solid crystalline materials is now practiced and
is providing a wealth of information.  It is being
applied more often to biochemically related prob-
lems.465,542,565 – 567

NMR spectroscopy of nucleic acids is discussed
briefly in Chapter 5.  An important medical application
of NMR is in imaging, a topic dealt with in Box 30-A.

J.  The Protein Data Bank, Three-Dimensional
Structures, and Computation

The x,y,z coordinates of all atoms in published,
refined three-dimensional structures have been depos-
ited in the Protein Data Bank (Table 3-4).568– 571  Many
other related databases are available,572 e.g., covering
molecular modeling,573 gene sequences, proteome
data,574 and much, much more.  A good way to keep
up to date is to read the “computer corner” in Trends
in Biochemical Sciences (TIBS). Most databases can be
reached on the World Wide Web.572  A selected list is

J.  The Protein Data Bank, Three-Dimensional Structures, and Computations

(3-56)

TABLE 3-4
Selected World Wide Web Servers Related to Protein Structures and Sequencesa

a  From Holm and Sander,570 Hogue et al.,573 Laskowski et al.,580 and Walsh et al.572

Question / area Tool Access / URL

Database search by comparison Dali server http://www.embl-heidelberg.de/dali/dali.html
of 3D structures

Structural classification of proteins SCOP http://www.bio.cam.ac.uk/scop/

Summary and analysis of PDP structures PDBSum http://www.biochem.ucl.ac.uk/bsm/pdbsum

Retrieve 3D coordinates Protein Data Bank http://www.rcsb.org/pdb/

SWISS-PROT sequence database, ExPASy http://expasy.hcuge,ch/
Swissmodel homology modeling, etc.

Molecular graphics viewer for RasMol http://www.bernstein-plus-sons.com/software/rasmol
PCs and workstations

World Wide Web -Entrez and http://www.ncbi.nlm.nih.gov
Molecular Modeling Database access

Protein Science Kinemages MAGE and PREKIN http://www.prosci.uci.edu/kinemages/
Kinemagelndex.html

Pedro’s Biomolecular Research Tools http://www.fmi.ch/biology/research_tools.html

Predict secondary structure from sequence Predict Protein server http://www.sander.embl-heidelberg.de

Browse databanks in molecular biology SRS server http://www.embl-heidelberg/srs/srsc

The Human Genome Database http://gdbwww.gdb.org/

Image Library of Biological Macromolecules http://www.imb-jena.de/IMAGE.html

Bacterial Nomenclature http://www.gbf-braunschweig.de/DSMZ/
bactnom/bactnam.htm
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1. a. From the expression for the dissociation constant
of an acid, HA (Eq. 3-1), derive the logarithmic
form pH – pKa = log[A–] / [HA] = log10 α/(1–α)
(Eq. 3-11), where α is the fraction of the acid
in the ionized form.

b. The apparent dissociation constant Ka for the
H2PO4

– ion at 25°C and 0.5 M total phosphate
concentration is 1.380 x 10–7 M.  What will be the
pH of a solution 0.025 M in KH2PO4 and 0.25 M
in Na2 HPO4?  This is a National Bureau of
Standards buffer (see Bates7).

c. Suppose that you wanted to prepare a buffer
of pH = 7.00 at 25°C from anhydrous KH2PO4
(Mr = 136.09) and Na2HPO4 (Mr = 141.98).  If you
placed 3.40 g of KH2PO4 in a 1 liter volumetric
flask, how much anhydrous Na2HPO4 would
you have to weigh and add before making to
volume to obtain the desired pH?  If you wanted
to have the correct pH to ± 0.01 unit, how
accurately would you have to weigh your salts?
NOTE:  It is quicker to prepare a buffer of precise
pH this way than it is to titrate a portion of
buffer acid to the desired pH with sodium
hydroxide.

2. The apparent pKa for 0.1 M formic acid is 3.70 at
25°C.

a. Concentrated HCl was added to a liter of 0.1 M
sodium formate until a pH of 1.9 was attained.
Calculate the concentration of formate ion and
that of unionized formic acid.

b. Calculate the hydrogen ion concentration.

c. How many equivalents of HCl had to be added
in part a to bring the pH to 1.9?

3. Exactly 0.01-mol portions of glycine were placed in
several 100-ml volumetric flasks.  The following
exact amounts of HCl or NaOH were added to the
flasks, the solutions were made to volume with
water, mixed, and the pH measured.  Calculate the
pKa values for the carboxyl and amino groups from
the following, making as many independent calcu-
lations of each pKa as the data permit.  At low pH
values you must correct for the free hydrogen ion con-
centration (see question 2c).581

Study Questions

Flask No. Mol HCl Mol NaOH pH

1 0.010 1.71
2 0.009 1.85
3 0.006 2.25
4 0.002 2.94
5 0.002 9.00
6 0.004 9.37
7 0.005 9.60

4. Using the pKa values from problem 3, construct the
theoretical titration curve showing the equivalents
of H+ or OH– reacting with 1 mol of glycine as a
function of pH.  Note that the shape of this curve is
independent of the pKa.  Sketch similar curves for
glutamic acid (pKa’s equal 2.19, 4.25, and 9.67),
histidine (pKa’s equal 1.82, 6.00, and 9.17) and
lysine (pKa’s equal 2.18, 8.95, and 10.53).

Compare your plot for glycine with a plot of 1 M
acid or base added to 0.01 mol of glycine in 100 ml
of water.  You may also compare your curves with
those for glycine published in other textbooks.

5. Make a table of characteristic pKa values for acidic
and basic groups in proteins.  Which of these groups
contribute most significantly to the titration curves
of proteins?

6. If placed in water and adjusted to a pH of 7, will
the following migrate toward the anode or the
cathode if placed in an electrical field?  (a) Aspartic
acid,  (b) alanine,  (c) tyrosine,  (d) lysine,  (e) argin-
ine, and  (f) glutamine

7. The tripeptide L-Ala – L-His – L-Gln had the follow-
ing pKa values:  3.0 (α-COOH), 9.1 (α-NH3

–), and
6.7 (imidazolium).

a. What is the isoelectric pH (pI) of the peptide,
i.e., the pH at which it will carry no net charge?
Hint, the pI for amino acids is usually given
approximately as the arithmetic mean of two pKa
values.581

b. Draw the structures of the ionic forms of the
peptide that occur at pH 5 and at pH 9.  At each
pH compute the fraction of the peptide in each
ionic form.
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8. a. Write the structure for glycyl-L-tryptophanyl-L-
prolyl-L-seryl-L-lysine.

b. What amino acids could be isolated from it
following acid hydrolysis?

c. Following alkaline hydrolysis?

d. After nitrous acid treatment followed by acid
hydrolysis

e. In an electrolytic cell at pH 7.0 would the peptide
migrate toward the cathode or toward the anode?
What is the approximate isoelectric point of the
peptide?

f. If a solution of this peptide were adjusted to pH
7, and then titrated with sodium hydroxide in
the presence of 10% formaldehyde, how many
equivalents of base would be required per mole
of peptide to raise the pH to 10?

9. A peptide was shown to contain only L-lysine and
L-methionine.  Titration of the peptide showed 3
free amino groups for each free carboxyl group
present, and each amino group liberated 1 mole of
N2 when the peptide was treated with HNO2 in the
Van Slyke apparatus.  When the deaminated pep-
tide was hydrolyzed completely in acid and the
hydrolyzate again treated with HNO2, the same
amount of N2 is liberated as that derived from the
intact peptide.  A sample of the original peptide
was treated with excess dinitrofluorobenzene to
give a dinitrophenyl (DNP) peptide, which was
shown spectrophotometrically to contain three
DNP groups per free carboxyl group.  When this
DNP-peptide was completely hydrolyzed, the
following products were found:  a colorless com-
pound containing S (A1) and a yellow compound
containing S (A3).  Partial hydrolysis of the DNP-
peptide yields A1, A2, A3, plus 4 additional yellow
compounds, B1, B2, B3, and B4.  On complete hydro-
lysis, B1 yields A1, A2, and A3; B2 yields A1 and A2;
B3 yields A1 and A3; and B4 yields A3 only.

What is the most probable structure of the original
peptide?

10. (a)  Explain two advantages of the isotope dilution
method of analysis.  (b) From the following data,
calculate the amount of cyclic AMP (cAMP) present
per ml of human gluteus maximus muscle cells.
Cells were treated with 32P-enriched cAMP, S.A. =
50 µCi / µmol for 0.2 h (all cAMP was taken up by
cells), cells were homogenized, and the soluble
cAMP was isolated and purified.  The specific
activity of the isolated cAMP = 10 µCi / µmol.  The
total amount of cAMP added was 1.0 x 10–7 mol per
ml of cells.

11. The figure in Box 3-C shows a high-resolution
separation of the soluble proteins of E. coli.  The
investigator labeled the proteins with 14C-contain-
ing amino acids.

a. How would you carry out the labeling
experiment?

b. What other isotope(s) could be used to label
proteins?  What chemical form(s) would you
use?  What limitations might there be?

c. What soluble components of an E. coli cell soni-
cate might interfere with the two-dimensional
separation, and how could they be removed?

d. What technique(s) other than radioactive
labeling could be used for locating proteins?

e. If all the soluble proteins of E. coli were detected,
about how many separate proteins would you
expect to see?

f. Indicate two or more properties of the resolution
technique which are most significant in making
it applicable to a system containing a very large
number of proteins.

12. 35S is a beta emitter, with no gamma or other type
of radiation.  It has the following properties:
t 1/2 = 86.7 days, εmax = 0.168 MeV.

a. Write the equation for the radiochemical decom-
position of 35S.

b. Discuss the advantages and limitation of the use
of 35S as an isotopic tracer.

Study Questions
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Each cotton fiber is a single cell seed hair, ~ 30 mm in length.  The dry fiber is
~ 95% cellulose, which constitutes the secondary cell wall (See Fig. 20-4,D) and
is also present in the primary cell wall.  The fibers, which are ~ 30 nm in length,
consist of many parallel chains (Fig. 4-5) ~ 5 µm in length, each containing ~ 10,000
glucose residues.  Van der Waals forces, together with one hydrogen bond per
glucose, contribute to the stability of the tightly packed fiber.  Cotton is one of
the major agricultural crops, ~ 87 million bales, each ~220 kg, being produced
annually world-wide.  Photo and information from A. D. French and M. A.
Godshall, Southern Regional Research Center, USDA, New Orleans, LA.
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We are all familiar with sugars, important compo-
nents of our diet which are present in fruits, honey,
table sugar, and syrups.  Within our bodies the simple
sugar D-glucose is an essential source of energy.  It is
present in blood at a relatively constant concentration
of 5.5 mM and is carried to all tissues.  A polysaccha-
ride called glycogen, a polymeric form of glucose,
provides a reserve of readily available energy within
our cells. Starches and other polysaccharides store
energy within plants.  Polysaccharides also have major
structural functions in nature.  Cellulose, another
polymer of glucose, forms the fibers of cotton, plant
cell walls, and wood.  Both the tough exoskeletons of
anthropods and the cell walls of fungi depend for their
strength on the nitrogen-containing polysaccharide
chitin.  Polysaccharides that carry many negative
charges, such as hyaluronan, form a protective layer
between animal cells, while pectins play a similar role
in plants.

A third function of sugar residues (glycosyl groups)
is in biological recognition and communication.  The
outer surfaces of cells are nearly covered by covalently
attached oligosaccharides, small polymeric arrays of
sugar rings.  Some are attached to side chain groups of
proteins and others to lipids to form glycoproteins
and glycolipids, respectively.  Because of the variety
of different sugars, the various ways in which they can
be linked, and their ability to form oriented hydrogen
bonds, these oligosaccharides provide much of the
chemical code for identifying cells. This coding enables
cells to attach to each other in correct ways during
development of a multicelled organism.  It helps to
activate our immune system to attack parasites and
also helps bacteria to attack us!  We are only beginning
to understand the numerous critical functions of the
glycosyl groups of cell surfaces.

A.  Structures and Properties of Simple Sugars

The simple sugars, or monosaccharides, are poly-
hydroxyaldehydes (aldoses) or polyhydroxyketones
(ketoses).1–5  All have the composition (CH2O)n, hence
the family name carbohydrate.  A typical sugar, and
the one with the widest distribution in nature, is glucose.

The carbonyl group of this and other sugars is highly
reactive and a characteristic reaction is addition of
electron-rich groups such as –OH.  If a sugar chain is
long enough (4–6 carbon atoms) one of the hydroxyl
groups of the same molecule can add to the carbonyl
group to form a cyclic hemiacetal or ring form, which
reaches an equilibrium with the free aldehyde or ketone
form (Eq. 4-1).  The six-membered rings formed in this
way (pyranose rings) are especially stable, but five-
membered furanose rings also exist in many carbo-
hydrates.
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D-Fructose (Fru), a ketose that is a close 
structural and metabolic relative of D-glucose.
It occurs in honey and fruit juices in free form, 
in the disaccharide sucrose (table sugar) as a 
5-membered furanose ring, and in other 
oligosaccharides and polysaccharides.

Figure 4-1  Natural abundance 13C-NMR spectrum of honey
showing content of α and β pyranose ring forms of glucose
and both pyranose and furanose ring forms of fructose.  Open
chain fructose, with a peak at 214 ppm, was present in a trace
amount.  From Prince et al.6

The ring forms of the sugars are the monomers
used by cells to form polysaccharides.  Indeed, it is the
natural tendency of 5- and 6-carbon sugars (pentoses
and hexoses) to cyclize that permits formations of
stable sugar polymers from the reactive and unstable
monomers.  When a sugar cyclizes a new chiral center
is formed at the anomeric carbon atom, the atom
that was present in the original carbonyl group.  The
two configurations about this carbon atom are desig-
nated α and β as indicated in Eq. 4-1.  In an equilibrium
mixture, ring forms of most sugars predominate over open
chains.6–13  Thus, at 25°C in water glucose reaches an

Because of their many polar hydroxyl groups,
most sugars are very soluble in water.  However,
hydrogen bonds between molecules stabilize sugar
crystals making them insoluble in nonpolar solvents.
Intermolecular hydrogen bonds between chains of
sugar rings in cellulose account for much of the
strength and insolubility of these polysaccharides.

1.  The Variety of Monosaccharides

Sugars contain several chiral centers and the
various diastereomers are given different names.  The
commonly occurring sugars D-glucose, D-mannose,
and D-galactose are just three of the 16 diastereomeric
aldohexoses.  The Fischer projection formulas for the
entire family of eight D-aldoses with 3–6 carbon atoms
are given in Fig. 4-2.  Several of these occur only rarely
in nature.

Monosaccharides are classified as D or L according
to the configuration at the chiral center farthest from
the carbonyl group.  If the –OH group attached to this
carbon atom lies to the right when the sugar is oriented
according to the Fischer convention, the sugar belongs
to the D family.  The simplest of all the chiral sugars is
glyceraldehyde.  The family of aldoses in Fig. 4-2 can
be thought of as derived from D-glyceraldehyde by
upward extension of the chain.  Besides D-glucose,
D-mannose, and D-galactose, the most abundant natu-
rally occurring sugar shown in Fig. 4-2 is D-ribose, a
major component of RNA.  Another abundant aldose
is D-xylose, a constituent of the polysaccharides of
wood.

105 100 95 90 85 ppm 75 70 65 60

2 4 5 3 1 6

45 3 162

2 453 1 6

645 231

1 64523
α-D-Glucopyranose

β-D-Glucopyranose

α-D-Fructofuranose

β-D-Fructopyranose

β-D-Fructofuranose

Pyranose
ring forms
(hemiacetal
forms)

equilibrium with ~0.001% free aldehyde, 0.004% cova-
lent hydrate of the aldehyde (see also Eq. 13-1), 39%
α-pyranose form, 61% β-pyranose form, and  0.15%
each of the much less stable α and β furanose forms.9,12

The ketose sugar fructose in solution exists as ~73%
β-pyranose, 22% β-furanose, 5% α-furanose, and 0.5%
open chain form (Fig. 4-1).6,10,13  Although polysaccha-
rides are composed almost exclusively of sugar residues
in ring forms, the open chain forms are sometimes
metabolic intermediates.
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Figure 4-2  Formulas for the D-aldoses.  Prefixes derived from the names of these aldoses are used in describing various other
sugars including ketoses.  The prefixes include erythro, threo, arabino, ribo, galacto, manno, etc., D-Fructose can be described in this
manner as D-arabino-hexulose.  The prefixes refer to the configurations of a series of consecutive but not necessarily contiguous
chiral centers.2  Thus, 3-arabino-hexulose is an isomer of fructose with the carbonyl group at the 3 position.  The prefix deoxy,
which means “lacking oxygen,” is often used to designate a modified sugar in which an –OH has been replaced by –H, e.g.,
2-deoxyribose.
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A.  Structures and Properties of Simple Sugars

For each D sugar there is an L sugar which is the
complete mirror image or enantiomer of the D form.
Although L-arabinose occurs widely in plants, and
some derivatives of L sugars are present in glycopro-
teins, most naturally occurring sugars have the D con-
figuration.  A pair of sugars, such as glucose and galac-
tose, differing in configuration at only one of the chiral
centers are known as epimers.  The D-ketose sugars
with the carbonyl group in the 2 position (Fig. 4-3) are
also abundant in nature, often occurring in the form of
phosphate esters as intermediates in metabolism.

Ways of indicating configuration.  The Fischer
projection formulas used in Figs. 4-2 and 4-3 are con-
venient in relating the sugar structures by their indi-
vidual carbon configurations to each other, but they
give an unrealistic three-dimensional picture.  Accord-
ing to the Fischer convention each carbon atom must
be viewed with both vertical bonds projecting behind

the atom viewed.  In fact, the molecule cannot assume
such a conformation because the chain folds back on
itself, bringing many atoms into collision.

Ring forms of sugars are also often drawn according
to the Fischer convention; making use of elongated
bent lines to represent ordinary simple bonds:

In this representation the hydroxyl at the anomeric
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carbon atom is always on the right side of the molecules
for α forms in the D series of sugars and at the left side
for the β forms.  For the L sugars the opposite is true.
For example, since α-D-glucopyranose and α-L-gluco-
pyranose are enantiomers, their Fischer formulas must
be mirror images.

Simplified sugar rings are often drawn with
Haworth structural formulas.  The lower edge of
the ring, which may be shown as a heavy line, is thought
of as projecting out toward the reader and the other
edge as projecting behind the plane of the paper.
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Haworth structures are easy to draw and unambiguous
in depicting configurations,14 but they also do not show
the spatial relationships of groups attached to other
rings correctly.  For this reason conformational formulas
of the type described in Section 2 and shown in Fig. 4-4
are used most often in this book.

Natural derivatives of sugars. The aldehyde
group of an aldose can be oxidized readily to a carboxyl
group to form an aldonic acid.  Among the several
aldonic acids that occur naturally is 6-phosphogluconic
acid, which is pictured here as the 6-phosphogluconate
ion:

The enzymatically formed uronic acids have –COOH
in the terminal position.  This is position 6 in glucuronic
acid, whose structure is given here and as a ring in
Fig. 4-4.  Sugar chains with –COOH at both ends are
called aldaric acids, e.g., glucaric acid.  The –OH
group in the 2 position of glucose may be replaced by
–NH2 to form 2-amino-2- deoxyglucose, commonly
called glucosamine (GlcN), or by –NH–CO–CH3
to form N-acetylglucosamine (GlcNAc). Similar
derivatives of other sugars exist in nature.  In many
poly-saccharides, sulfate groups are attached in ester
linkage to the sugar units.  The sulfo (–SO3

–) sugar
6-sulfo-�-D-quinovose (Fig. 4-4) is found in lipids
of photosynthetic membranes.15,16

The sugar alcohols, in which the carbonyl group
has been reduced to –OH, also occur in nature.  For
example, D-glucitol (D-sorbitol), the sugar alcohol
obtained by reducing either D-glucose or L-sorbose
(Eq. 4-2), is a major product of photosynthesis and
widely distributed in bacteria and throughout the
eukaryotic kingdom.  It is present in large amounts in
berries of the mountain ash and in many other fruits.
It exists in a high concentration in human semen and
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Figure 4-3  Formulas for the open forms of the D-ketoses.
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Figure 4-4  Some simple sugars and sugar derivatives in ring forms.  Most of these are present in polysaccharides.

accumulates in lenses of diabetics. D-Glucitol and
other sugar alcohols arise in some fungi during meta-
bolism of the corresponding sugars.17  Mannitol, another
product of photosynthesis, is also present in many
organisms.18  Another polyol that is found in human
blood in significant concentrations (0.06–0.25 mM) is
1,5-anhydro-D-glucitol (Fig. 4-4).  It is largely of dietary
origin.19

Two common 6-deoxy sugars which lack the
hydroxyl group at C-6 are rhamnose and fucose.
Both are of the “unnatural” L configuration but are
derived metabolically from D-glucose and D-mannose,
respectively.
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A.  Structures and Properties of Simple Sugars

Vitamin C (ascorbic acid, Box 18-D) is another impor-
tant sugar derivative. Neuraminic acid is a 9-carbon
sugar made by transferring a 3-carbon piece onto a
hexosamine.  Its N-acetyl and N-glycolyl derivatives
are called sialic acids. Their names may be abbreviated
NeuAc and NeuGl, respectively, or simply as Sia (see
also Fig. 4-4).
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The sialic acids are prominent constituents of the
glycoproteins of cell surfaces.  More than 30 modified
forms, for example, with added methyl or acetyl groups,
are known.20 – 24

2.  Conformations of Five- and Six-Membered
Ring Forms

Single-bonded six-membered molecular rings,
such as those in cyclohexane and in sugars, most often
assume a chair (C) conformation.  For sugars in pyra-
nose ring forms, there are two possible chair confor-
mations,4,25,26 which are designated 4C1(or C1) and 1C4
(or 1C).  The superscript and subscript numbers on the
designations indicate which atoms are above and

below the plane of the other four ring atoms. These
conformers are not easily interconvertible unless the ring is
opened by a chemical reaction, e.g., that of Eq. 4-1.  How-
ever, manipulation with an atomic force microscope
has shown that stretching of single polysaccharide
chains can cause interconversion of the two chair con-
formations of pyranose rings, which are separated by
an energy barrier of ~ 46 kJ/ mol.26a

Most sugars occur in the chair conformation that
places the largest number of substituents in equatorial
positions and is therefore most stable thermodynami-
cally.  For D-aldoses this is usually the 4C1 conformation:

For L-aldoses it is the 1C4 form.  There are exceptions
to this rule.  For example, α-D-idopyranose as well as
iduronate rings assume the 1C4 conformation because
this conformation places the maximum number of bulky
groups in equatorial positions.27,28  It is noteworthy
that electronegative substituents on the anomeric
carbon atom of a sugar ring often prefer an axial
orientation.  This anomeric effect is also reflected
in a shortening by about 0.01 nm of hydrogen bonds
involving the hydrogen atom of the anomeric axial
OH group.  These effects can be explained partially as
a result of coulombic repulsion of the two C–O dipoles
and of resonance of the following type:29 – 31

In addition to the chair conformations of six-mem-
bered rings the less stable boat (B) conformations are
also possible.  The six boat forms are smoothly inter-
convertible through intermediate twist (T) forms,
which are also called skew (S) forms.3,5  Since the

internal angle in a pentagon is 108° (close to the tetra-
hedral angle) we might anticipate a nearly planar five-
membered ring.  However, eclipsing of hydrogen
atoms on adjacent carbons prevents formation of such
a flat structure.  One of the atoms may be buckled out
of the plane of the other four about 0.05 nm, into an
envelope conformation (e.g., 1E), or only three atoms
may be in a plane, as in a twist conformation.

2

1

3
4

5 O

2
1

3

4

5
O

(or C1)4 C1 (or 1C)1C4

HO
OH

O
H

H

H

H
OHHO

OH

H All bulky substituents,
— OH and —CH2OH,
are in equatorial positions
projecting out from the ring.

All of the hydrogens
attached to ring carbons
project downward or
upward in axial positions.

β-D-Glucose, a
pyranose ring
form in a chair
conformation.

CH 2

O

O
H

x

O

O
H

shortened
H-bond
~0.18 nm

δ–

δ+

O
1

The 1E envelope
conformation

Boat

O
O

Skew or twist

COO

C

CH2

C OHH

C

C

C

C

CH2OH

H2N H

HO H

OH

OH

H

H

O

CH3 C

O

N

H

HOCH2 C

O

N

H

Neuraminic acid anion (Neu) 

Substitution here
of H2N—by

or

gives sialic acids

–



167

Any one of the five atoms of the ring can be either
above or below the plane defined by the other four in
the envelope conformation.  The energy barriers sepa-
rating them are very low, and in cyclopentane or in
proline all of the envelope conformations are freely
interconvertible through intermediate skew forms.32

Furanose sugar rings are very flexible but the presence
of the bulky substituents reduces the number of possi-
ble conformations.33 – 36a  See Chapter 5 for further
discussion.

3.  Characteristic Reactions of
Monosaccharides

The aldehyde group of aldoses can either be oxi-
dized or reduced and ketoses can be reduced.  The
best laboratory reagent for reduction is sodium boro-
hydride which acts rapidly in neutral aqueous solu-
tions (see Eq. 4-2).  Since both NaB3H4 and NaB2H4 are
available, radioactive or heavy isotope labels can be
introduced in this way.  The aldehyde groups can be
oxidized by a variety of agents to the corresponding
aldonic acids, a fact that accounts for the reducing
properties of these sugars.  In alkaline solution aldoses
reduce Cu2+ ions to cuprous oxide (Eq. 4-3), silver ions

to the free metal, or hexacyanoferrate (III) to hexacyano-
ferrate (II).  These reactions provide the basis for sensi-
tive analytical procedures.  Even though the aldoses
tend to exist largely as hemiacetals (Eq. 4-1) the reduc-
ing property is strongly evident.  Oxidation by metal-
containing reagents is usually via the free aldehyde,
but oxidation by hypobromite BrO– (Br2 in alkaline
solution) yields the lactone, as does enzymatic oxida-
tion (Eq. 15-10).

Sugars are unstable in acid.  Boiling with concen-
trated HCl or H2SO4 converts pentoses to furfural (Eq.
4-4a) and hexoses to hydroxymethylfurfural (Eq. 4-4b).

The aldehydes produced in these reactions can be
condensed with various phenols or quinones to give
colored products useful in quantitative estimation of
sugar content or in visualizing sugars on thin-layer
chromatographic plates.  Phenol and sulfuric acid
yield a product whose absorbance at 470 nm can be
used as a measure of the total carbohydrate content of
most samples.  Resorcinol (1,3-dihydroxybenzene) in
3 M HCl (Seliwanoff’s reagent) gives a red precipitate
with ketoses.  Orcinol (5-methylresorcinol) reacts
rapidly with pentoses and with ribonucleosides and
ribonucleotides.  Since 2-deoxy sugars react slowly
this can be used as a test for RNA.  Diphenylamine
with H2SO4 gives a blue-green color specifically with
2-deoxy sugars and can be used to test for DNA if the
sample is first hydrolyzed.37

B.  Glycosides, Oligosaccharides,
Glycosylamines, and Glycation

The hydroxyl group on the anomeric carbon atom
of the ring forms of sugars is reactive and can be replaced
by another nucleophilic group such as –O–R from an
alcohol.  The product is a glycoside (Eq. 4-5).  The reac-
tion with methanol occurs readily with acid catalysis
under dehydrating conditions, e.g., in 100% methanol.

The alcohol in this equation can be a simple one such
as methanol or it can be any of the –OH groups of
another sugar molecule.  For example, two molecules
of α-D-glucopyranose can be joined, in an indirect
synthesis, to form maltose (Eq. 4-6).  Maltose is
formed by the hydrolysis of starch and is otherwise
not found in nature.  There are only three abundant
naturally occurring disaccharides important to the
metabolism of plants and animals.38  They are lactose
(milk), sucrose (green plants), and trehalose (fungi
and insects).
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Disaccharides are linked by glycosidic (acetal)
linkages.  The symbol α-1,4, used in Eq. 4-6, refers to
the fact that in maltose the glycosidic linkage connects
carbon atom 1 (the anomeric carbon atom) of one ring
with C-4 of the other and that the configuration about
the anomeric carbon atom is α.  While the α and β ring
forms of free sugars can usually undergo ready inter-
conversion, the configuration at the anomeric carbon
atom is “frozen” when a glycosidic linkage is formed.
To describe such a linkage, we must state this configu-
ration together with the positions joined in the two
rings (see Eq. 4-6).  Lactose, whose structure follows,
can be described as a disaccharide containing one
galactose unit in a β-pyranose ring form and whose
anomeric carbon atom (C-1) is joined to the 4 position
of glucose, giving a β-1,4 linkage:

The systematic name for α-lactose, O-β-D-galacto-
pyranosyl-(1→4)-α-D-glucopyranose, provides a com-
plete description of the stereochemistry, ring sizes, and
mode of linkages.  This name may be abbreviated β-D-
Galp-(1→4)-α-D-Glcp.  Since pyranose rings are so
common and since most natural sugars belong to the
D family, the designations D and p are often omitted.
It may be assumed that in this book sugars are always
D unless they are specifically designated as L.  When
linkages remain uncertain abbreviated formulas are
given.  Because the glucose ring in lactose is free to
open to an aldehyde and to equilibrate (in solution)
with other ring forms, the name lactose does not imply

a fixed ring structure for the glucose half.  Thus, the
name lactose can be abbreviated as βGal-(1→4)-Glc or,
more succinctly, as Galβ1→4Glc.  However, in crystal-
line form the sugar exists either as α-lactose or β-lactose.
The latter is more soluble and sweeter than α-lactose,
which sometimes crystallizes in ice cream upon pro-
longed storage and produces a “sandy” texture.  An
isomer of lactose, Galβ1→6Glc or allolactose, is an
important inducer of transcription in cells of E. coli
(Chapter 28).

Notice that in the drawing of the lactose structure
the glucose ring has been “flipped over” with respect
to the orientation of the galactose ring, a consequence
of the presence of the β-1,4 linkage.  For maltose,
where the linkage is α-1,4, the two rings are usually
drawn with the same orientation (Eq. 4-6).  Maltose
can be described as α-D-Glcp-(1→4)-D-Glcp or more
simply as Glcα1→4Glc.

In sucrose and in α,α-trehalose the reducing groups
of two rings are joined.  Each of these sugars exists in
a single form.  Sucrose serves as the major transport
sugar in green plants, while trehalose plays a similar
role in insects, as does D-glucose in our blood.

Trehalose, or “mushroom sugar,” is found not only in
fungi but also in many other organisms.39 – 41.  It serves
as the primary transport sugar in the hemolymph of
insects and also acts as an “antifreeze” in many species.
It accounts for up to 20% of the dry weight of anhy-
drobiotic organisms, which can survive complete
dehydration.  These include spores of some fungi,
yeast cells, macrocysts of Dictyostelium, brine shrimp
cysts (dried gastrulas of Artemia salina), some nema-
todes, and the resurrection plant.  These organisms
can remain for years in a dehydrated state.  Hydrogen
bonding between the trehalose and phosphatidylcholine
may stabilize the dry cell membranes.18,40,41  Although
they can be desiccated, fungal spores remain dormant
even when considerable water is present.  One of the
first detectable changes when the spores germinate is a
rapid increase in the activity of the enzyme trehalase
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which hydrolyzes trehalose to glucose.42,43

Disaccharides, as well as higher oligosaccharides
and polysaccharides, are thermodynamically unstable
with respect to hydrolysis, for example, for lactose in
aqueous solution:

Lactose + H2O → D-glucose + D-galactose
∆G° ≈ –8.7 ± 0.2 kJ mol–1 at 25°C

The corresponding equilibrium constant K = [D-glucose]
[D-galactose]/[lactose] ≈ 34 M.  For other oligosaccha-
rides K varies from 17 to 500 M.44,45  However, sucrose
is far less stable with K = 4.4 × 104 M and ∆G° = –26.5 ±
0.3 kJ mol–1 for its hydrolysis.46  Sucrose is also less
stable kinetically and undergoes rapid acid-catalyzed
hydrolysis.  This fact is exploited when vinegar is used
to convert sucrose to the less crystallizable mixture of
glucose and fructose during candy-making.  In marked
contrast, trehalose is extremely resistant to acid-cata-
lyzed hydrolysis.

The joining of additional sugar rings through
glycosidic linkages to a disaccharide leads to the for-
mation of oligosaccharides, which contain a few
residues, and to polysaccharides, which contain
many residues.  Among the well-known oligosaccha-
rides are the substituted sucroses raffinose, Galp(1→6)
Glcp(1→2) Fruf, and stachyose, Galp(1→6) Galp(1→6)
Glcp(1→2) Fruf.  Both sugars are found in many legumes
and other green plants in which they are formed by
attachment of the galactose rings to sucrose.  Oligo-
saccharides have many functions.  For example, gram-
negative bacteria often synthesize oligosaccharides
of 6–12 glucose units in β-1,2 linkage joined to sn-1-
phosphoglyceryl groups.  They are found in the peri-
plasmic space between the inner and outer cell mem-
branes and may serve to control osmotic pressure.47

Oligosaccharides of 10–14 α-1,4-linked D-galacturonic
acid residues serve as signals of cell wall damage to
plants and trigger defensive reactions against bacteria
in plants.48

Just as alcohols can be linked to sugars by glyco-
side formation (Eq. 4-5), amines can react similarly to
give glycosylamines (N-glycosides).  In this instance
it is usually the free aldehyde that reacts via formation
of a Schiff base (Eq. 4-8a).  The latter can cyclize (Eq. 4-8b)
to the glycosylamine with either the α or β configuration.
Another important reaction of Schiff bases of sugars
is the Amadori  rearrangement (Eq. 4-8c,d), which
produces a secondary ketoamine with a 1-oxo-2-deoxy
structure.

This can cyclize as in step e of Eq. 4-8.  In addition,
epimerization at position 2 occurs through the reversal
of step d.  The overall reaction of Eq. 4-8 is often called
glycation to distinguish it from glycosylation, the
transfer of a glycosyl group.  The Amadori rearrange-
ment is important in nitrogen metabolism and in non-
enzymatic reactions of sugars.  For example, small

(4-8)

amounts of glycosylated hemoglobin and other proteins
modified by glycation of the protein amino groups are
normally present in the blood.49–51  People with diabe-
tes, who have a high concentration of blood glucose,
have increased amounts of glycated protein.  High
concentration of either glucose or fructose41,52 may
cause serious problems.  For example, modification of
the protein crystallins of the lens of the eye may lead
to cataracts.  Similar problems with galactose may
accompany galactosemia (Chapter 20).53  Ketoamines
formed by glycation of proteins may undergo crosslink-
ing reactions with side chains of other protein molecules
and this may be one cause of aging.42,43  Other reactions
of the ketoamines lead to formation of fluorescent and
colored products.41,43,50,54–56  Oxidation products of sugars
also participate in these reactions,57 and nucleic acid
bases also react.56

C.  Polysaccharides (Glycans)

Polymers of sugars are present in all cells and
serve a variety of functions.58 – 60  The simple sugars
commonly used in the assembly of polysaccharides
include D-glucose, D-mannose, D-galactose, D-fructose,
D-xylose, L-arabinose, related uronic acids, and amino
sugars (Fig. 4-4).  These monomer units can be put
together in many ways, either as homopolysaccha-
rides containing a single kind of monomer or as hetero-
polysaccharides containing two or more different
monomers.  Because there are many sugars and many
ways in which they can be linked, there is a bewildering
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variety of different polysaccharides.  Their chains can
be linear or helical.  The most numerous functional
groups present are the free hydroxyl groups, some
of which may form additional glycosidic linkages to
produce branched chains.  Polysaccharides may also
contain –COOH, –NH2, –NHCOCH3, and other groups.
After polymerization, hydroxyl groups are sometimes
methylated or converted to sulfate esters or to ketals
formed with pyruvic acid.  Structural characteristics of
some of the major polysaccharides are listed in Table 4-1.

1.  Conformations of Polysaccharide Chains

Despite the variety of different monomer units

Starch Green plants
   Amylose D-Glucose α1,4
   Amylopectin D-Glucose α1,4 α1,6
Glycogen Animals, bacteria D-Glucose α1,4 α1,6
Cellulose Green plants, some bacteria D-Glucose β1,4
Dextrans Some bacteria D-Glucose α1,6 α1,3
Pullulan Yeast D-Glucose α1,6 + α1,4
Callose Green plants D-Glucose β1,3
Yeast glucan Yeast D-Glucose β1,3
Schizophyllan, curdlan, paramylon D-Glucose β1,3 β1,6 on every third residue
Mannans Algae D-Mannose 1,4

Yeast D-Mannose α1,6
Xylans Green plants D-Xylose β1,3

Brown seaweed
Inulin Some plant tubers D-Fructose β2,6
Chitin Fungi, anthropods N-acetyl-D-Glucosamine β1,4

Alternating polysaccharides

Hyaluronan Animal connective tissue Glucuronic acid +
N-acetylglucosamine β1,4

Chondroitin sulfate D-Glucosamine
N-acetyl-D-Galactosamine β1,3 + β1,4

Dermatan sulfate α-L-Iduronate +
N-acetyl-D-Galactosamine β1,3 + β1,4

Pectin Higher plants D-Galactunonate + others β1,4 + others
Alginate Seaweed D-Mannuronate +

L-Guluronate β1,4 + α1,4
Agar-agar Red seaweed Galactose β1,4 and α1,3
Carageenan Red seaweed Galactose-4-sulfate + β1,4 + α1,3

3,6-anhydro-
D-Galactose-2-sulfate

Murein Bacterial cell wall N-acetyl-D- β1,4
Glucosamine + N-
acetyl-D-Muramic acid

TABLE 4-1
Some of the Many Polysaccharides Found in Nature

Name Source Monomer Main linkage Branch linkages

and kinds of linkage  present, the conformational
possibilities for carbohydrate chains are  limited.
The sugar ring is a rigid unit and the connection of
one unit to the next can be specified by means of two
torsion angles φ and ψ just as with peptides.61 – 63  To
specify a torsion angle four atoms must be selected–
the two at the ends of the bond about which rotation
is being considered and two others.  There is more
than one way to define the zero angle for φ and ψ.  As
illustrated in the drawing on p. 172, φ may be taken
as the H1–C1–O–C4' dihedral angle and ψ as the H4'
–C4'–O–C1 angle.  The zero angle is when H1 and
H4' are eclipsed.  A related alternative is to take φ and
ψ as 0° when the two midplanes of the sugar rings are
coplanar.
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BOX 4-A  CYCLODEXTRINS

An enzyme produced by some bacteria of the
genus Bacillus cuts chains of amylose and converts
them into tiny rings consisting of six (α-cyclodextrin),
seven (β-cyclodextrin), eight (γ-cyclodextrin), or
more glucose units.  The cyclodextrins, which were
first isolated by F. Schardinger in 1903, have in-
trigued carbohydrate chemists for many years by
their unusual properties.a  They are surprisingly
resistant to acid hydrolysis and to attack by amy-
lases and cannot be fermented by yeast.

The torus-like cyclodextrin molecules have an
outer polar surface and an inner nonpolar surface.

The small hydrophobic
cavities within the
cyclodextrins have
diameters of 0.50, 0.62,
and 0.79 nm, respec-
tively, for the α, β, and
γ dextrins.b  Cavities
are potential binding
sites for a great variety

of both inorganic and organic molecules.a–g  Com-
plexes of simple alcohols, polyiodides,c ferrocene,d

and many other compounds have been observed.
Cyclodextrins can be used to “encapsulate” food
additivesb and their complexes may be useful in

1.5 nm
0.62 nm

0.79 nm

a French, D. (1957) Adv. Carbohydr. Chem. Biochem. 12, 189– 260
b Korpela, T., Mattsson, P., Hellman, J., Paavilainen, S., and

Mäkelä, M. (1988–89) Food Biotechnology 2, 199 – 210
c Noltemeyer, M., and Saenger, W. (1980) J. Am. Chem. Soc. 102,

2710 –2722
d Menger, F. M., and Sherrod, M. J. (1988) J. Am. Chem. Soc. 110,

8606 –8611
e Hamilton, J. A., and Chen, L. (1988) J. Am. Chem. Soc. 110,

4379 –4391
f Armstrong, D. W., Ward, T. J., Armstrong, R. D., and Beesley, T.

E. (1986) Science 232, 1132– 1135
g Lipkowitz, K. B., Raghothama, S., and Yang, J. (1992) J. Am.

Chem. Soc. 114, 1154– 1162
h Anslyn, E., and Breslow, R. (1989) J. Am. Chem. Soc. 111,

8931 –8932
i Granados, A., and de Rossi, R. H. (1995) J. Am. Chem. Soc. 117,

3690 –3696
j Ueno, A., Kuwabara, T., Nakamura, A., and Toda, F. (1992)

Nature 356, 136– 137
k Harada, A., Kamachi, J. L., and Kamachi, M. (1993) Nature 364,

516– 518

separation of enantiomers of drugs.f,g  They can be
chemically modified by adding catalytic groups to
serve as enzyme modelsh,i or as color-change
indicators sensitive to binding of organic molecules.j

They can be linked together to form molecular
nanotubes.  Polymer chains can even be threaded
through the tubes.k  What practical applications
may yet come from this?

Hydrogen
Oxygen
Carbon

Figure 4-5  (A)  Linkages of the D-glucose
residues in cellulose.  (B)  Hydrogen-bonding
pattern in cellulose I.  From Ross et al.66

A

B

C. Polysaccharides (Glycans)
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The IUB has proposed another convention.64

2.  The Glucans

From glucose alone various organisms synthesize
a whole series of polymeric glucans with quite different
properties.  Of these, cellulose, an unbranched β-1,4-
linked polyglucose (Fig. 4-5A), is probably the most
abundant.  It is the primary structural polysaccharide
of the cell walls of most green plants.65  For the whole
Earth, plants produce ~1014 kg of cellulose per year.

A systematic examination of the possible values
for φ and ψ shows that for cellulose these angles are
constrained to an extremely narrow range which
places the monomer units in an almost completely
extended conformation.62  Each glucose unit is flipped
over 180° from the previous one.  The polymer has a
twofold screw axis and there is a slight zigzag in the
plane of the rings.66 – 68  Remember that in the chair
form of glucose all of the –OH groups lie in equatorial
positions and are able to form hydrogen bonds with
neighboring chains.  This feature, together with the
rigidity of conformation imposed by the β configura-
tion of the monomer units, doubtless accounts for the
ability of cellulose to form strong fibers.

It has been impossible to obtain large single crys-
tals of cellulose.  However, from 60 to 90% of native
cellulose is thought to be clustered to form the needle-
like crystalline microfibrils.  These microcrystals of
cellulose I can be separated from other plant materials
by prolonged boiling with dilute NaOH and HCl.
Their structure has been established by electron dif-
fraction67 and by comparison with high-resolution
X-ray diffraction structure of the tetrasaccharide β-D-
cellotetraose.66,69  Two closely similar parallel-chained,
hydrogen-bonded structures appear to be present.
One is shown in Fig. 4-5B.  The hydrogen bonds and
van der Waals forces bind the chains into sheets which
are stacked to form fibers.  A typical fiber of plant
cellulose has a diameter of 3.5–4 nm and contains 30–
40 parallel chains, each made up of 2000–10,000 glucose
units.  The chain ends probably overlap to form essen-
tially endless fibers that can extend for great distances
through the cell wall.  They interact with other polysac-
charides as is illustrated in Fig. 4-14.  A single cotton

Figure 4-6  Scanning electron micrographs of starch granules.
Magnification 2500× and 3000×.  From Jane et al.73

fiber may be 2–3 cm in length.
Cotton thread treated with concentrated NaOH

shrinks and has an increased luster.  The resulting
“Mercerized” cellulose has changed into other crystal-
line forms.  The major one is cellulose II, in which
the chains in the sheets are antiparallel.69a  Cellulose II
may also occur to some extent in nature.  Many other
modified celluloses, e.g., methylcellulose, in which
some –OH groups have been converted to methyl
ethers70 are important commercial products.

Starch, another of the most abundant polymers
of glucose, is stored by most green plants in a semi-
crystalline form in numerous small granules.  These
granules, which are usually formed within colorless
membrane-bounded plastids, have characteristic shapes
and appearances (Fig. 4-6) that vary from plant to plant.
One component of starch, amylose, is a linear poly-
mer of many α-D-glucopyranose units in 1,4 linkage
(Fig. 4-7) as in maltose.  Starch granules always contain
a second kind of molecule known as amylopectin.58
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The linear chains of amylase grow
from the “reducing end” toward
the “non-reducing end” using only
α–1,4 linkages as in maltose.

For each residue the chain
bends by ~60° leading to
a helical structure with 6
residues per turn.

Branches in
amylopectin or
glycogen are
attached by
α–1,6 linkages.

~60°

~60°

Figure 4-7  (A)  Linkages of the glucose residues in starches
and in glycogen.  (B)  Schematic diagram of the glycogen
molecule as proposed originally by K. H. Meyer.74  The
circles represent glucose residues which are connected by α-
1,4 linkages and, at the branch points, by α-1,6 linkages.  The
symbol φ designates the reducing group.  From D. French.75

(C)  Proposed broomlike clusters in amylopectin.  After D.
French.71

Both amylopectin and glycogen (animal starch) con-
sist of highly branched bushlike molecules. Branches
are attached to α-1,4-linked chains through α-1,6
linkages (Fig. 4-7).  When glucose is being stored as
amylopectin or glycogen the many “nonreducing”
ends appear to grow like branches on a bush, but
when energy is needed the tips are eaten back by
enzymatic action (Fig. 11-2).  There is only one reducing

end of a starch molecule where one might expect to
find a hemiacetal ring in equilibrium with the free
aldehyde.  However, this end may be attached to a
protein.

Starch granules show a characteristic pattern of
growth rings of 0.3- to 0.4-µm thickness with thinner
dense layers about 7 nm apart.  Study of this layered
structure suggests that the individual amylopectin
molecules have branches close together in broomlike
clusters (Fig. 4-7C).61,71,72  The amylopectin chains are
120–400 nm long and their relative molecular masses
may reach 15–30 million. In addition, starch granules
usually contain molecules of the straight-chain amylose,
each containing several hundred glucose units and
having molecular masses of ~100 kDa.  Most starches
contain 20–21% amylose but there are special varieties
of plants that produce starch with 50–70% amylose.
On the other hand, the “waxy” varieties of maize form
only amylopectin and lack amylose.

In both starch and glycogen the glucose units of
the main chains are linked with α-1,4 linkages.  An
extended conformation is not possible and the chains
tend to undergo helical coiling. One of the first helical
structures of a biopolymer to be discovered (in 1943)76,77

was the left-handed helix of amylose wound around
molecules of pentaiodide (I5

–) in the well-known blue
starch–iodine complex78 (Fig. 4-8).  The helix contains
six residues per turn, with a pitch of 0.8 nm and a
diameter of nearly 14 nm.  Amylose forms complexes
of similar structure with many other small molecules.79

Another more tightly coiled double-helical form
of amylose has been proposed.80  Each chain would
contain six glucose units per turn and the two chains
could be arranged in either parallel or antiparallel
directions.  The average amylose molecule contains
2000 glucose units and could be stretched to a slender
chain over 1 µm long, longer than the crystalline regions
observed in starch granules.  Thus, the chains within
the granules would have to fold back on themselves,
possibly in hairpin fashion:

X-ray diffraction studies support the double-helical
structure but suggest a parallel orientation of the amy-
lose chains.81  Since amylose has not been obtained as
single crystals the diffraction data do not give a definitive
answer.  However, if double helices are formed by
adjacent branches in amylopectin and glycogen the
two strands would be parallel.  Starch granules also
contain amorphous starch which appears to contain
single helices, possibly wrapped around lipid materials.82

A

B

C

C. Polysaccharides (Glycans)

Crystalline array of hairpin folds
proposed for linear starch molecules
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Glycogen is stored in the cytoplasm of animal cells
and to some extent in the lysosomes as enormous 100-
to 200-MDa particles.  These appear in the electron
microscope as aggregates of smaller particles of mole-
cular masses up to 20–40 MDa.  A laminated internal
structure with surface bumps is suggested by STM
microscopy (Fig. 4-9).  Biosynthesis of glycogen may
be initiated by a 37-kDa protein called glycogenin,
which remains covalently attached to the reducing
end of the glycogen (Chapter 20).83  Despite the huge
molecular masses of glycogen particles, both 1H and
13C NMR resonances are sharp, indicating a high
degree of mobility of the glycosyl units.84

Beta-1,3-linked glucans occur widely in nature.
When a new green plant cell is formed the first poly-

saccharide to be synthesized is not cellu-
lose but the β-1,3-linked glucose polymer
callose.  Cellulose appears later.  Callose
is also produced in some specialized
plant tissues, such as pollen tubes,85 and
is formed in massive amounts at the site
of wounds or of attack by pathogens.
The major structural component of the
yeast cell wall is a β-1,3-linked glucan
with some β-1,6 branches.86 Schizophyl-
lan is a β-1,3-linked glucan with a β-1,6-
linked glucosyl group attached to every
third residue.  A glucan from the coleop-
tiles of oats contains 30% β-1,3 linkages
in a linear chain that otherwise has the
structure of cellulose.87  Other β-1,3-
linked glucans serve as energy storage
molecules in lower plants and in fungi.
Among these are β-1,3-linked glucans
such as paramylon,88,89 which is stored
by the euglena.  A similar polysaccharide,
curdlan, is formed by certain bacteria. 90

Some other bacteria, e.g., Leuconostoc
mesenteroides, make 1,6-linked poly-D-
glucose or dextrans.91,92  These always
contain some α-1,3-linked branches and
may also have α-1,4 and α-1,2 linkages,
the structures varying from species to
species.  Dextrans formed by bacteria
such as Streptococcus mutans growing on
the surfaces of teeth are an important
component of dental plaque.  Bacterial

Figure 4-8  (A) Structure of the helical complex of amylose with I3
– or I5

–.
The iodide complex is located in the interior of the helix having six glucose
residues per turn.  (B)  Model of a parallel-stranded double helix.  There
are six glucose units per turn of each strand.  The repeat period measured
from the model is 0.35 nm per glucose unit.  Courtesy of Alfred French.

A

B

Figure 4-9  A scanning tunneling microscopic (STM) image
of three glycogen molecules.  The corrugated surface
suggests a laminated structure.  These molecules have been
purified from tissues by treatment with strong alkali, which
breaks the larger aggregates into particles of Mr = 1–10 × 106

and diameter 25–30 nm.  Courtesy of Fennell Evans.93
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dextrans are also produced commercially and are
chemically crosslinked to form gels (Sephadex) which
are widely used in biochemical separation procedures
(Figs. 3-1 and 4-10).  A yeast polysaccharide pullulan
is a regular polymer of maltotriose units with α-1,4
linkages joined in a single chain by α-1,6 linkages.94

One glucan, called alternan is a linear polymer with
alternate α-1,6 and 1,3 linkages.

3.  Other Homopolysaccharides

Cell walls of yeasts contain mannans in which
the main α-1,6-linked chain carries short branches of
one to three mannose units joined in α-1,2, α-1,3, and
sometimes α-1,6 linkages.96  These are covalently linked
to proteins.97  A β-1,4-linked mannan forms micro-
fibrils in the cell wall of some algae such as Acetabu-
laria (Fig. 1-11) which do not make cellulose.98,99

The cell walls of some seaweeds contain a β-1,3-linked
xylan instead of cellulose.  This polysaccharide forms
a three-stranded right-handed triple helix.99,100  Even
though xylose is a five-carbon sugar, the polymer
contains the thermodynamically more stable six-
membered pyranose rings.  On the other hand, fructose,
a 6-carbon sugar, is present as five-membered furanose
rings in inulin, the storage polysaccharide of the Jeru-
salem artichoke and other Compositae, and also in
sweet potatoes.  The difference has to do with biosyn-
thetic pathways.  Furanose rings arise both in inulin
and in sucrose because the biosynthesis occurs via the
6-phosphate ester of fructose, making it impossible for
the phosphate derivative to form a 6-membered ring.

The major structural polysaccharide in the exo-
skeletons of arthropods and of other lower animal
forms is chitin, a linear β-1,4-linked polymer of N-

C. Polysaccharides (Glycans)

acetylglucosamine whose structure resembles that of
cellulose.  In β chitin the individual parallel chains
are linked by hydrogen bonds to form sheets in which
parallel chains are held together by NH - - - O = C
hydrogen bonds between the carboxamide groups.
In the more abundant α chitin the chains in alternate
sheets have opposite orientations,101,102 possibly a
result of hairpin folds in the strands.  Native chitin
exists as microfibrils of 7.25 nm diameter.  These
contain a 2.8-nm core consisting of 15–30 chitin chains
surrounded by a sheath of 27-kDa protein subunits.
The microfibrils pack in a hexagonal array, but the
structure is not completely regular.  Several proteins
are present; some of the glucosamine units of the
polysaccharide are not acetylated and the chitin core
is often calcified.103  The commercial product chitosan
is a product of alkaline deacetylation of chitin but it
also occurs naturally in some fungi.102  Chitin is also
present in cell walls of yeasts and other fungi.  It is
covalently bonded to a β-1,3-linked glycan which may,
in turn, be linked to a mannoprotein (see Section D,2).97

4.  Heteropolysaccharides of the Animal Body

Many polysaccharides contain repeating units
consisting of more than one different kind of mono-
mer.104,105  Some of these are composed of two sugars
in a simple alternating sequence.  Examples are 
hyaluronan (hyaluronic acid) and the chondroitin,
dermatan, keratan, and heparan sulfates.  They
are important components of the “ground substance”
or intracellular cement of connective tissue in animals.
Hyaluronan,106,107 which is abundant in synovial fluid
and the vitreous humor of the eye, is a repeating poly-
mer of glucuronic acid and N-acetylglucosamine with
the structure shown in Fig. 4-11 and Mr of several
million.  The chondroitin sulfates and dermatan sulfate
are similar polymers but with substitution by N-acetyl-
galactosamine and α-L-iduronic acid, respectively, and
with sulfate ester groups in the positions indicated in
Fig. 4-11.

Hyaluronan solutions are remarkably viscous and
at a concentration of only 0.1% can have over 80% of
the typical viscosity of biological fluids.  This property
may result from the presence of hydrogen bonds
between the carboxylate, carboxamide, and hydroxyl
groups of adjacent sugar residues as in Fig. 4-12.  The
hydrogen bonds stiffen the chain to give a slender rod.
The tetrasaccharide shown in the figure is the repeating
unit in a threefold helix.109  However, the charged
molecules do not associate to form strong fibrils like
those of cellulose. The chain can be bent easily with
breakage of the H-bonds at various positions to give
a random coil structure.

While hyaluronan is not covalently attached to
proteins, it is usually anchored to cell surfaces and to

Figure 4-10  A schematic representation of the gel networks
of Sephadex (left) and agarose (right).  Note that the aggre-
gates in agarose gels may actually contain 10–104 helices
rather than the smaller numbers shown here.  From Arnott
et al.95
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Type I Chain.  Alternating 1→3 and 1→4 linkages; all �, (equatorial).

Figure 4-11  The repeating disaccharide units of hyaluronan and other glycosaminoglycans.  See Fransson108 and Hardingham
and Fosang.107

Name Repeating unit Variations

Heparan sulfate [–4-GlcAβ1→4GlcNAc]n Some IdoA, sulfation.
Heparin [–4-L-IdoA(SO3

–)α1→4GlcN(SO3
–)α1→]n Some IdoA-2-SO3

–, GlcNAc.
24 different disaccharides possible.

Name Repeating unit Variations

Hyaluronan [–4GlcAβ1→3GlcNAcβ1→]n None.  Homogeneous.
Chondroitin sulfate [–4GlcAβ1→3GalNAc(SO3

–]β1→)n Some GlcA-2-SO3
–,

GalNAc-4- or 6-SO3
–or both.

Dermatan sulfate [–4IdoAα1→3GalNAc(4-SO3
–]β1→)n Some L-IdoA-2-SO3

–.
Keratan sulfate [–3Galβ1→4GlcNAc(6-SO3

–]β1→)n Some Gal-6-SO3, some Sia, Man, Fuc.

Type II Chain.  All 1→4 linkages, alternating � and � (axial).
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protein “receptors” within the extracellular matrix.
In contrast, chondroitin, dermatan, keratan, and heparan
sulfates are attached covalently to the proteins at the
reducing ends of the polymer chains (see Section D).
The attached polymers undergo enzyme-catalyzed
chemical alteration.  In dermatan most of the glucu-
ronate residues found in chondroitin have been epimer-
ized to iduronate and sulfate groups in ester linkages
have been added.  Chondroitin sulfate is especially
abundant in cartilage; dermatan sulfate is concentrated
in skin.  Heparan sulfates are more heterogeneous
than the other polymers of this group and have been
described as “the most complex polysaccharides on
the surface of mammalian cells.”110

In the mast cells of lungs, liver, and other cells
heparan sulfate chains are modified further and
released into the bloodstream as heparin, a material
with important anticoagulant properties.  Both the
amino groups and the 6-hydroxyls of the glucosamine
residues of heparin carry sulfate groups.  In some units
D-glucuronic acid or glucuronate-2-sulfate111 is present
in α-1,4 linkage, but more often L-iduronic acid-2-sulfate
is the first unit in the disaccharide.112–114  The iduronate
ring appears to have unusually high conformational
flexibility which may influence the biological activity
of heparin and related polysaccharides.115  Because of
its anticoagulant property, heparin is an important
drug for prevention of blood clot formation.116  In the
United States, in 1976 six metric tons of heparin were
used to treat 10 million patients.117  The anticoagulant
activity resides in large part in a nonrepeating penta-
saccharide (Fig. 4-13).112,118  This portion of the heparin,
especially if part of a larger octasaccharide,113 binds
to several proteins including the enzyme inhibitors
heparin cofactor II and plasma antithrombin III
(Chapter 12).  Heparin greatly accelerates the rate at
which these proteins bind and inactivate blood clotting
factors.  See also Section D,1.  Lower invertebrates, as
well as marine brown algae, contain heavily sulfated
fucans which are largely 1,3-linked.119

5.  Plant Heteropolysaccharides

Fibers of cellulose, which run like rods through
the amorphous matrix of plant cell walls, appear to be
coated with a monolayer of hemicelluloses.  Predom-
inant among the latter is a xyloglucan, which has the
basic cellulose structure but with α-1,6-linked xylose
units attached to three-fourths of the glucose resi-
dues.104,120,121 L-Fucose may also be present in trisac-
charide side chains: L-Fucα1→2Galβ1→ 2Xylα1→.122

Pectins of higher plants contain β-1,4-linked poly-
galacturonates interrupted by occasional 1,2-linked
L-rhamnose residues.  Some of the carboxyl groups of
these rhamnogalacturonan chains are methylated.123

Arabinans and galactans are also present in pectin.
A possible arrangement of cellulose fibers, hemicellu-
loses, and pectic materials in a cell wall has been
proposed (Fig. 4-14).

Agarose, an alternating carbohydrate polymer
consisting of ~120-kDa chains, is the principal compo-
nent of agar and the compound that accounts for most
of the gelling properties of that remarkable substance.
A solid agar gel containing 99.5% water can be formed.
Agarose molecules form left-handed double helices
with a threefold screw axis, a pitch of 1.90 nm, and a
central cavity containing water molecules.124,125

A similar structure has been established for the gel-
forming carrageenans from red seaweed.  The X-ray
data suggest that three of the disaccharide units form
one turn of a right-handed helix with a pitch of 2.6 nm.
A second chain with a parallel orientation, but displaced
by half a turn, wraps around the first helix.124  Such
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BOX 4-B  SILICON: AN ESSENTIAL TRACE ELEMENT

No one can doubt that
diatoms, which make their
skeletons from SiO2, have an
active metabolism of silicon.
They can accumulate as much
as 0.7 µM soluble silicon,
possibly attached to
proteins.a-d

The radiolaria and
sponges often accumulate

silicon and limpets make opal base plates for their
teeth.  Silicon may account for as much as 4% of the
solids of certain grasses.  Although silicon is usually
not considered an essential nutrient for all plants,
there is much evidence that it is essential to some
and that it is often beneficial.f  Silicon is found in
soil primarily as silicic acid, H4SiO4, whose concen-
tration ranges from 0.1–0.6 mM.  Most of the silicon
taken up by plants is deposited within cells, in cell
walls, between cells, or in external layers as hydrated
SiO2.  Presumably the organic components of the
plant control the deposition.  The SiO2 in some
plants takes the form of sharp particles which may
have a defensive function.  They abrade the enamel
surfaces of the teeth of herbivores and can cause
other illnesses.g

Silicon is essential for growth and development
of higher animals,h-l and it has been suggested that
humans may require 5–20 mg per day.m  In the chick,
silicon is found in active calcification sites of young
bone.i  Silicon-deficient animals have poorly calcified
bones and also an elevated aluminum content in
their brains.m  Silicon is present in low amounts in
the internal organs of mammals but makes up ~0.01%
of the skin, cartilage, and ligaments, in which it is
apparently bound to proteoglycans such as chon-
droitin-4-sulfate, dermatan sulfate, and heparan
sulfate (Fig. 4-11).m,n  These polymers contain ~0.04%
silicon or one atom of silicon per 130–280 repeating
units of the polysaccharides.  Plant pectins contain
about five times this amount.  The silicon is appar-

ently bound tightly in ether linkage.  Perhaps ortho-
silicic acid, Si(OH)4, reacts with hydroxyl groups of
the carbohydrates to form bridges between two
chains as follows:

In each of these formulas additional free OH groups
are available on the silicon so that it is possible to
crosslink more than two polysaccharide chains.
Silicon may function as a biological crosslinking
agent in connective tissue. Silaffins, small polypep-
tides containing polyamine side chains of modified
lysine residues, apparently initiate silica formation
from silicic acid in diatoms.o

a Robinson, D. H., and Sullivan, C. W. (1987) Trends Biochem. Sci.
12, 151– 154

b Round, F. E. (1981) in Silicon and Siliceous Structures in Biological
Systems (Simpson, T. L., and Volcani, B. E., eds), pp. 97 –128,
Springer, New York

c Evered, D., and O’Connor, M. (1986) Silicon Biochemistry, Wiley,
New York

d Round, F. E., Crawford, R. M., and Mann, D. G. (1990) The
Diatoms, Cambridge Univ. Press, Cambridge UK

e Buchsbaum, R., Buchsbaum, M., Pearse, J., and Pearse, V.
(1987) Animals Without Backbones, 3rd ed., Univ. Chicago Press,
Chicago

f Epstein, E. (1994) Proc. Natl. Acad. Sci. U.S.A. 91, 11– 17
g McNaughton, S. J., and Tarrants, J. L. (1983) Proc. Natl. Acad.

Sci. U.S.A. 80, 790 –791
h Schwarz, K. (1970) in Trace Element Metabolism in Animals

(Mills, F., ed), pp. 25 – 38, Livingstone, Edinburgh, UK
i Schwarz, K., and Milne, D. B. (1972) Nature 239, 333– 334
j Carlisle, E. M. (1972) Science 278, 619 –621
k Hoekstra, W. H., Suttie, J. W., Ganther, H. E., and Mertz, W.,

eds. (1974) Trace Element Metabolism in Animals-2, University
Park Press, Baltimore, Maryland

l Carlisle, E. M. (1988) Science Total Environment 73, 95– 106
m Nielsen, F. H. (1991) FASEB J. 5, 2661 – 2667
n Schwarz, K. (1973) Proc. Natl. Acad. Sci. U.S.A. 70, 1608– 1612
o Kröger, N., Deutzmann, R., and Sumper, M. (1999) Science 286,

1129 –1132

Silica skeleton of
a radiolariane

double-helical regions provide “tie points” for the
formation of gels (Fig. 4-10).104,127,128

Sulfate groups protrude from the structure in

pairs and provide binding sites for calcium ions,
which stabilize the gel.  The presence of occasional
extra sulfate groups in these polymers causes kinks
in the chains because the derivatized pyranose rings
reverse their conformation to the other chair form. This
prevents the entire polysaccharide chain from assuming
a regular helical structure.100,104

Alginates, found in cell walls of some marine
algae and also formed by  certain bacteria, consist in
part of a linear β-1,4-linked polymer of D-mannuronate
with a cellulose-like structure.  Alginates also contain
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Meso-tartrate is joined to glucuronic acid in glycosidic
linkage and by acetal formation to the aldehyde gly-
oxylic acid, HOOC—CHO, which is also joined in an
ether linkage to the next repeating unit.130  Similar
open acetal linkages join monosaccharide units in
some bacterial lipopolysaccharides and may occur
more widely.130a

Bacteria form and secrete a variety of heteropoly-
saccharides, several of which are of commercial value
because of their useful gelling properties.  Xanthan
gum (formed by Xanthomonas campestris) has the basic
cellulose structure but every second glucose residue
carries an α-1,3-linked trisaccharide consisting of 6-O-
acetylmannose, glucuronic acid, and mannose in the
following repeating unit:131,132

The polymer is further modified by reaction of
about half of the mannosyl residues with pyru-
vate to form ketals (Eq. 4-9).

Acetan of Acetobacter xylinum has pentasac-
charide side chains that contain L-rhamnose.122

A helical structure for the strands has been
observed by atomic force microscopy.

6.  Polysaccharides of Bacterial
Surfaces

The complex structure of bacterial cell
walls is discussed in Chapter 8.  However, it is
appropriate to mention a few bacterial poly-
saccharides here.  The innermost layer of
bacterial cell walls is a porous network of a
highly crosslinked material known as pepti-
doglycan or murein (see Fig. 8-29).  The back-
bone of the peptidoglycan is a β-1,4-linked

α-L-guluronate, sometimes in homopolymeric “blocks”
and sometimes alternating with the mannuronate
residues.  Groups of adjacent guluronate units are
thought to impart calcium-binding properties to algi-
nates.129

Polysaccharides with calcium-binding sites may
also serve to initiate deposition of calcium carbonate.
For example, the unicellular alga Pleurochrysis carterae
contains an unusual polysaccharide with the following
highly negatively charged repeating unit:

(4-9)
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Figure 4-15  Structures of special sugars found in the
“antigens” of the outer cell walls of gram-negative bacteria.

alternating polymer of N-acetyl-D-glucosamine and N-
acetyl-D-muramic acid.  Alternate units of the resulting
chitin-like molecule carry  unusual peptides that are
attached to the lactyl groups of the N-acetyl-muramic
acid units and crosslink the polysaccharide chains.  In
E. coli and other gram-negative bacteria the peptido-
glycan forms a thin (2 nm) continuous network around
the cell. This “baglike molecule” protects the organism
from osmotic stress.  In addition, gram-negative bac-
teria have an outer membrane and on its outer surface
a complex lipopolysaccharide.  The projecting ends of
the lipopolysaccharide molecules consist of long car-
bohydrate chains with repeating units that have anti-
genic properties and are called O antigens.  Specific
antibodies can be prepared against these polysaccha-
rides, and so varied are the structures that 1000 differ-
ent “serotypes” of Salmonella are known.  These are
classified into 17 principal groups.  For example,
group E3 contains the following repeating unit, where
n may be ~50 on the average.  Rha = L-rhamnose.

Polysaccharides of groups A, B, and D contain the
repeating unit

where X is a 3,6-dideoxyhexose:  paratose in type A,
abequose in type B, and tyvelose in type D (Fig. 4-15).
The existence of the many serotypes depends on the
variety of components, on the many types of linkage
(α and β, 1→2, 1→3, 1→4, and 1→6) in the repeating
units, and on further structural variations at the chain
ends.

At the inner end of the O antigen is a shorter poly-
saccharide “core” whose structure is less varied than
that of the outer ends but which is remarkable in
containing two sugars found only in bacterial cell
walls:  a seven-carbon heptose and an eight carbon
α-oxo sugar acid, ketodeoxyoctonate (KDO).  The
structures are given in Fig. 4-15 and the arrangement
of these sugars in the Salmonella lipopolysaccharide is
shown in Fig. 8-30.  That figure also shows the manner
in which the oligosaccharide that bears the O antigen
is attached to a lipid anchoring group that is embedded
in the outer membrane of the bacteria.

A great variety of polysaccharides are present in
the outer layers of other types of bacteria.  For example,
the mycobacteria have an alternating 5- and 6-linked
β-D-Galf polymer attached to their peptidoglycan.

Attached to this galactan are branched penta-D-arabinose
units:

(Arafβ1→2Αrafα1)2→3,5Arafα—

These are further modified by esterification with my-
colic acids.133  Information on some other cell wall
components is given in Chapter 20.

D.  Glycoproteins and Proteoglycans

Many proteins, including almost all of those that
are secreted from cells and many that are components
of cell surfaces, carry covalently attached oligosaccha-
rides.134 – 139  These glycoproteins may carry just one
or a few, often highly branched, oligosaccharide chains.
For example, ribonuclease B has a structure identical
to that of ribonuclease A (Fig. 12-25) except for the
presence of an oligosaccharide on asparagine 34.140

In other instances proteins carry a large number of
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such chains and the carbohydrate may account for
over half of the mass of a glycoprotein.  Most carbohy-
drate chains are attached either as O-glycosides with
the hydroxyl groups of the side chains of serine, threo-
nine, or other hydroxyamino acid residues or as N-
glycosyl groups through linkage to the amide groups
of asparagine side chains.  Both types of linkage may
be present in a single protein.  Here are some examples.

Xylβ1→O-Ser(Thr) Proteoglycans of connective tissue;
thyroglobulins

ε
→NLys Some dermatan sulfates

H

Galβ1→O-Hydroxylysine Collagen, extension
         (Hydroxyproline)

L-Araα1→O-4-Hydroxy-proline Plants

GalNAcα1→O-Ser(Thr) Many glycoproteins

GlcNAcα1→O-Ser(Thr) Glycoproteins of cytoplasmic
surfaces

GlcNAcβ1→NH-βCH2-Asn Many glycoproteins
Some dermatan and heparan sulfates

Linkage of a glycosyl group to a carbon atom of an
indole ring of tryptophan has also been demonstrated.141

1.  O-Linked Glycosyl Groups

In the O-linked glycoproteins the sugar that is
attached directly to the protein is usually either xylose,
galactose, or N-acetylgalactosamine, all in the pyranose
ring form.  Xylose is found only in the intercellular
proteoglycans which carry the chondroitin, dermatan,
and related sulfated polysaccharide chains of connec-
tive tissues.141a,b  Since amino sugars are a major constit-
uent, proteoglycans are often called glycosaminoglycans.
Chondroitin, dermatan, and heparan sulfates are all
attached to “core” proteins by the same linkage, which
is illustrated here for chondroitin

Some IdoA may be present in the terminal unit of
dermatan sulfate.142  Keratan sulfate has its own core
proteins143 and has different terminal units including
the following:107

The large proteoglycan of human cartilage is built
upon the 246 kDa protein aggrecan.  In the central
half of the peptide chain are many Ser-Gly sequences
to which about one hundred 10- to 25-kDa chondroitin
sulfate chains are attached.  About 30 keratan sulfate
chains as well as other oligosaccharide groups are also
present.  These proteoglycan subunits are joined with
the aid of 44- to 49-kDa link protein to molecules of
hyaluronan144 – 146 (Fig. 4-16).  Several types and sizes
of proteoglycan are known.143,145– 147  Dermatan sulfates
may be linked to these through either serine or aspar-
agine, depending upon the tissue.  The polysaccharide
chains of the proteoglycans also bind to collagen fibrils
to form a “fiber-reinforced composite material” between
cells.  Chondroitin and heparan sulfates may be attached
at different Ser-Gly sites in a single peptide chain.148

Degradation of heparan proteoglycans may lead to
the shorter free carbohydrate chains found in the
circulating heparin.  Commercial heparin preparations
used as anticoagulants are produced by oxidative
destruction of the attached proteins.113

A quite different situation holds for collagen in
which β-galactosyl units and glucosyl-β-galactosyl
disaccharide units are attached to side chains of hydroxy-
lysine formed by postsynthetic modification of the
original procollagen chain.

A great deal of variation in the amount of glycosylation
is observed from one species to another.  The human
α-1(II) chains of collagen usually carry four disaccha-
rides and four monosaccharide units.  In the related
collagen-like extensins, which are found in plant
cell walls, the hydroxyproline (Hyp) side chains are
O-glycosylated, largely by short oligosaccharides of
arabinose in furanose ring form,150 – 152 e.g., Araf β1→
2Araf β1→2Araf β1→4Hyp.  There are as many  as 25
repeats of Ser-Pro-Pro-Pro-Pro encoded in an extensin
gene.  Most of the prolines are hydroxylated and glyco-
sylated.  The presence of two or more contiguous pro-
line residues seems to be the signal for the hydroxy-
lation reaction to take place.152

Another distinct family of O-linked glycoproteins
are the mucins, which are present in saliva and other

D.  Glycoproteins and Proteoglycans
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Figure 4-16  (A)  Dark field electron micrograph of a proteo-
glycan aggregate from bovine articular cartilage (from bearing
surfaces of joints).  Courtesy of Joseph A. Buckwalter.  The
filamentous backbone consists of hyaluronic acid, as in (B).
The proteoglycan subunits extend from the backbone.  From
Rosenberg.149

A

B

mucous secretions.  The polypeptides consist largely
of serine, threonine, proline, and glycine, with up to
one-third of the residues being Ser + Thr.  Mucins
may contain 70 to 85% carbohydrate linked through
N-acetylgalactosamine residues to the serine and
threonine hydroxyls.153–160a  Salivary mucins of cows,
sheep, and dogs contain largely the following disac-
charide, which may contain either N-acetyl- or N-
glycolyl-neuraminic acid:

NeuNAcα2→6GlcNAcβ→Ser(Thr)

Up to 800 disaccharides are present on a single large
protein which is composed of disulfide-linked subunits.
The many negatively charged sialic acid (N-glycolyl-
neuraminic acid) groups are thought to cause expan-
sion and rigidity which increase the viscosity of the
protein.  Some other mucins contain predominantly
large oligosaccharides, which often carry blood group
determinants.161,162

The ABO(H) family of blood group determinants
(Box 4-C) are oligosaccharide groups assembled from
D-galactose, N-acetyl-D-galactosamine, and L-fucose.
They are carried on the nonreducing ends of O-linked
oligosaccharides which may be attached to cell surface
proteins, to mucins, or to the sphingolipid known as
ceramide (Chapter 8).  Attachment to proteins is usually
via GalNAc.  An example of a blood type A determi-
nant on an O-linked oligosaccharide is the following,
where the linkage between the galactose and N-acetyl-
glucosamine may be either β-1,3 or β-1,4:

GalNAcα1→3Galβ1→3(4)GlcNAcβ1→3GalNAc→O-Ser(Thr)
2
↑

Fucα1

2.  Asparagine-Linked Oligosaccharides

In many glycoproteins oligosaccharides are linked
through N-acetylglucosamine to the side chain of
asparagine.134,163,164

This structure also illustrates one of the hydrogen-
bonding possibilities through which the sugar can

O

N

HOCH2

N

O

HO

R

H
C

CH3

O
H

CH2 Cα

O

β
Amide N of 
asparagine

0.5 �m



183

interact with the protein. Since the site of glycosylation
is often at β bends in the surface of the protein, the amide
groups of the N-acetylglucosamine may alternatively
hydrogen bond to amide groups of the peptide.165

This asparagine linkage is very common. For example,
it is present in 97% of glycoproteins of blood plasma166

and it is also predominent in the glycoproteins of
tissue surfaces.167  There are numerous structures for
asparagine-linked oligosaccharides but many contain
the following core to which additional glycosyl groups
may be attached:

Here the ±Fuc indicates that this residue is present
only on some of the chains.

Notice the three mannose residues on the left side.
In the high mannose type oligosaccharide, Y1, Y2, and
Y3 are additional mannose units.  In many instances
Y1 = Y2 = Y3 = Manα→Man.  These “extra” mannose
units are put onto the oligosaccharide during the
original biosynthesis and before it is attached to the
protein (Chapter 20).  Some of the mannose units may
then be removed during the “processing” of the oligo-

saccharide in the endoplasmic reticulum and residues
of glucosamine, galactose, and sialic acid (Sia) may be
added.  Thus, Y1 and Y2 in the foregoing structure
often become

Siaα2→3(6)Galβ1→4GlcNAcβ1→

Here, the sialic acid may be linked either 2,3 or 2,6 and
the GlcNAc either 1,2 or 1,3.  Both Y groups may consist
of trisaccharides of this type in “biantennary” oligo-
saccharides and a third trisaccharide (Y3) may be added
to form a “triantennary” molecule.  An additional
N-acetylglucosamine is often linked by β-1,4 linkage
to the central mannose of the core and fucosyl residues
in α-1,6 linkage are often linked to the N-acetylgluco-
samine next to the asparagine.168  The Galβ1→4GlcNAc
disaccharide unit in the above Y group is also called
N-acetyllactosamine because of its relationship to
lactose.  It is often repeated in long Y groups, e.g., as
(→3Galβ1→4Glc-NAcβ1—)n, the oligosaccharides
being called poly-N-acetyllactosamino-glycans.  These
structures are also principal carriers of the ABO blood
type determinants on erythrocyte surfaces.169

Many N-linked oligosaccharides are highly branched.
For example, in ovomucoid, a protease inhibitor of hen
eggs, “pentaantennary” oligosaccharides have two
and three N-acetylglucosamine rings, respectively,
attached to the terminal mannose units of the oligosac-
charide core in 1,2, 1,4 and 1,6 linkages.  Another large

Figure 4-17  A large N-linked glycan from the
fertilized egg of the teleost fish oryzias.171  On
the average, only two of the “antenna” contain
the repeated unit in parenthesis, i.e., p + q + r +
s + t = 1.9; an average of about 4.6 residues of
sialic acid are present.
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BOX 4-C  THE BLOOD GROUP DETERMINANTS

The role of carbohydrates in biological commu-
nication is well illustrated by the human blood types.a,b

According to the ABO system first described by
Landsteiner in 1900, individuals are classified into
types A, B, AB, and O.  Blood of individuals of the
same type can be mixed without clumping of cells,
but serum from a type O individual contains anti-
bodies that agglutinate erythrocytes of persons of
types A and B.  Serum of persons of type B causes
type A cells to clump and vice versa.  Individuals of
none of the four types have antibodies against type
O erythrocytes.  For this reason, persons with type
O blood are sometimes inaccurately described as
“universal donors.”

The ABO blood types are determined by specific
blood group determinants which are attached to
the nonreducing ends of O-linked oligosaccharides of
surface glycoproteins, mucins, glycolipids, and, to a
lesser extent, N-linked oligosaccharides.  The blood
group determinants are found on erythrocytes and
all endothelial cells of the body.  In about 80% of the
population they are also present on glycoproteins of
the saliva and other secretions.

The minimal determinant structures, attached
to “carrier” R, are as follows:

Here R refers to a “carrier oligosaccharide” which
can be as simple as

or may be a complex lactosaminoglycan or an oligo-
saccharide such as that in Fig. 4-17.  The minimal
determinants can be linked to the carrier oligosac-
charide by either a β-1,3 (type I chain) or β-1,4 (type
II chain) glycosidic bond.

The genetic basis for the ABO blood groups is
well understood.  There are three alleles, variants
of a gene, that encodes a glycosyltransferase.  In
A type individuals, this enzyme transfers N-acetyl-
galactosamine from a carrier molecule, called UDP
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Fucα1
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2
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(Chapter 17), onto the terminal positions of the
H(O) determinant.  The enzyme specified by the B
allele transfers galactose.  The two enzymes differ
in only four amino acid residues but the result is an
altered substrate specificity.a,c,d  The O allele produces
inactive enzyme as a result of a single base deletion
in the gene.a  The H gene has been identified as that
of an α-1,2 fucosyltransferase that transfers α-L-fucose
from the carrier GDP to the galactose unit in the
foregoing structure.e  Persons with an inactive H
transferase gene may have the rare type I, which
results from addition of glucosamine branches to
the repetitive H antigen structures of polylactos-
aminoglycans.f  More often though, the H antigen

Galα1→3Galβ1→

Fucα1

→

2

Galβ1→3(4) GlcNAcβ1→

Fucα1

→

2
[–3Galβ1→4GlcNAcβ1→]n

GlcNAcα1

→

3

Galβ1→3(4) GlcNAcβ1→
Precursor; type 1 has Galβ-1,3,

type 2, Galβ-1,4 linkage

GDPFuc

GDP

H-transferase

H

UDPGalNAc

UDP

A-transferase

GalNAcα1→3Galβ1→

Fucα1

→

2

UDPGal

UDP
B-transferase

UDP-GlcNAc UDP

BA

I

→3(4)GlcNAcβ1→3Galβ1→4Glcβ1—O—Ser (Thr, ceramide)

is acted upon by a different fucosyltransferase
encoded by the Le gene, which determines the
Lewis blood group.  This enzyme places α-1,4-
linked L-fucose onto the H antigen to give the Leb

antigen.  The same fucosyltransferase (which is
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BOX 4-C  Continued

designated FUT 3) acting on type 2 precursor chains
forms the Lea antigen.  The same transferase adds a
β-1,3-linked fucose to type 2 chains to give the Lex

antigen, which is also called SSEA-1.g,h  Lactosamine-
type precursors carrying α-2,3-linked sialic acid at
their nonreducing ends on surfaces of granulocytes,
monocytes, and natural killer cells can be converted
to sialylated Lex (s-Lex).i,j

Individuals with active gene Se (for secretion)
secrete glycoproteins bearing the blood group sub-
stance into saliva and other body fluids.  The Se
gene is another H-transferase present in epithelial
cells and salivary glands.  In individuals with active
Se genes (~80% of most populations) most soluble
H antigens are converted to Leb oligosaccharides.k

There are at least 12 other well established
human blood groups, several of which involve
oligosaccharides attached to glycoproteins or gly-
colipids.  The MN antigens consist of a sequence
of amino acids near the N terminus of the protein
glycophorin (Chapter 8) with attached sialic acid-
containing O-linked oligosaccharides,l e.g., as in the
following structure:

a Yamamoto, F., Clausen, H., White, T., Marken, J., and
Hakomori, S. (1990) Nature 345, 229 – 233

b Frevert, J., and Ballou, C. E. (1985) Biochemistry 24, 753 –759
c Feizi, T. (1990) Trends Biochem. Sci. 15, 330 –331
d Yamamoto, F., and Hakomori, S. (1990) J. Biol. Chem. 265,

19257– 19262
e Larsen, R. D., Ernst, L. K., Nair, R. P., and Lowe, J. B. (1990)

Proc. Natl. Acad. Sci. U.S.A. 87, 6674–6678
f van den Eijnden, D., Koenderman, A., and Schiphorst, W.

(1988) J. Biol. Chem. 263, 12461 –12471
g Mollicone, R., Reguigne, I., Kelly, R. J., Fletcher, A., Watt, J.,

Chatfield, S., Aziz, A., Cameron, H. S., Weston, B. W., Lowe, J.
B., and Oriol, R. (1994) J. Biol. Chem. 269, 20987 –20994

h Nishihara, S., Narimatsu, H., Iwasaki, H., Yazawa, S.,
Akamatsu, S., Ando, T., Seno, T., and Ikuyo, N. (1994) J. Biol.
Chem. 269, 29271– 29278

i Natsuka, S., Gersten, K. M., Zenita, K., Kannagi, R., and Lowe,
J. B. (1994) J. Biol. Chem. 269, 16789– 16794

j Murray, B. W., Wittmann, V., Burkart, M. D., Hung, S.-C., and
Wong, C.-H. (1997) Biochemistry 36, 823 – 831

k Kelly, R. J., Rouquier, S., Giorgi, D., Lennon, G. G., and Lowe, J.
B. (1995) J. Biol. Chem. 270, 4640 – 4649

l Adamany, A., Blumenfeld, O., Sabo, B., and McCreary, J. (1983)
J. Biol. Chem. 258, 11537– 11545

m Gillard, B., Blanchard, D., Bouhours, J.-F., Cartron, J.-P., van
Kuik, J. A., Kamerling, J., Vliegenthart, J., and Marcus, D. (1988)
Biochemistry 27, 4601 – 4606

n Redman, C., Avellino, G., Pfeffer, S., Mukherjee, T., Nichols, M.,
Rubinstein, P., and Marsh, W. L. (1986) J. Biol. Chem. 261,
9521 –9525

o Bloy, C., Hermand, P., Blanchard, D., Cherif-Zahar, B.,
Goossens, D., and Cartron, J.-P. (1990) J. Biol. Chem. 265,
21482– 21487

The Cad antigen, also found on glycophorin as well
as on gangliosides, has an additional β-1,4-linked
GalNAc at the indicated position.m  The Kell blood
group antigens are carried on a 93 kDa glycoprotein
of erythrocyte surfaces.n  The P blood group depends
upon surface carbohydrates such as the tetrasaccha-
ride part of the ganglioside called globoside; see
Fig. 20-9.  Its characteristic antigenic activities are
destroyed by treatment with dilute periodate.

Other antigens, including those of the Rh and
LW groups, are represented by exposed parts of
proteins on the erythrocyte surfaces.o

NeuAcα2→3Galβ1→4GlcNAc→

Fucα1

→

2
s-Lex

NeuAcα2→3Galβ1→3GalNAc→O—Ser (Thr)

GalNAcβ1

→

4

6

NeuAcα2→

in Cad antigen}

N-linked glycan is pictured in Fig. 4-17.  Like many
others, it has a number of sialic acid residues at the
nonreducing ends and also contains N-acetyllactos-
amine units.  The major component of the cell walls of
yeast (S. cerevisiae) is a mannoprotein that carries long
N-linked oligosaccharides with highly branched outer
chains of over 100 mannose residues170  (see also Section
C,3).

The special importance of sialic acids in glycopro-
teins may lie in the negative electrical charges and the
resultant Ca2+-binding properties that they impart to

cell surfaces.  Some glycoproteins carry sulfate or
phosphate groups that have similar effects.  The glyco-
proteins of the slime mold Dictyostelium contain both
mannose-6-P and mannose-6-sulfate residues.163

Oligosaccharides on the protein subunits of flagella
of halobacteria contain sulfate esters of glucuronic
acid.172  Some N-linked oligosaccharides carry chains
of keratan sulfate in place of the sialic acid in the Y1
and Y2 groups of the oligosaccharide.173

D.  Glycoproteins and Proteoglycans
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3.  Glycoproteins in Biological Recognition

The clusters of sugar rings that form the oligosac-
charides on glycoproteins play a vital role in many
aspects of biological recognition.139,174 – 176  A good
example is provided by the human blood groups
whose characteristics are determined largely by oligo-
saccharides (Box 4-C).  The adhesion of viruses, bacteria,
and eukaryotic parasites to cell surfaces and of one cell
to another in multicellular organisms is also dependent
on carbohydrates.  Recently, it has become clear that
the oligosaccharides of cell surfaces change during
growth and development and provide an important
mechanism by which cells can recognize each other
and respond.  Why are carbohydrates used for this
purpose?  It has been pointed out by Sharon and Lis175

that four different nucleotides can make only 24 distinct
tetranucleotides but that four different monosaccharides
can make 35,560 unique tetrasaccharides.

Lectins and other carbohydrate-binding pro-
teins. Much of biological carbohydrate-dependent
recognition is a result of interaction of individual
glycosyl groups or of oligosaccharides on a glycopro-
tein with a second protein.  In some cases that protein
is referred to as a receptor; in other cases the glycosyl
groups may be called the receptor.  Carbohydrate-
binding proteins include antibodies, enzymes, and
carriers that help sugars to cross cell membranes.
In addition, there is a large group of carbohydrate
binding proteins called lectins (from the latin lectus;
to select).24,174,177,178

The first lectins discovered were proteins of plant
seeds with specific sugar-binding properties and the
ability to agglutinate erythrocytes.  Ricin, a very toxic
protein from castor beans, was isolated in 1888.178,179

Perhaps the best known lectin is concanavalin A, a
protein crystallized by Sumner in 1919.180  Concana-
valin A makes up 2–3% of the protein of the jack bean.
It is one of a family of legume lectins that resemble
favin, whose structure is shown in Fig. 2-15.177,181,182

Many lectins, including ricin, have quite different
three-dimensional structures but share the common
characteristic of having a selective binding site for one
or more glycosyl rings.  Concanavalin A binds to α-D-
mannopyranose or α-D-glucopyranose with unmodi-
fied hydroxyl groups at C-3, C-4, and C-6.183,184

Tighter binding is observed if additional mannose
residues are present in an oligosaccharide.178,183  The
protein also has specific binding sites for Ca2+ and for
a transition metal ion such as Mn2+.  Soybean lectin
binds D-N-acetylgalactosamine and D-galactose units,
while wheat lectin is specific for D-N-acetylglucosamine.

Animal cells also produce lectins.24,105,185 – 193

The amebas of the cellular slime mold Dictyostelium
synthesize a classical lectin called discoidin I that
binds GalNAc or Gal.  It is absent from cells until they

are ready to differentiate into an aggregating form
(Chapter 1).  Then it is produced in abundance.178

Discoidin I has a second binding site specific for the
peptide sequence Arg-Gly-Asp (RGD) which is known
to be involved in cell adhesion and which binds to
such surface proteins as fibronectin and laminin
(Chapter 8).  Many animal tissues contain soluble
lactose-binding lectins known as galectins or S-Lac
lectins.  The best known member is a dimer of 14-kDa
subunits;187,188 many other related lectins have been
found.189,192  Another family are Ca2+-dependent or
C-type lectins which are specific for mannose, L-fucose,
or other sugars.105,193 Lectin domains are being
discovered in many proteins.

Carbohydrate-binding sites.  The structures of
the sites that recognize and bind sugar rings in lectins,
enzymes, transporter proteins, and other carbohydrate-
binding proteins vary greatly, as does the tightness of
binding.  However, there are certain common features:
Sugar rings are bound by hydrogen bonds, which are
often numerous.  An example is the galactose chemo-
receptor protein from E. coli.  It binds both α and β
anomers of either D-glucose or D-galactose and is
utilized by the bacteria in searching for food (see
Chapter 19).  The structure of D-glucose bound to this
protein is shown in Fig. 4-18.  Notice the many hydrogen
bonds.  Two of the –OH groups have the maximum of
three hydrogen bonds apiece.  There are three negatively
charged aspartate side chains and one positively charged
guanidinium group.  These provide strong ion–dipole
interactions which add strength to the bonds.  The
presence of ionized groups in varying numbers and
constellations is another common feature of protein–
carbohydrate interactions.  A third common feature is
the presence of aromatic rings, which often lie against
one face of the sugar.  The stereoscopic drawing of
Fig. 4-18A shows an indole ring of a tryptophan residue
in front and a phenylalanine side chain behind the
sugar.194  Sugars bind to lectins,181,184,195 to enzymes
(Chapter 12), and to antibodies196 through similar
interactions.

Binding of viruses and bacteria to cells.  The
cholera toxin and a related toxic protein from E. coli
bind to Sia→Gal groups attached to glycolipids (gan-
gliosides, Chapter 8) of erythrocytes and other cells.197

The influenza virus gains access to our body cells by
first binding through a viral surface hemagglutinin.
This is a protein that binds specifically to NeuAcα2→
6Gal or NeuAcα2→3Gal of cell surface oligosaccha-
rides.174,175,198  Removal of sialic acid from erythrocyte
surfaces abolishes the ability of the influenza and some
other viruses to bind.  It seems somewhat surprising
that a second surface protein on the influenza virus
is a neuraminidase (or sialidase) which catalyzes
the removal of sialic acid from cell surface proteins,
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destroying unoccupied virus receptors.199,200  This may
facilitate movement of a virus particle through the
mucin layer surrounding a cell.  Bacteria and other
invading parasites also produce neuraminidases.201

Trypanosamas cruzi, the causative agent of chagas
disease, employs a transsialidase to transfer sialic
acid from a Galβ on the host cell onto a protein on the
parasite surface.  This is essential for successful inva-
sion of the host.202

The adherence of cells of E. coli to mannosyl units
of cell surface proteins may initiate the infections that
sometimes occur with this bacterium.174,203  However,
cells of E. coli from strains that cause urinary infections
bind to Galα1→4Gal on glycolipids that carry the
blood group P antigens (Box 4C).174,204  Neuropatho-
genic strains of E. coli or of Neisseria meningitidis,
which may cause neonatal meningitis, bind to
α-2,8-polysialic acid chains on nerve cells.135,205,206

Helicobacter pylori, the stomach ulcer
bacterium, binds to the human
Lewisb blood group antigen (Box
4-C).207 Entamoeba histolytica, which
causes amebic dystentery, binds
to Gal and GalNAc-containing
oligosaccharides such as
GalNAcα1→3Galα.208

Aggregation and adherence
of cells.  Differences among cell
surfaces are fundamental to the
formation of multicellular organisms
and to many physiological processes.
Proteins, carbohydrates, and lipids
all contribute material to exposed
cell surfaces.  The adhesion of one
cell to another is mediated by a group
of adhesion proteins together with
oligosaccharide groups and some-
times polysaccharides.  Families of
adhesion proteins include integrins
and cadhedrins (discussed in
Chapter 8), various members of
the immunoglobulin superfamily,
the cell differentiation antigens,
(often designated CD44, etc.), the
C-type lectins known as selectins,
and proteoglycans.

Here are two of many known
examples of specific cell–cell adhe-
sion.  The species-specific reaggrega-
tion of dissociated cells of marine
sponges (Chapter 1) depends upon
a 20-kDa proteoglycan of unique
structure209–211 together with a cell
surface receptor protein and calcium
ions.  The recognition of egg cell
surfaces by sperm212–214 is species

specific and depends upon interaction of sperm recep-
tors with O-linked oligosaccharides of the extracellular
coat of the ovum.

Growth and differentiation.  The exact structures
of the oligosaccharides and polysaccharides of cell
surfaces vary not only with cell and tissue type but
also with the position of a cell and with time.  Actions
of numerous glycosyl transferases alter these saccha-
ride groups as an organism grows and develops.
Other enzymes alter them by hydrolytic removal of
sugars, by isomerizaion, oxidation, and addition of
other components such as phospho, sulfo, and acetal
groups.  For example, the presence of the H-antigen
determinant, whose structure is shown in Box 4-C,
is strictly regulated, both temporally and spatially,
during vertebrate development.215,216  The relative
amounts of the H determinant vs Lex, sLex (Box 4-C)
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and other surface groupings is controlled by fucosyl-
transferases, sialyltransferases, etc.  Human cancers
often accumulate large amounts of fucosylated glyco-
proteins and glycolipids carrying Lea, Lex, and sialyl-Lex

antigens175,216,217 and sialomucins.218  Glycoproteins
help to control many metabolic processes.  For example,
a protein calnexin (a chaperonin, Chapter 10) helps
glycoproteins to fold correctly.219  On the other hand,
removal of terminal sialic acid residues from blood
plasma proteins leads to rapid removal of the proteins
from circulation and to catabolism by liver cells.175  This
process depends upon a receptor protein specific for
oligosaccharides with terminal galactosyl residues
(Chapter 20).

Recognition and adhesion by leukocytes.  A
group of three calcium-dependent lectins known as
selectins bind the sialyl Lewis x (sLex) antigen and
play important roles in adhesion to cells of the vascular
endothelium and leukocytes175,220–224 and also to
platelets.  Although all of the selectins bind the sLex

antigen, the binding is weak and these multidomain
proteins may simultaneously bind to other ligands
such as heparan sulfate.225  The leukocyte L-selectin
(CD62L) binds very tightly to the 3'-sialyl-6'-sulfo-Lex

determinant220,226 which occurs on mucin-like glyco-
proteins.  The interaction with P selectin helps leuko-
cytes to bind to surfaces on endothelial cells in lymph
nodes and sites of chronic or acute inflammation.  In a
similar way E selectin is synthesized in vascular endo-
thelial cells that have been transiently “activated” by
cytokines in response to injury and other inflammatory
stimuli.  The E selectin binds the sulfated sLex antigen
on surfaces of neutrophils, monocytes, eosinophils,
and basophils.220,222,227–230  P selectin is stored in secre-
tory granules of platelets and endothelial cells and
is released to the cell membrane upon activation by
thrombin.220

E.  Some Special Methods

Small monosaccharides and oligosaccharides can
be separated readily from polymeric constituents and
can be purified further by chromatographic procedures
including gel filtration as is illustrated in Fig. 3-3.
However, polysaccharides and complex oligosaccha-
rides are harder to purify.  A few of these, such as
cellulose and glycogen, are sufficiently stable that
other materials can be dissolved away from them by
prolonged boiling in strongly basic solutions.  Complex
carbohydrates are usually cut into smaller oligosaccha-
rides or glycopeptides.  These may be separated by
HPLC, capillary electrophoresis, or thin-layer chroma-
tography134,231–235  (Fig. 4-19) or by chromatography on
immobilized lectins.234 Quantities of less than 25 pico-
moles can be separated by use of mass spectrometry with
liquid chromatography.236,237  High resolution Fourier
transform mass spectroscopy is very useful in the study
of posttranslational glycosylation of proteins.237a,b

1.  Release of Oligosaccharides from
Glycoproteins

The O-linked oligosaccharides of glycoproteins or
glycolipids can be split off from the proteins by β
elimination (see also Chapter 13):
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Figure 4-19  Ascending thin-layer chromatography of a
mixture of maltooligosaccharides obtained by the hydrolysis
of linear starch.  G2 (maltose), G3 (maltotriose), G4 (malto-
tetraose), G5 (maltopentaose) – G14 represent oligosaccha-
rides with the indicated number of glucose residues, all in
α-1,4 linkage.  In the multiple ascent technique the chroma-
tographic solvent, whose composition (by volume) is indicated,
is allowed to ascend the thin-layer plate repeatedly with the
plate allowed to dry between ascents.  The separation of the
higher oligosaccharides is distinctly improved by a larger
number of ascents.  Photograph courtesy of John Robyt.

E.  Some Special Methods

Treatment with 0.1–0.5 M NaOH for several hours
will completely liberate the oligosaccharides, whose
released carbonyl groups may then be reduced with
NaBH4, NaB2H4, or 3H-labeled borohydride to form
stable sugar alcohols (Eq. 4-2).238  Asparagine-linked
oligosaccharides are often recovered as glycopeptides
prepared by complete proteolytic digestion of the
denatured glycoprotein.  These can be separated by
high voltage electrophoresis in borate buffers.239  The
oligosaccharides can be released from the glycopep-
tides by enzymes such as endo-N-acetylglucosamini-
dase240 or glycopeptidyl amylase of almonds.241,242

These release the oligosaccharide as a 1-amino deriva-
tive.

When a dry glycoprotein is heated at 105° with
anhydrous hydrazine for 8–12 h all of the asparagine-

linked oligosaccharide chains are released (Eq. 4-
11).239,243–245  In addition to the glycosylamine product
 of step a, the corresponding 1–OH and –NH–NH2
compounds are also formed.  These are all converted
to the stable acetyl derivative (step b), after which the
oligosaccharides may be characterized by mass spec-
trometry and high-field NMR spectoscopy.234,246–248

Crystallization of oligosaccharides in complex mixtures
is difficult to impossible.

2.  Hydrolysis

Most glycosidic linkages are hydrolyzed readily
by heating with 1 N mineral acids.  The mechanism of
the hydrolytic reaction is similar to that employed by
the enzyme lysozyme (Chapter 12).  Some linkages are
unusually sensitive to acid and a few are very resistant.
Thus, a variety of conditions may be applied for partial
acid hydrolysis as an aid to characterization.249  Aceto-
lysis, cleavage by acetic anhydride, is also of value.250

A battery of hydrolytic enzymes specific for sugars
that are joined in a given type of glycosidic linkage
are available.251  These are useful in determining
sequences of oligosaccharides released from glyco-
proteins.  Radioactive tracer techniques can also be
applied.252

3.  Methylation

An important general method in characterization
of carbohydrates is the classical exhaustive methyl-
ation (permethylation).  Repeated treatment with a
methylating agent such as methyl iodide converts all
free OH groups to OCH3 groups.  Then, complete acid
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Figure 4-20  Separation of a mixture of O-methylated
glucoses by ascending thin-layer chromatography.  Whatman
K6 TLC plates were used with two ascents of the solvent
acetonitrile/chloroform/methanol in the ratio 3/9/2, V/
V/V.  Courtesy of John Robyt.
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hydrolysis, followed by separation of the methylated
sugars and their quantitative determination, reveals
the relative amounts of end units (containing four
methoxyl groups), straight chain units (containing
three methoxyl groups), and branch points (contain-
ing two methoxyl groups).  In addition, the structure
of the methylated derivatives provides information on
the positions of the linkages in the sugar rings.

After a methylated polysaccharide is subjected to
partial hydrolysis, the newly exposed hydroxyl groups
(or those created by borohydride reduction of carbonyl
groups) can be labeled by ethylation or propylation.
One procedure for sequencing complex carbohydrates
makes use of high-resolution reversed-phase liquid
chromatography to separate the many alkylated oligo-
saccharides produced by methylation followed by
partial acid hydrolysis, reduction, and ethylation.233

Reductive cleavage of the glycosidic linkages in methy-
lated polysaccharides allows uniquivocal determina-
tion of ring size.253  Branch points may be located by
methanolysis of the permethylated polysaccharide
followed by conversion of free –OH groups to p-bromo-
benzoate esters.  The latter are separated and the
circular dichroism (Chapter 23) is measured.  Mass
spectrometry has also been applied successfully.246

A simple procedure that can be conducted in any
laboratory using thin-layer chromatography is illus-
trated in Fig. 4-20.254

4.  Periodate Oxidation (Smith Degradation)

One of the most important reagents in investiga-
tions of carbohydrate structure is periodic acid (or
sodium periodate).255  This reagent oxidatively cleaves
C–C bonds bearing adjacent OH or NH2 groups to
form dialdehydes (Eq. 4-12).  The method is quanti-
tative.  After some hours of reaction, excess periodate
not consumed in the oxidation can be determined.
If three consecutive carbon atoms bear hydroxyl or

amino groups, formic acid is liberated from the central
atom and can also be measured quantitatively.  After
destruction of excess periodate the dialdehyde can be
reduced by addition of solid sodium borohydride to
form stable CH2OH groups.  Following mild acid
hydrolysis to split the acyclic acetal linkages, the frag-
ments can be separated and identified.  The sequence
of reactions is known as the Smith degradation.  If
sodium borotritide (NaB3H4) is used for the reduction
the fragments will be radioactive and can be located
on chromatograms by fluorography.  Periodate oxi-
dation can also be used to alter all surface oligosaccha-
rides.99  Removal of O-linked oligosaccharides from
glycoproteins can be accomplished by periodate
oxidation and alkaline β elimination from the dialde-
hyde product of Eq. 4-12 if OR’ is part of a serine or
other hydroxyamino acid side chain in a protein.256

5.  Nuclear Magnetic Resonance

As in other areas of biochemistry, NMR has
become an extremely important tool in carbohydrate
research.  The mixtures of anomers of various ring
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BOX 4-D  ANTIFREEZE AND ICE-NUCLEATION PROTEINS

E.  Some Special Methods

Fish living in Arctic and Antarctic waters may
encounter temperatures as low as –1.9°C.  The
freezing point depression provided by dissolved
salts and proteins in the blood is insufficient to pro-
tect the fish from freezing.  As winter approaches,
they synthesize and accumulate in their blood
serum a series of eight or more special antifreeze
proteins.a– d  One type of antifreeze glycoprotein
from winter flounder contains the following unit
repeated 17 – 50 times.

Destruction of the galactosyl residues by oxidation
with periodate, acetylation of the free hydroxyl
groups of the oligosaccharides, or their removal by
β elimination all lead to loss of antifreeze activity.

The same fish contain a second series of alanine-
rich antifreeze polypeptides that are not glycosylated
but which exist as amphipathic helices.  One of these
(Type I) contains ~40 residues in a single helix.e – i  A
third family of antifreeze proteins (Type II), found
in the sea raven are globular proteins, rich in cysteine
and β structures.  They are members of the lectin
family.d,j  A fourth type (Type III) found in the sea pout
and some other fishes are 62- to 66-residue globular
proteins containing an orthogonal β sandwich struc-
ture.k,l  Messenger RNA molecules coding for the
antifreeze proteins are found in the livers of flounder
in the winter but are absent in the summer.m

Antifreeze proteins, that are 3 – 4 times as effec-
tive as those in fish, have been isolated from some
insects and other arthropods.m,n,o  They help beetle
larvae to overwinter.m  The insect proteins have a
parallel β helix structure resembling that in Fig. 2-17
and stabilized by S — S bridges.o,p  Some plants also
synthesize antifreeze proteins.n,q,r  One of these,
isolated from carrots, is a member of the leucine-
rich-repeat family.q

How do antifreeze proteins work?  The major
effect is to greatly slow the freezing rather than to
decrease the freezing point.  The proteins apparently
accomplish this by binding to the surfaces of small
ice crystals and preventing their growth.d,f,h,i,k,l,s,t

This provides the fish with enough time for the
blood to pass back into the liver, in which a high
enough temperature is maintained to melt any
microcrystals before the blood again circulates
through the colder tissues.  Some of the proteins
have clusters of polar side chains that bind to
specific faces of the ice crystals and inhibit growth.s

(–Ala–Ala–Thr–)n

OGalNAcα1
3

Galβ1

→

→

A few fishes tolerate a high internal osmotic
pressure and accumulate glycerol in their blood up
to a concentration of 0.4 M.t  Insects may accumulate
up to 3 M glycerol and some species utilize various
other cryoprotectants, such as mannitol, sorbitol,
erythritol, threitol, trehalose, glucose, fructose, proline,
and alanine.u  Some amphibians and reptiles can
survive freezing and recover fully.  For the most
studied wood frog, rapid freezing is fatal, but slow
freezing leaves the frog, whose heart ceases to func-
tion, with a 200-fold increased glucose concentration
and a decreased water content in its organs.  It resumes
normal activities within 14 – 24 h of thawing.t

Having an effect opposite to that of the anti-
freeze proteins are surface proteins of some bacteria
of the genera Pseudomonas, Erwinia, and Xanthomonas.
These proteins provide nuclei for growth of ice
crystals from supercooled water.v,w
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1. A nonreducing disaccharide gives an octamethyl
derivative with dimethyl sulfate and alkali.  On
acid hydrolysis, this derivative yields 1 mol of
2,3,4,6-tetramethyl-D-glucose and 1 mol of 2,3,4,6-
tetramethyl-D-galactose.  The disaccharide is
hydrolyzed rapidly by either maltase or lactase (a
β-galactosidase).

Give an adequately descriptive name of the disac-
charide, and draw its Haworth projection formula.

2. An aldopentose (A) of the D-configuration on
oxidation with concentrated nitric acid gives a
2,3,4-trihydroxypentanedioic acid (a
trihydroxyglutaric acid) (B) which is optically
inactive.  (A) on addition of HCN, hydrolysis,
lactonization, and reduction gives two stereoiso-
meric aldohexoses (C) and (D).  (D) on oxidation
affords a 2,3,4,5-tetrahydroxy-hexanedioic acid (a
saccharic acid) (E) which is optically inactive.  Give
structures of compounds (A)-(E).

3. What products are formed when periodic acid
reacts with sorbitol?

4. A 10.0 g sample of glycogen gave 6.0 millimol of
2,3-di-O-methylglucose on methylation and acid
hydrolysis.

a. What percent of the glucose residues in glyco-
gen have chains substituted at the α−1→6
position?

b. What is the average number of glucose residues
per chain?

c. How many millimols of 2,3,6-tri-O-methyl-
glucose were formed?

d. If the molecular weight of the polysaccharide is
2 × 106, how many glucose residues does it
contain?

e. How many nonreducing ends are there per
molecule or equivalently how many chains are
there per molecule?

5. D-Mannitol is a symmetric molecule, yet it is
optically active.  Explain.

6. When D-glucose is treated with acidic methanol,
the first products which can be isolated are mainly
methyl furanosides, but after extensive reaction the
furanosides disappear and methyl glucopyrano-
sides accumulate.  Why?

7. Write the structural formulas for (a) 1,6 anhydro
β-D-glucopyranose; (b) 1,6 anhydro β-D-altrose.
Compound (b) is many times more stable than
compound (a).  Explain this on stereochemical
grounds.

8. The disaccharide nigerose is α-D-Glup-(1→ 3)-D-glu.
Write out its structure.  How would you prove this
structure using methylation, periodate oxidation,
and other methods.

9. Inositol is 1,2,3,4,5,6-hexahydroxycyclohexane.
Draw configurational formulas for all possible
stereoisomers and indicate which would be
expected to be optically active.

10. Why do you suppose that the major form of
D-fructose in solution is the pyranose form but
D-fructose in sucrose is in the furanose form?

11. D-Xylose is an easily prepared sugar, potentially
available in enormous quantity.  What is a common
source?  How can it be obtained from this source?

12. How can xylitol be obtained from xylose?  Discuss
the stereochemical properties of xylitol.

13. The enzyme xylose isomerase is important indus-
trially.  Why?

14. Glucose reacts non-enzymatically with amino acids
and proteins, including hemoglobin, egg-white
proteins and serum albumin.  For example, if
glucose is not removed prior to drying, dried egg
whites slowly turn brown and develop off-flavors
and odors.  What do you propose as the most likely
first step in the non-enzymatic glucose-protein
chemical reaction?  How can the first product
transform spontaneously into a ketose derivative?

15. What characteristics would you expect in a binding
site for a sugar ring in an enzyme, lectin, or other
proteins?

16. Using structural formulas, descirbe the two major
types of linkage of carbohydrate chains or clusters
to proteins to form glycoproteins or proteoglycans.

17. What products would you expect from cellulose as
a result of methylation analysis?  Periodate oxida-
tion?  The Smith degradation?  The action of an
alpha amylase?

Study Questions
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Study Questions

18. When glycoproteins are treated with alkaline brohy-
dride, amino acid analysis often indicates a decrease in
the amount of serine and a corresponding increase
in the amount of alanine, or a decrease in threonine
with the appearance of α-aminobutyric acid.
Explain.
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DNA spreading from the broken head of a bacteriophage T2 phage.  This classic
electron micrograph, published by A. K. Kleinschmidt and coworkers in 1962
(Biochem. Biophys. Acta. 61, 857 – 864, 1962) was prepared by spreading the phage
particles suspended in a protein – salt solution as a mixed monolayer on a water-
air interface.  The resultant osmotic shock burst the head and confined the DNA
as a single thread near the phage ghost.  After transfer to a suitable carbon
surface, removal of water, and shadowing with platinum, the micrograph was
obtained.  Courtesy of Albrecht K. Kleinschmidt
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The phosphorus- and nitrogen-containing materials
that came to be known as nucleic acids were first iso-
lated from cells around 1870 by Friedrich Miescher
but were long regarded as something of a curiosity.1

Nevertheless, the structures of the monomer units, the
nucleotides, were established by 1909 and the correct
polynucleotide structure of the chains of DNA and
RNA was proposed by Levene and Tipson in 1935.2,3

The nucleotides are made up of three parts:

1.  One of the pyrimidine or purine “bases”
uracil, cytosine, adenine, or guanine (Fig. 5-1).
All four of these bases are present in RNA,
while DNA contains thymine instead of uracil.
Atoms in the bases are numbered 1–6 or 1–9.

2.  A sugar, either D-ribose or D-2-deoxyribose.
Carbon atoms in sugars are numbered 1’–5.’

3. Phosphoric acid

Although the biological synthesis is indirect, we
can imagine that nucleotides are formed from these
parts by elimination of two molecules of water as indi-
cated in Eq. 5-1.  In nucleic acids the nucleotides are
combined through phosphodiester linkages between
the 5'-hydroxyl of the sugar in one nucleotide and the
3'-hydroxyl of another.  Again, we can imagine that
these linkages were formed by the elimination of water
(Eq. 5-2).  The structures of a pair of short polynucleo-
tide strands in DNA are shown in Fig. 5-2.  That of a
segment of double-helical DNA is shown in Fig. 5-3
and that of a transfer RNA in Figs. 5-30 and 5-31.

Despite the fact that Levene had deduced the
correct structure for polynucleotides, he was thrown
off the trail of a deeper understanding by the roughly
equal amounts of the four bases found in either DNA

Figure 5-1  Structures of the major pyrimidine and purine
bases of DNA and RNA.

or RNA.  He assumed that nucleic acids must be regular
repeating polymers for which there was no obvious
biological function.  It was not until 1944 that there

The Nucleic Acids 5

0.5 �m
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was concrete evidence that DNA carried genetic infor-
mation (see Chapter 26).  However, it was James Watson
and Francis Crick’s recognition of the double-helical
structure of DNA4-9 in 1953 and the mechanism of rep-
lication that this structure implied that captured the
imagination of biologists and chemists alike and paved
the way for the present-day explosion of knowledge
of DNA, RNA, and of the encoded proteins.

Watson and Crick proposed that DNA is a double
helix of two antiparallel polynucleotide chains (Figs. 5-2
and 5-3).  The structure was deduced from model build-
ing together with knowledge of the X-ray diffraction
data of Maurice F.  Wilkins and Rosalind Franklin9a on
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artificially formed DNA fibers.  An additional key
piece of information was the discovery by Erwin
Chargaff that in all double-stranded DNA the content of
adenine equals that of thymine and the content of guanine
equals that of cytosine.

The most significant feature of the proposed struc-
ture was the pairing of bases in the center through
hydrogen bonding.  The pairs and triplets of hydrogen
bonds (Fig. 5-2) could form in the manner shown only
if adenine (A) was paired with thymine (T) and cyto-
sine (C) with guanine (G) at every point in the entire
DNA structure.  Thus, the nucleotide sequence in one
chain is complementary to but not identical to that in the
other chain.  It was apparent almost immediately that
the sequence of bases in a DNA chain must convey the
encoded genetic information.  The complementarity
of the two strands suggested a simple mechanism for
replication of genes during cell divisions.  The two
strands could separate and a complementary strand
could be synthesized along each strand to give two
molecules of the DNA, one for each of the two cells.

Figure 5-2  A distorted (flattened) view of the Watson–Crick
structure of DNA showing the hydrogen-bonded base pairs.
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Figure 5-3  The double-helical structure of DNA.  The structure shown is that
of the B form and is based on coordinates of Arnott and Hukins.10 The major
and minor grooves, discussed on p. 213, are marked.

The essential correctness of the
concept has been proved.

Two extremely important develop-
ments came in the 1970s:  (1) Methods
were found for cutting and rejoining
DNA fragments and for cloning
them in bacteria and (2) ways were
devised for rapid determination of
nucleotide sequences.  The appli-
cation of these techniques is now
providing startling advances in
biology and medicine.  In 1970 we
knew virtually nothing about the
sequences of nucleotides in genes
but today, we know the sequences
for many thousands of genes of all
types.  By the 1980s sequences had
been established for hemoglobin,11

γ-globulins,12 collagen,13 and for
many enzymes.  An example is the
gene sequence for mitochondrial
aspartate aminotransferase (Fig. 5-4).14

Its coding regions consist of 1299 pairs
of mononucleotides, the bases being
paired as in Fig. 5-2 in double helical
form.  Complete DNA sequences
are known for numerous viruses
including the 9740-base pair (bp)
DNA provirus form of the RNA virus
that causes AIDS15 and for bacterial
viruses such as T7 bacteriophage
(39,936 bp).16  Also determined in
the 1980s were sequences of human
mitochondrial DNA (16,598 bp),17

and of chloroplast DNA from the
tobacco plant (155,844 bp).18

In 1995 the first complete
sequences of bacterial genomes
were obtained (Table 1-3).19,20  These
were followed by sequences of many
other bacterial genomes,21 including
the 4.2 x 106 bp E. coli genome (Table
1-3).  Sequencing of the 16 chromo-
somes of the 12.07 Mbp genome of
yeast22,23 containing ~6300 genes was
completed in 199624 and that of the
97 Mbp genome of the nematode
Caenorhabditis elegans in 1998.  By
2000 the sequence of the 180 Mbp
genome of the fruit fly Drosophila
melanogaster was largely completed,
and most sequences of the 3 x 109 bp
human genome were known.24a

Cloning of DNA has not only provided an essential
step in sequence determination but also has given birth
to a new industry devoted to producing proteins from
genes cloned in bacteria, yeast, or other cells.  Human

insulin and the antiviral protein interferon were two of
the first proteins produced in this way.  Methods now
in use permit us to introduce at will alterations at any
point in a DNA sequence.  We are able to locate and
study the genes responsible for many genetic defects.
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Figure 5-4  The nucleotide sequence of the gene for mitochondrial aspartate aminotransferase from the mouse.  From Tsuzuki et al.14

The gene encodes a 433-residue protein requiring 1299 nucleotide pairs (1.3 kb).  However, 29 residues are cut off from the N terminus
to form the mature mitochondrial protein.  In addition, the gene is split by nine introns which vary in length from 0.2–10.2 kb.  The
sequences at the ends of the introns are shown.  There is also an “upstream” region (of which 200 nucleotides are shown) at the 5'-end
of the gene.  It contains two binding sites for transcription factor Sp1 (boxed).  At the 3' end the 993 additional nucleotides contain
signals (boxed) surrounding the polyadenylation site (green arrow) for 3’ processing and termination of transcription.  The mature
messenger RNA is about 2400 nucleotides (2.4 kb) in length but the gene, with introns, occupies about 25 kb.  The +1 marks the
position of the first nucleotide of the initiation codon ATG (encoding methionine) and the asterisk (*) the termination codon TAA.
These are AUG and UAA in the mRNA.  Other codons are indicated by amino acid abbreviations.

–200 ⋅ ⋅ ⋅ ⋅       –150 ⋅ ⋅ ⋅
                                 5’- CATGACCTCCGTGGAGGCGTCGTCGTTCTACCCCCGACCGCAAGGGGCCGCTGACATGATTCGCTCCAGCGCAGGGCCGCT

⋅       –100 ⋅ ⋅ ⋅ ⋅       –50 ⋅ ⋅ ⋅ ⋅ +1
↓ ↓ ↓ ↓ ↓                                                  Me

CTAGCCACGCCCAGGGAAGTCACTGTCCTCACCTTTTAGGAGCCCGCGCCTCGGTTCCAGCGGACGCTTCCCCAGATCTCGGCTCTACCACCATCCACTGCCGTCTTACCGCCCACC AT

t Ala Leu Leu His Ser Ser Arg Ile Leu Ser Gly Met Ala Ala Ala Phe His Pro Gly Leu Ala Ala Ala Ala Ser Ala Arg Ala Se
G GCC CTC CTG CAC TCC AGC CGC ATC CTC TCC GGG ATG GCT GCT GCC TTT CAC CCT GGC CTA GCT GCT GCA GCC TCT GCC AGA GCC AG GTG
                                                                        A
                                                                       INTRON 1                                    r Ser
AGCCGAGGGATACAGAGATGCAGCGGCACCGGGCCTGCCCTGCCAGCCGAAGTGTGGACCCTGTGAA----(10.2 kb)----ATGGCTGGGGTAACCTATTTCTCATTTCAG C TCC

Trp Trp Thr His Val Glu Met Gly Pro Pro Asp Pro Ile Leu Gly Val Thr Glu Ala Phe Lys Arg Asp Thr Asn Ser Lys Lys Met Asn
TGG TGG ACC CAT GTT GAA ATG GGA CCT CCA GAT CCC ATC CTG GGC GTT ACC GAA GCC TTC AAG AGA GAT ACC AAC AGC AAG AAG ATG AAC

Leu Gly Val Gly Ala Tyr Arg Asp Asp Asn Gly Lys Pro Tyr Val Leu Pro Ser Val Arg Lys A
CTG GGA GTT GGT GCC TAC CGG GAT GAT AAC GGA AAA CCT TAC GTG CTC CCC AGT GTC CGG AAG G GTGAGCTTGGCACTCGTCTCCTGCCAGCTAGGAT

          INTRON 2                                    la Glu Ala Gln Ile Ala Ala Lys Asn Leu Asp Lys Glu Tyr Leu Pro Ile
GTGGAA----(1.4 kb)----AAAAACTAAGACTTATGATTTTCTTGTCTAG CA GAG GCC CAG ATT GCT GCA AAA AAT TTG GAC AAA GAA TAC CTG CCC ATT

Gly Gly Leu Ala Glu Phe Cys Lys Ala Ser Ala Glu Leu Ala Leu Gly Glu Asn Asn Glu Val Asn Glu Val Leu Lys Ser Gly Arg
GGG GGA CTG GCT GAA TTC TGT AAG GCT TCT GCA GAA CTG GCC CTG GGC GAG AAC AAT GAA GTG AAT GAA GTG TTG AAA AGC GGC CGG GTAA

                                INTRON 3                                             Phe Val Thr Val Gln Thr Ile Ser Gly
GCCAGCGGAGTCGGGCTTGAGCTTGATA----(1.2 kb)----TGTAAAGGGTAGAGAGAGTGACTCTGTGTATCCCCTGCAG TTC GTC ACT GTG CAG ACC ATT TCC GGG

Thr Gly Ala Leu Arg Val Gly Ala Ser Phe Leu                                             INTRON 4
ACT GGA GCC TTA AGG GTC GGG GCC AGT TTT CTG GTCAGTGGAACTCTTTCAAGAATGAATCTTTTGGGGTGGC----(2.2 kb)----CTTTCTTCATTTTCTCATTC

                     Gln Arg Phe Phe Lys Phe Ser Arg Asp Val Phe Leu Pro Lys Pro Ser Trp Gly Asn His Thr Pro Ile Phe Arg
CCTTTTATCCCGACTTTTAG CAA AGG TTT TTT AAG TTC AGC CGA GAT GTC TTT CTG CCC AAA CCA TCC TGG GGA AAT CAC ACG CCC ATC TTC AGG

Asp Ala Gly Met Gln Leu Gln Gly Tyr Arg Tyr Tyr Asp Pro Lys Thr Cys Gly Phe Asp Phe Ser Gly Ala Leu Glu Asp Ile Ser
GAT GCC GGC ATG CAG CTC CAA GGT TAT CGC TAC TAT GAC CCC AAG ACT TGC GGT TTT GAC TTC TCC GGA GCC CTA GAA GAC ATA TCA GTAA

                              INTRON 5                                           Lys Ile Pro Glu Gln Ser Val Leu Leu Leu
GTGTGGCTTTCCAGGCCCGACTTCTG----(0.2 kb)----GAAGCTGCACAGCCAAAAATCTCGATGTTTCTCCTTAG AAA ATC CCA GAG CAG AGT GTC CTC CTC CTG

His Ala Cys Ala His Asn Pro Thr Gly Val Asp Pro Arg Pro Glu Gln Trp Lys Glu Ile Ala Ser Val Val Lys
CAT GCC TGC GCT CAC AAC CCC ACC GGC GTG GAC CCG CGT CCC GAG CAG TGG AAG GAG ATA GCG TCC GTG GTG AAG GTGAGGAGGATGAAGCGTCA

                      INTRON 6                                   Lys Lys Asn Leu Phe Ala Phe Phe Asp Met Ala Tyr Gln Gly
GGAGCTGGTTGCTTAACC----(0.2 kb)----TCAAACACTGGTCTTCTCATTCCTTCCCAG AAA AAG AAT CTC TTC GCA TTC TTT GAC ATG GCC TAC CAA GGC

Phe Ala Ser Gly Asp Gly Asp Lys Asp Ala Trp Ala Val Arg His Phe Ile Glu Gln Gly Ile Asn Val Cys Leu Cys Gln Ser Tyr Ala
TTT GCC AGC GGT GAT GGT GAT AAG GAT GCC TGG GCC GTG CGG CAC TTC ATC GAG CAG GGC ATC AAT GTC TGC CTC TGC CAA TCG TAT GCC

Lys Asn Met Gly Leu Tyr G                INTRON 7                                             ly Glu
AAG AAC ATG GGC CTG TAC G GTAAGCCAGAGGGCCCAATATAAGGTGTGTT----(1.2 kb)----GTTTCAGCCTGCTAGAAGACAGTATCCTCTGTCTTTTCAG GT GAG

Arg Val Gly Ala Phe Thr Val Val Cys Lys Asp Ala Glu Glu Ala Lys Arg Val Glu Ser Gln Leu Lys Ile Leu Ile Arg Pro Leu Tyr
CGT GTG GGA GCC TTC ACG GTG GTC TGC AAA GAT GCA GAA GAA GCC AAA AGG GTG GAG TCA CAG CTG AAG ATC TTG ATC CGT CCC CTG TAT

Ser Asn Pro Pro Leu Asn Gly Ala Arg Ile Ala Ala Thr Ile Leu Thr Ser Pro Asp Leu Arg Lys Gln Tr
TCC AAC CCA CCT CTC AAT GGG GCC CGG ATC GCA GCA ACC ATC CTG ACT TCT CCA GAC TTC CGG AAG CAA TG GTAACGATTACTAGCTGTATACCGT

                    INTRON 8                                   p Leu Gln Glu Val Lys Gly Met Ala Asp Arg Ile Ile Ser Met
GACTACAGCTCCATGA----(2.4 kb)----GAGCACGGCATCCCTCTGCTTTCCTCACAG G TTG CAA GAG GTG AAA GGC ATG GCT GAC CGC ATC ATC AGC ATG

Arg Thr Gln Leu Val Ser Asn Leu Lys Lys Glu Gly Ser Ser His Asn Trp Gln His Ile Thr Asp Gln Ile Gly Met Phe Cys Phe Thr
AGG ACC CAG CTG GTC TCC AAC CTG AAG AAA GAG GGC TCT TCC CAC AAC TGG CAG CAC ATC ACC GAC CAG ATC GGC ATG TTC TGT TTC ACC

Gly Leu Lys Pro Glu Gln                                         INTRON 9                                         Val Glu
GGC CTA AAG CCA GAG CAG GTGAGTGGGCTCTGGTTCCCCACAGCCAACCCCCGC----(2.0 kb)----ACCAGAAGTGGTTATCTAGCTCTTTTCTTTCTGCAG GTA GAG

Arg Leu Thr Lys Glu Phe Ser Val Tyr Met Thr Lys Asp Gly Arg Ile Ser Val Ala Gly Val Thr Ser Gly Asn Val Gly Tyr Leu Ala
CGG CTG ACC AAG GAG TTC TCG GTC TAC ATG ACA AAG GAT GGC CGA ATC TCC GTG GCA GGG GTC ACC TCT GGC AAT GTG GGC TAC CTT GCC

His Ala Ile His Gln Val Thr Lys *
CAT GCC ATT CAC CAG GTC ACC AAG TAA TTCCCAAGTGCAAAGGAACAGAGACCACTTTCCCGACAGCCTTTGCGCTCGTGAGCGTCACGTGCAGGGTGAGGGAGGGTGGGT
                                          G
GGTGGTGAATAGATCCGGTTTCCAACCACGGTGCATAACTCAGCGACTGAACTCGCTCCTCGGAAGAGAGGTAGGGCAGAGGCTTCCTCGGCTGGTATCTGGAACTTCGTCGGCTCTAAA

CCAAACTCCCTCATCCTTTTGTCTCCAGCTTTTCTGAAAGTTTACACACGCAAGAAAAATCACAGCACCAAACACCTGTCAGCCATGGCACTGGAATAGG←   620 bases →

CACCATCTGCTCTAATCATGTAGACGTACTGCCGCCTGGTTTCTCTGTTACAATAAAATTACTATAGACCCAGCCACTGTCTGCTTTTCTACTTACTGAGAGGGAAGGGGTAAGAGTGGA -3’
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The first successes in using virus-like particles to carry
new pieces of DNA into the cells to help correct these
defects have been reported.  Our ability to breed new
varieties of plants and microorganisms has been enor-
mously enhanced.  We can foresee the production of
artificially designed enzymes to conduct many industrial
chemical processes.  These are among the many reasons
for the excitement today in the fields of nucleic acid
chemistry and molecular genetics.

A.  Structure and Chemistry of Nucleotides

1.  Names and Abbreviations

The purine and pyrimidine ring compounds
found in nucleic acids are known as “bases,” even
though some of them have almost no basic character.
Nucleosides are the N-glycosyl derivatives of the bases
with ribose or 2-deoxyribose.  The nucleotides are
phosphate esters of nucleosides.  Similar names are
applied to related compounds such as adenosine tri-
phosphate (ATP) that are not present in DNA or RNA.
The names of the principal nucleotides from which the
nucleic acids are formed are given in Table 5-1.  The

TABLE 5-1
Names of Pyrimidine and Purine Bases, Nucleosides, and 5'-Nucleotidesa

a From “Biochemical Nomenclature”Liébecq, C., ed.25

b Isomers of the 5'-nucleotides, in which the phosphate is attached to the oxygen on C-3', are the 3'-nucleotides.  Care must be taken to avoid
ambiguity.  The simple abbreviations UMP, CMP, AMP, and GMP always refer to the 5'-nucleotides.

These contain 2-deoxyribose and the nucleosides and
nucleotides are called deoxyadenosine (dAdo or dA), deoxy-
adenosine 5'-phosphate (dAMP), etc.

DNA contains thymine (Thy) rather than uracil.  The
deoxyribose derivatives are thymidine (dThd or dT) and
thymidine 5'-phosphate.  The ribose derivatives of thymine
are the nucleoside ribosylthymidine (Thd) and ribosylthy-
midine 5'-phosphate (Thd-5'-P).

U,T,C,A,G Uracil, thymine, cytosine, adenine, guanine
Y or Pyr Pyrimidine (T or C)
R or Pur Purine (A or G)
M Amino base (A or C)
K Keto base (G or T)
S Strongly pairing (G or C)
W Weakly pairing (A or T)
H Not G (any other base)
B Not A
V Not T or U
D Not C
N Any base

Base: Uracil (Ura) Cytosine (Cyt) Adenine (Ade) Guanine (Gua)

Nucleoside: Uridine (Urd or U) Cytidine (Cyd or C) Adenosine (Ado or A) Guanosine (Guo or G)

5'-Nucleotide: Uridine Cytidine Adenosine Guanosine
5'-phosphate 5'-phosphate 5'-phosphate 5'-phosphate

or or or or
5'-uridylic acid 5'-cytidylic acid 5'-adenylic acid 5'-guanylic acid

(Urd-5'-P or UMP) (Cyd-5'-P or CMP) (Ado-5'-P or AMP) (Guo-5'-P or GMP)

novice may find these confusing!  Even worse than the
names in the table is hypoxanthine (Hyp), which is
derived from adenine by replacement of its –NH2
group with –OH and tautomerization:

The nucleoside formed from hypoxanthine and ribose
is known as inosine (Ino or I) and the corresponding
nucleotide as inosinic acid.  Further substitution at
C-2 of –H by –OH and tautomerization yields xanthine
(Xan). Its nucleoside is xanthosine (Xao, X).  A similar
hydroxylation at C-7 converts xanthine to uric acid,
an important human urinary excretion product derived
from nucleic acid bases.

A   Nucleotide units of RNA (abbreviations in parentheses)b

B   Nucleotide units of DNA C   Abbreviations used in describing polynucleotide
sequences
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Nucleic acid structures are abbreviated in several
ways.  For example, the sugar rings may be portrayed
by vertical lines.  The abbreviations A, C, U, T, and G
for the individual bases or Pu (purine) and Py (pyrimi-
dine) are placed at the upper ends of the lines, and
slanted lines with P in the centers represent the 3'–5'
phosphodiester linkages in a polynucleotide.

The same structure can be further abbreviated

5' end pApUpGpRpY 3' end
or 5' end A U G R Y 3' end

Here purine is abbreviated R and pyrimidine Y.  By
convention the 5' end of a polynucleotide is ordinarily
placed to the left in these formulas.  Lengths of nucleic
acid chains are usually given as a number of bases or
kilobases (kb).  For double-stranded DNA (dsDNA)
the length is given as base pairs (bp), kilobase pairs
(kbp), or megabase pairs (Mbp).  However, in most
places, including this book, the abbreviations kb and
Mb will be used for a length of DNA whether single
or double stranded.

For double-stranded DNA, one strand, usually the
coding strand, from which the amino acid sequence
can be read using the code in Tables 5-4 or 5-5 (Section
C), has the 5' end at the left while the complementary
strand has the 3' end at the left, e.g.,

2.  Acid–Base Chemistry and Tautomerism

The ionized phosphate groups of the polymer
“backbone” give nucleic acid molecules a high nega-
tive charge.  For this reason DNA in cells is usually
associated with basic proteins such as the histones
or protamines (in spermatozoa), with polycations of
amines such as spermidine (H3

+NCH2CH2CH2CH2
NH2

+CH2CH2CH2NH3
+), or with alkaline earth cations

such as Mg2+. If the pH of a solution containing double-
helical DNA is either lowered to ~3 or raised to ~12,
the two strands unravel and can be separated.

Over the entire range of pH the alternating sugar-

A

P

U

P

G

P

Pu

P

Py

OHP

Terminal 5' -phosphate Terminal 3' —OH

3'

5'

G C C T A T G G A C C T T T C T G C C A G T G A
C G G A T A C C T G G A A A G A C G G T C A C T

5'
3'

Ala Tyr Gly Pro Phe Cys Termination

3'
5'

Gln

phosphate backbone of the polymeric chains remains
negatively charged.  However, depending on the pH,
the bases can be protonated or deprotonated with a
resultant breaking of the hydrogen bonds that hold
the pairs of bases together.26,27

Pyrimidines and purines, which contain the –NH2
group, are weakly basic.  The cationic protonated con-
jugate acid forms of cytidine, adenosine, and guanosine
have pKa values of 4.2, 3.5, and 2.7, respectively.  Similar
values are observed for the 5'-nucleotides.  In these
compounds it is not the –NH2 group that binds the
proton but an adjacent nitrogen atom in the ring (Eq.
5-3).

We can understand this if we recognize that the
bases have substantial aromatic character.26,28  In ani-
line (aminobenzene) electrons are withdrawn from
the amino group into the aromatic ring with a strong
decrease in basicity of this –NH2 group (the pKa is 4.6).
Similarly, electrons are withdrawn from the NH2 groups
of cytosine, adenosine, and guanine into the pyrimidine
and purine rings as is indicated by the small curved
arrows on the left-hand structure of Eq. 5-3.  The effect
is even stronger than in aniline, largely because of the
presence of the nitrogen atoms in the rings.  In cytosine
it is primarily N-3 that serves as the electron acceptor.
As a consequence this nitrogen becomes more basic
than the –NH2 group and is the major site of protona-
tion.  However, as is indicated in Eq. 5-3, the positive
charge on the cation is shared by resonance with the
exocyclic amino group.

Adenosine is similar to cytosine in its acid–base
chemistry; N-1, adjacent to the –NH2 group, is the
principal site of protonation.  A tautomer of the cation
protonated at N-3 is formed in smaller amounts.  Gua-
nosine is electronically more complex, being protonated
mainly at N-7 and to a lesser extent at N-329.  This can
be understood in terms of electronic interaction with
the adjacent oxygen as indicated in the resonance
structure to the right in the following diagram:

N
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Under basic conditions the proton on N-3 of uridine
or thymine or on N-1 of guanosine can dissociate with
a pKa of ~9.2.  These “bases” are actually weak acids!

Look at the “Kekule” resonance
structure shown in the center of
Eq. 5-4.  The two negative charges
flanking the dissociable proton are
sufficient to hold it firmly to the
ring at low pH.  The proton is half
dissociated only when the pH is
raised to 9.2.  At still higher values of
pH (pKa ~12.4) a proton dissociates
from a ribose hydroxyl group.

The tautomerism of pyrimidines
was discussed in Chapter 2, Section
A,6.  The tautomeric forms shown
in Fig. 5-1 predominate.  However,
it is possible that minor tautomers
such as the following are sometimes
preferentially bound into active
sites of enzymes where the dielectric

constant may be low and where the
geometrical arrangement of amino
acid functional groups may favor
protonation on oxygen rather than
nitrogen.30,31

3.  Absorption of Ultraviolet
Light

Nucleic acids strongly absorb
ultraviolet light of wavelengths below
about 300 nm, with an absorption
maximum at ~260 nm and a stronger
one below 200 nm.  This property is

H N

NO

O

Ribose

N

NO

O

Ribose

N

NO

Ribose

O

–H

+

–

–

H+ +

–

(5-4)

N

NO

Ribose

OH

A minor tautomer of uridine

biologically important because of the resultant
induction of mutations, a natural result of exposure
to sunlight.  In the laboratory the same property is
useful in identification and quantitative analysis of
nucleotides.  The ultraviolet spectra of four nucleo-
sides are shown in Fig. 5-5.  Notice the changes that
accompany protonation or deprotonation of the ring.
The absorption bands, which are related to those of
benzene26,32 (see Chapter 23), provide another indica-
tion of the partial aromatic character of the bases.
Chapter 23 also provides information on photo-
chemical reactions of the pyrimidines.
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Figure 5-5  Near ultraviolet absorption spectra of cytidine, uridine, adenos-
ine, and guanosine.  1. Monoprotonated form of cytidine (for which pKa = 4.2).
2. Neutral form (pH ~ 7) of cytidine.  3. Neutral form of uridine (for which pKa
= 9.2).  4. Monoanionic form of uridine.  5. Monoprotonated form of adenosine
(pKa = 3.5).  6. Neutral form of adenosine.  7. Neutral form of guanosine
(pKa = 9.2).  8. Monoanion of guanosine.

A.  Structure and Chemistry of Nucleotides
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BOX 5-A  THE ALKALI METAL IONS

The many negative charges along a nucleic acid
backbone interact with all of the cations in a cell.  This
box discusses some of these ions with emphasis on the
group IA metal ions.  Although sodium and potassium
occur in similar amounts in the crust of the earth, living
cells all accumulate potassium ions almost to the exclu-
sion of sodium.a-c  Sodium ions may be required only by
certain marine organisms and by multicellular animals
that regulate their internal body fluids.  Most nonmarine
plants have no demonstrable need for sodium.

The tendency to accumulate K+ is even more remark-
able since seawater is ~0.46 M in Na+ and only 0.01 M in
K+.  Other alkali metals occur in even smaller amounts,
e.g., 0.026 mM Li+, 0.001 mM Rb+, and a trace of Cs+.
Soil water is ~0.1 mM in K+ and 0.65 mM in Na+.  Again,
strong discrimination in favor of potassium is observed
in uptake by plants.

Intracellular concentrations of K+ range from 200
mM in E. coli and 150 mM in mammalian muscle to ~30
mM in freshwater invertebrates such as clams, hydra,
and some protozoa.  While K+ cannot be replaced by
Na+, a partial replacement by Rb+ and to a lesser extent
by Cs+ is usually possible.  In many microorganisms
rubidium can almost completely replace potassium, and
even a rat can survive for a short time with almost com-
plete substitution of K+ by Rb+.  Protons replace most K+

in brown algae.d  The human nutritional requirement
for potassium is high, amounting to ~2 g/day.  Present
populations may suffer a chronic deficiency of potassium
as a result of food processing and boiling of vegetables.e

Sodium is also essential to higher animals, and rats
die on a sodium-free diet.  The sodium content of cells
varies among species, but it is usually no more than 0.1
–0.2 times that of K+.  A measurement of the [Na+]
within heart cells gave a concentration of ~9 mM, which
was increased by a factor of ~2.5 in a low Ca2+ insulin-
containing medium.f  In this measurement the NMR
resonance of the abundant external Na+ was shifted by
use of a paramagnetic reagent (e.g., a dysprosium (III)
complex), that remained outside the cell.  The signal
from the internal Na+ was then seen clearly.  In blood,
the relationship between Na+ and K+ concentrations is
reversed from that within cells.  Human plasma is 0.15
M in Na+ and 0.005 M in K+.  Curiously, the taste for salt
in the diet appears to be largely an acquired one.g

It is not immediately obvious why K+ is the preferred
counterion within tissues, but a fundamental reason
may lie in the differences in hydration between Na+ and
K+ (Chapter 6).  On the other hand, the relationship of
these ions to the excitability of membranes (Chapter 30)
may be of paramount importance, even in bacteria.  The
concentration differences in the two ions across mem-
branes represent a readily available source of Gibbs
energy for a variety of membrane-associated activities.
Cells actively pump Na+ out and K+ into cells (Chapter 8).

Many intracellular enzymes require K+ for activity.b,c

These include those promoting phosphorylation of

carboxyl groups or enolate anions and elimination reac-
tions yielding enols as well as some enzymes dependent
upon the coenzyme pyridoxal phosphate.h–j  In all of
these enzymes NH4

+, Rb+, or Tl+ can usually replace K+.
This permits study of the binding site for Tl+ by the very
sensitive 205Tl NMR spectroscopy.k  The discovery that
K+ is preferentially bound in some tetraplex DNA struc-
tures (see Fig. 5-8) further emphasizes the significant
difference in biological properties of the alkali metal
ions.  Various synthetic macrocyclic compounds are also
able to selectively bind specific alkali metal ions.l

The following tabulation gives concentrations not
only of K+ and Na+ but also of the other principal ionic
constituents in human blood plasma and within cells of
skeletal muscle.m  Units are mmol/kg H2O.

a Kernan, R. P. (1965) Cell K, Butterworth, London
b Suelter, C. H. (1974) in Metal Ions in Biological Systems, Vol. 3

(Sigel, H., ed), pp. 201 – 251, Dekker, New York
c Suelter, C. H. (1970) Science 168, 789 –795
d Steinbach, H. B. (1962) Comp. Biochem. Physiol. 4, 677 –720
e Weber, C. E. (1970) J. Theor. Biol. 29, 327 –328
f Wittenberg, B. A., and Gupta, R. K. (1985) J. Biol. Chem. 260,

2031 – 2034
g Kaunitz, H. (1956) Nature (London) 178, 1141 –1144
h Toney, M. D., Hohenester, E., Cowan, S. W., and Jansonius, J. N.

(1993) Science 261, 756– 759
i Antson, A. A., Demidkina, T. V., Gollnick, P., Dauter, Z., Von

Tersch, R. L., Long, J., Berezhnoy, S. N., Phillips, R. S.,
Harutyunyan, E. H., and Wilson, K. S. (1993) Biochemistry 32,
4195 – 4206

j Metzler, C. M., Viswanath, R., and Metzler, D. E. (1991) J. Biol.
Chem. 266, 9374 – 9381

k Markham, G. D. (1986) J. Biol. Chem. 261, 1507 – 1509
l Christensen, J. J., Hill, J. O., and Izatt, R. M. (1971) Science 174,

459 –467
m Composite data from Muntwyler, E. (1968) Water and Electrolyte

Metabolism and Acid–Base Balance, p. 14.  Mosby, St. Louis,
Missouri; White, A., Handler, P., and Smith, E. L. (1973)
Principles of Biochemistry, 5th ed., p. 802.  McGraw-Hill, New
York; Long, C. (1961) Biochemist’s Handbook, p. 670.  Van
Nostrand, Princeton, New Jersey.  Reported ranges for some
constituents are very wide.

Skeletal muscle

* Milliequivalents/kg H2O
† Phosphates and other nonprotein anions.

Na+ 150 14
K+ 5 150
Mg2+ 0.9 8
Ca2+ 2.5 1
Cl– 105 16
HCO3

– 27 10
Proteins– 17* 50*

Other anions† 6 146

Ion Blood plasma (intracellular)
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4.  Chemical Reactions of the Bases

The purines and pyrimidines are relatively stable
compounds with considerable aromatic character.
Nevertheless, they react with many different reagents
and, under some relatively mild conditions, can be
completely degraded to smaller molecules.  The chem-
istry of these reactions is complex and is made more so
by the fact that a reaction at one site on the ring may
enhance the reactivity at other sites.  The reactions of
nucleic acids are largely the same as those of the indi-
vidual nucleosides or nucleotides, the rates of reaction
are often influenced by the position in the polynucleo-
tide chain and by whether the nucleic acid is single or
double stranded.  The reactions of nucleosides and
nucleotides are best understood in terms of the electronic
properties of the various positions in the bases.26,33

Most of the chemical reactions are nucleophilic addition
or displacement reactions of types that are discussed
in Chapters 12 and 13.

Positions 2, 4, and 6 of pyrimidine bases are defi-
cient in electrons and are therefore able to react with
nucleophilic reagents.  The 6 position is especially
reactive toward additions, while the 2 position is the
least reactive.  The corresponding electron-deficient
positions in the purine bases are 2, 6, and 8.  These
positions, which are marked by asterisks on the fol-
lowing structures, have electrophilic character in all
of the commonly occurring pyrimidines and purines.

All of the oxygen and nitrogen atoms in the pyrimidines,
as well as the 5 position of the ring, have nucleophilic
character and can therefore react with electrophilic
centers of various reagents.  A number of specific reac-
tions that have been found useful to biochemists are
described in Section H,3.

5.  Base Pairs, Triplets, and Quartets

The purine and pyrimidine bases are the “side
chains” of the nucleic acids.  The polar groups that are

present in the bases can form hydrogen bonds to other
nucleic acid chains, e.g., in the base pairs of the DNA

double helix, and also to proteins.  Figure 5-6 shows
the shapes and the hydrogen bonding groups avail-
able in the bases.  The number of both electron donor
groups and proton donors available for hydrogen
bonding is large and more than one mode of base pair-
ing is possible.
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Figure 5-6  Outlines of the purine and pyrimidine bases of
nucleic acids showing van der Waals contact surfaces and
some of the possible directions in which hydrogen bonds
may be formed.  Large arrows indicate the hydrogen bonds
present in the Watson–Crick base pairs.  Smaller arrows
indicate other hydrogen bonding possibilities.  The directions
of the green arrows are from a suitable hydrogen atom in the
base toward an electron pair that serves as a hydrogen acceptor.
This direction is opposite to that in the first edition of this book
to reflect current usage.

The base pairs proposed by Watson and Crick are
shown in Fig. 5-2 and again in Fig. 5-7.  While X-ray dif-
fraction studies indicate that it is these pairs that usually
exist in DNA, other possibilities must be considered.
For example, Hoogsteen proposed an alternative A-T
pairing using the 6-NH2 and N-7 of adenine.34  Here
the distance spanned by the base pair, between the
C-1' sugar carbons, is 0.88 nm, less than the 1.08 nm
of the Watson–Crick pairs.  Duplexes of certain sub-
stituted poly (A) and poly (U) chains contain only
Hoogsteen base pairs35 and numerous X-ray structure
determinations have established that Hoogsteen pairs

A.  Structure and Chemistry of Nucleotides
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Figure 5-7  Two base triplets that form in triple-stranded
DNA and involve both Watson–Crick and Hoogsteen base
pairing.  (A) The triplet T*A·T, where the T (marked T*) of
the third strand is hydrogen bonded as a Hoogsteen pair
(         ) to an adenine of a Watson–Crick AT pair (whose
hydrogen bonds are indicated  (         ).  (B) The triplet
C+*G·C, where C+ is cytosine in its N-1 protonated (low pH)
form.  The Watson–Crick strands are antiparallel, as indicated
by the +  and –  signs.  The third strand may have either
orientation, but when it contains largely pyrimidines it is
parallel to a purine-rich strand.  An example is shown in
Fig. 5-24.
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Figure 5-8  A guanine quartet held together by Hoogsteen
base pairing.  This structure is found in the telomeres at the
ends of linear chromosomes.  Four segments of DNA, each
of which may be part of a single folded strand, (see p. 227)
give structures in which four or more of these G quartets are
stacked one above the other.  Monovalent ions, usually K+

or Na+, are bound in the center, although not always in the
plane of the bases.  See Fang and Cech38 and Gellert et al.39
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do occur in true nucleic acids.36  Figure 5-7 shows the
structures of two Hoogsteen pairs.  In each case the
purine component has formed a Watson–Crick pair
with a third base to give a base triplet.  The first of
these triplets may be designated T*A·T, where * repre-
sents the Hoogsteen hydrogen bonding and · repre-
sents the Watson–Crick bonding.  The second triplet
in Fig. 5-7, C+*G·C, can form only with the N-1 proto-
nated form (low pH form) of cytosine.

Reversed Watson–Crick or Hoogsteen AU or AT
pairs are formed if the 2-carbonyl rather than the 4-car-
bonyl of the U or T makes a hydrogen bond with the
amino group of adenine.27  Because of the resulting
arrangement of the ribose rings the base pairs cannot
fit into the ordinary Watson–Crick double-stranded
DNA structure.  A reversed Watson–Crick pair can also
be formed between G and C but with only two hydro-
gen bonds, while a reversed Hoogsteen pair can form
only if a minor tautomer of cytosine is used.

Hoogsteen pairs were first observed in nature in
transfer RNA molecules (Fig. 5-31).  These molecules
contain mostly Watson–Crick base pairs but there are
also two reversed Hoogsteen pairs.  One of them, be-
tween U8 and A14, is invariant in all tRNAs studied.
Hoogsteen pairing also occurs in four-stranded DNA,
which has important biological functions.  A G quartet
from a DNA tetraplex held together by Hoogsteen
base pairs is shown in Fig. 5-8. 

A

B
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Another pairing that occurs in tRNAs allows gua-
nine to pair with uracil, e.g., G4 with U69.  This was
originally proposed to account for codon–anticodon
interactions betweentRNA molecules and messenger
RNA (Chapter 29).  It is commonly called wobble
pairing because the uracil must wobble away from
its orientation in the normal Watson–Crick pair.27,37

Strengths of base pairs.  How strong are the
bonds between pairs of bases in DNA?  The question
is hard to answer because of the strong interaction of
the molecules with polar solvents through hydrogen
bonding and hydrophobic effects.  Some insight has
come from studies of the association of bases in non-
polar solvents.  Thus, 1-cyclohexyluracil forms a dimer
involving either hydrogen bonding or stacking, but
the association is weak with the Gibbs energy of for-
mation ∆Gf° = 5 kJ mol–1.  When the same compound
was mixed with 9-ethyladenine, a base-paired complex
formed between the two compounds with a formation
constant over ten-fold greater than that for the dimer
(Eq. 5-5).40  When the circled hydrogen atom in Eq. 5-5
was replaced by –CH3, which blocked the pairing, Kf
fell below 1 kJ/mol (∆G° > 0).  The difference in ∆Gf in
the two cases was only 7 kJ mol–1.  Many other estimates
have been made.40a,40b The small energies summed
over the many base pairs present in the DNA molecule
help provide stability to the structure.

Stacking of bases.  The purines and pyrimidines
of nucleic acids, as well as many other compounds
with flat ring structures and containing both polar and
nonpolar regions, are sparingly soluble in either water
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or organic solvents.  Molecules of these substances
prefer neither type of solvent but adhere tightly to
each other in solid crystals.  Both experimental mea-
surements and theoretical computations41 suggest that
hydrogen bonding is the predominant force in the
pairing of bases in a vacuum or in nonpolar solvents.
However, in water stacking becomes important.42  In a
fully extended polynucleotide chain consecutive bases
are 0.7 nm apart, twice the van der Waals thickness of
a pyrimidine or purine ring, but in double-helical DNA
of the B type (Figs. 5-3, 5-12) the distance between con-
secutive base pairs is only 0.34 nm.  They are touching.

One effect of stacking is a decrease in the expected
intensity of light absorption.  The molar extinction co-
efficient of a solution of double-helical DNA or RNA
is always less by up to 20–30% than that predicted
from the spectra of the individual nucleosides (Fig. 5-5).
This hypochromic effect is considered further in
Chapter 23.

Because both hydrogen bonding and stacking
are involved, the thermodynamics of base pairing in
nucleic acids is complicated.43  The hydrophobic parts
of exposed bases tend to induce an ordering of the sur-
rounding water molecules and therefore a decrease in
their entropy.  However, hydrogen bonding of the polar
groups of the bases to the solvent causes a decrease in
water structure.  This is greater than the increase in
structure around the hydrophobic regions and the
stacking of bases leads to a net decrease in entropy.
The entropy change ∆S for addition of a base pair to
the end of a double-stranded RNA helix in a hairpin
loop such as that displayed in Fig. 5-9 ranges from
–0.05 to –0.15 kJ/degree per base pair.44,45

The enthalpy change ∆H tends to be small and
positive for association of alkyl groups in water and
nearly zero for association of aromatic hydrocarbons
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to ∆Gf°.  The exact amount depends upon whether an A
or a U is at the 5' end in the existing helix.  If an AU pair
is added to the helix terminating in CG or GC, about
–9 kJ/mol is added.  Larger increases in –∆Gf° result
from addition of GC pairs, which contain three hydrogen
bonds between the bases versus the two in AU pairs.27,41,52

UG pairs provide a very small amount of stabiliza-
tion to an RNA double helix, while the presence of
unpaired bases has a destabilizing effect.  The most stable
hairpin loops contain four or five bases.  Depending upon
whether the loop is “closed” by CG or AU, the helix is
destabilized by 20–30 kJ/mol. “Bulge loops,” which pro-
trude from one side of a helix, have a smaller destabiliz-
ing effect.  An example of the way in which Table 5-2 can
be used to estimate the energies of formation of a loop in
a straight-chain RNA is illustrated in Fig. 5-9.  Similar
analysis of base pairing in DNA can also be done.53–55

(Chapter 2).  However, ∆H is distinctly negative for
association of heterocyclic bases.  This has also been
attributed to a decrease in the ordering of solvent
around the bases as a result of exclusion of water.
Attraction or repulsion of partial charges on the polar
groups comprising the purine and pyrimidine bases
may also be an important factor.43,46–48  For addition
of a base pair to an RNA helix, the change in enthalpy,
∆H, varies from about –24 to –60 kJ/mol.44,45

Since ∆G = ∆H – T∆S, the net result is a negative
value of ∆G, a “hydrophobic effect” that favors asso-
ciation of bases.  Substantial efforts have been made to
estimate quantitatively the Gibbs energies of formation
of helical regions of RNA molecules in hairpin stem-
loops such as that of Fig. 5-9.44,45,49–51  Table 5-2 shows
the observed increments in ∆Gf° of such a helix upon
addition of one base pair at the end of an existing
helix.  Addition of an AU pair supplies only –4 to –5 kJ

Figure 5-9  The contribution of base-
paired regions and loops to the Gibbs en-
ergy of a possible secondary structure for
a 55 base fragment from R17 virus.  The
stem-loop structure shown here is part of
a larger one considered by Tinoco et al.58
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TABLE 5-2
Gibbs Energies of Formation �Gf° at 25°C for Addition of One
Base Pair to an Existing RNA Helixa,b

Base pair at end
of existing helix

Base pair
added

∆Gf°
(kcal mol–1 ± 10%)

∆Gf°
(kJ mol–1 ± 10%)

a Table modified from that of Tinoco et. al.58

b All base pairs in the table are oriented as follows:

c ∆Gf° is the same for      added to an      end.

d ∆Gf° is the same for      or      added to an      end.
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Tautomerism and base pairing.  Tautomerism
has an interesting relationship to the formation of the
pairs and triplets of hydrogen bonds in DNA or RNA.
Each base exists predominately as one preferred

tautomer, but at any moment a very
small fraction is present as less stable
tautomers.  Watson and Crick sug-
gested that this fact may be respon-
sible for the occurrence of some
mutations.56,57  Thus, tautomer B of
Eq. 5-6 would not be able to pair with
thymine, its proper pairing partner,
but could pair with cytosine.

Similarly, tautomer B of uracil
in Eq. 2-4 could pair with guanine
instead of its proper partner adenine.
If a similar event occurred to an AT
pair during gene replication an in-
correct copy of the gene, differing
in a single “code letter,” would be
formed.  However, because the tau-
tomerism is affected so strongly by
the environment (Chapter 2), the ex-
tent to which it may cause mispairing
while replication enzymes act is un-
certain.59  Both bases in a pair could
be tautomerized by synchronous
transfer of protons in two parallel
hydrogen bonds.  However, theo-
retical calculations predict a high
energy barrier to this process.60

Proton transfer, which can also be
induced by light, has been studied
on a femtosecond scale.61  After

photochemical transfer of one proton a second is trans-
ferred within a few picoseconds.

6.  Conformations of Nucleotides

The furanose ring of ribose or deoxyribose is flexible
and can be interconverted smoothly among an infinite
number of envelope (E) and skew or twist (T) confor-
mations.  See Chapter 4, Section A,2.  However, there
are limits set by steric and anomeric effects.27,62–64

Conformations are often described as in Fig. 5-10 by
stating which atom in an envelope conformation lies
mostly out of the plane of the other four atoms.  If this
atom lies above the ring, i.e., toward the base, the ring

A.  Structure and Chemistry of Nucleotides
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Figure 5-10  Conformational properties of nucleosides.  (A) Representations of
several conformations of a ribose or deoxyribose ring in a nucleoside.  (B) View
down the N–C axis joining a purine base to the sugar in a nucleoside in a syn
conformation.  The atom marked C4 is in the six-membered ring, which protrudes
further over the sugar ring.  The angle χ is measured from 0° to ±180°. Syn confor-
mations are those for which χ falls in the region of the heavy semicircle.  (C) An
anti conformation of a pyrimidine nucleoside.  Other anti conformations fall in the
region of the heavy semicircle.  (D) Labeling of the conformational angles of the
main chain in a polynucleotide.25,27,37,37a  See also Fig. 2-2.
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Figure 5-11  Views of a nucleoside in syn and anti conformations.66

(C) Courtesy of Dr. Muttaiya Sundaralingam.
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conformation is known as endo; when below the ring,
it is known as exo.  The C(2')-endo (2E) and C(3')-endo
(3E) conformations are most commonly approximated
in nucleotides and nucleic acids.65  The C(3')-exo con-
formation is designated E3, the twist conformation
C(2')-endo-C(3')-exo as 2T3, etc.  A conformation can be
specified more precisely by the five torsion angles ν0 to ν4
(which have also been designated τ0 to τ4).  All of the
envelope and twist conformers can be interconverted
readily.  The interconversions can be imagined to occur
in a systematic way by pseudorotation, a rotation of
the pucker around the sugar ring.  In a commonly used
convention a pseudorotation phase angle P ranges from
0° to 360° as the pucker moves twice around the ribose

ring to restore the original conformation.  P is taken as 0°
for the symmetric 3T2 twist, –18° for E2, +18° for 3E, +54°

for 4E, +198° for E3, etc.  The five torsion angles νj, for j
= 0 – 4 as defined in the foregoing diagram, are related
to P as follows:

νj = νmax
. cos[P + j . φ]

where φ = 720°/5 = 144°.  The maxi-
mum torsion angle, νmax, is about
40°.  See Saenger27 for details.

Conformational alterations of
ribose and deoxyribose rings can
occur within polynucleotides and
are of biochemical importance.  An
interesting consequence of changes
in ring conformation is that the dis-
tance between the C(5') and N atoms
attached to the sugar ring of a nucleo-
side may vary by as much as 0.05
nm (see Fig. 5-10A).  The orientation
of a base with respect to the sugar is
specified by the angle χ.  In one con-
vention (Fig. 5-10B,C) its zero value
is taken as that in which the N(1)–C(2)
bond of a pyrimidine or the N(9)–C(4)
bond of a purine is cis to the C(1')–
O(4') bond, [sometimes called the
C(1')–O(1') bond].  However, other
definitions have been used.27  Typi-
cal values of χ for nucleotides and
nucleosides vary between –75° and
–165°.  In these anti conformations
the CO and NH groups in the 2 and
3 positions of the pyrimidine ring
(or in positions 1, 2, and 6 of the
purine ring) are away from the sugar
ring, while in the syn conformations
they lie over the ring. Anti confor-
mations are more often present than
syn in nucleic acids.  A different
view of syn and anti pairs of nucle-
otides is shown in Fig. 5-11.

An additional five torsion angles
are needed to specify the backbone
conformation of a polynucleotide.
According to the convention adopted
by the IUB the six angles are desig-

RO CH2 Base

OH

H

O

O

HH

R'

ν0
ν4

ν3

ν2

ν1

(5-7)



213B.  Double Helices

nated α, β, γ, δ, ε, and ζ, as is indicated in Fig. 5-10D.25,27

In an older but much used convention,66 starting at
any phosphorus atom the angles ω, φ, and ψ specify
the next three torsion angles as one moves toward the
3' end of the chain, while ω’, φ’, and ψ’ specify the angles
lying toward the 5' end (these are shown in parentheses
in Fig. 5-10D).   Notice that δ(ψ’) = ν3 + 120°.

B.  Double Helices

1.  The B Form of DNA

This form of DNA, whose structure is depicted in
Figs. 5-3 and 5-12, is stable at high humidity and is
thought to approximate that of most DNA in cells.27,37,67

If we look directly at the axis of the double helix and
perpendicular to one of the base pairs, and ignore the
fact that the base pair is asymmetric, we see that the
nucleotide unit in one chain is related to the nucleotide
unit lying across from it in the opposite plane by a two-
fold axis of rotation (dyad axis).  This symmetry ele-
ment, which arises from the antiparallel arrangement
of the chains, makes the DNA molecules from the out-
side look nearly identical whether viewed from one
end or the other – and whether viewed as a model by
the human eye or through contact with an enzyme
which might act on the molecule.  Actually, the two
chains are not identical, and the genetic information can
be read off from the functional groups exposed in two
grooves in the surface of the helix (Figs. 5-3 and 5-7).
The broader groove in the Β form, which is referred to
as the major groove, is about 0.85 nm deep and 1.1–1.2
nm wide when allowance is made for the van der Waals
radii of the atoms.  In some other forms of DNA the
major groove is narrow, but it can always be identified
by the larger of the arcs that can be drawn between the
two N– C bonds of the nucleosidic linkages in a nucleo-
tide pair.  The minor groove or narrow groove, which
is defined by the smaller arc between the two N– C
bonds, is ~  0.75 nm deep and 0.6 nm wide in B-DNA.

The diameter of the double helix of B-DNA, mea-
sured between phosphorus atoms, is just 2.0 nm.  The
rise per turn, the pitch, is 3.4 nm.  There are about
ten base pairs per turn (9.7 and 10.6 in two different
crystal forms).68,69  Thus, the rise per base pair is 0.34
nm, just the van der Waals thickness of an aromatic
ring (Table 2-1).  It is clear that the bases are stacked in
the center of the helix.  A 1000-bp (1-kb) gene would be
a segment of DNA rod about 340 nm long, about 1/40
the length of the molecule in the electron micrograph
of Fig. 5-13.

As is appropriate for the cell’s master blueprint,
DNA in the double helix is stable.  Factors contributing
to this stability are (1) the pairs and triplets of hydrogen
bonds between the bases; (2) the van der Waals

attraction between the flat bases which stack together;
(3) the fact that on the outside of the molecule are many
oxygen atoms, some negatively charged, which are
able to form strong hydrogen bonds with water, with
small ions, or with proteins that surround the DNA;
and (4) the ability to form superhelices (see Section
C,3).  Nevertheless, the long DNA chains present in
our chromosomes are frequently broken and an elabo-
rate system of repair enzymes is needed to preserve
the reliability of this master code for the cell.73,74

Today it is generally accepted that most DNA
exists in nature as a double helix resembling the B
form.  However, doubts were expressed as recently as
1980.  The reason for the uncertainty lay in the fact that
X-ray data from the stretched “paracrystalline” DNA
fibers used in earlier studies are much less precise than
those from true crystals.10  The X-ray data for B-DNA
fibers could also be interpreted in terms of an alterna-
tive “side-by-side” structure which would permit
easier separation of strands during replication.75

However, numerous high-resolution X-ray structure
determinations on single crystals of synthetic DNA
fragments have confirmed the double-helical structure
and the presence of Watson–Crick base pairs.68,69,76– 84

Similarly, fragments related to the double helices of
RNA have been crystallized and the structures deter-
mined to atomic resolution.85– 87  The right-handed
helical structure of DNA in solution has also been
confirmed by independent methods based on electron
microscopy,88 scanning probe microscopy,89,90 fluores-
cence resonance energy transfer,91 and computation.92

Dickerson and associates discovered78,79 that 
B-DNA has a “spine” of water in the minor groove
of regions rich in A-T base pairs.  Two water molecules
per base pair are hydrogen bonded to form a long
chain.  Half of the water molecules in the chain also
form hydrogen bonds to oxygen and nitrogen atoms
that are exposed in the minor groove while the others
hydrogen-bond to a second chain of water molecules,
forming a ribbon of hydration (Fig. 5-14A).81,93-95

Additional water binds to polar groups in the major
groove.  The hydration pattern is largely local,  i.e.,
each base has characteristic hydration sites (Fig. 5-
14B).94  Some of the hydration sites may be occupied
partially by the nomovalent ions, Na+ or K+, depend-
ing upon the medium.  Bound divalent metal ions
are also sometimes seen in X-ray structures.81,83a

However, most cations are thought to remain mobile.

2.  Other Double-Helical Forms of DNA

The B form of fibrous DNA is stable under condi-
tions of high (~  93%) humidity but at 75% humidity it
is converted into A-DNA in which the base pairs are
inclined to the helix axis by about 13° and in which the
ribose rings are primarily C3'-endo rather than C2'-endo.
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Figure 5-12  (Left) Stereoscopic skeleton models of the B, A, and Z forms of double helical DNA.  See Schlick.70

(Center) End views  (Right) Space-filling models of the same three DNA forms:  B, A, and Z.  Courtesy of Tamar Schlick.

Z-form

A-form

B-form
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Figure 5-14  (A) Stereoscopic drawing
showing two layers of water molecules that
form a “spine” or “ribbon” of hydration in
the minor groove of B-DNA.  The inner
layer is shown as larger filled circles; water
molecules of the outer layer are depicted
with smaller dots and are numbered.
Hydrogen bonds are shown as dashed
lines.  (B) Electron density map.  (A) and
(B) from Tereshko et al.95 (C) Stereoscopic
representation of the superimposed electron
densities of 101 water molecules observed
to hydrate 14 guanine rings found in 14
B-DNA molecules for which high-resolution
X-ray structures were available.  Positions
of 101 water molecules within 0.34 nm from
any atom of the 42 guanines are plotted.
From Schneider and Berman.94

B.  Double Helices

There are 10.9 base pairs per turn93,96– 98 (Fig 5-12; Table
5-3).  In the A form the major groove is very deep (~ 1.35
nm) and narrower (~  0.27 nm) than in the B form and
extensively hydrated.99  The minor groove is wider
(~ 1.1 nm) and shallower (~  0.28 nm) than in the B form.
The crystal structure for a form intermediate between
A and B has also been reported.99a  Paracrystalline
forms of DNA known as B’, C, and D have also been
observed100,101 and others have been proposed.102,103

The most interesting additional form, Z-DNA, was
discovered by X-ray studies of the alternating oligodeoxy-
ribonucleotides d(CpGp-CpGpCpG) and d(CpGpCpG).104

The helix of Z-DNA is left-handed.71,72,105–112  The repeat-
ing unit consists of two Watson–Crick base pairs, the
backbone following a zigzag pattern (Fig. 5-12). There
are 12 base pairs per turn.  The cytosine groups have
the usual anti conformation but the guanosine groups
are syn.  Some of the ribose rings have the C2'-endo
conformation characteristic of B-DNA but some are
C3'-endo.  The alternating CpG sequence is not essen-
tial for Z-DNA formation.  However, alternating syn
and anti conformations are important and purines
assume the syn conformation more readily than do
pyrimidines.  The major groove of Z-DNA is shallow
(Fig. 5-12), allowing it to accomodate bulky substituents
at C8 of purines or C5 of pyrimidines.  Such substituents
favor Z-DNA.

Figure 5-13 Electron micrograph of a DNA molecule (from
a bacterial virus bacteriophage T7) undergoing replication.
The viral DNA is a long (~ 14 µm) duplex rod containing
about 40,000 base pairs.  In this view of a replicating molecule
an internal “eye” in which DNA has been duplicated is present.
The DNA synthesis was initiated at a special site (origin) about
17% of the total length from one end of the duplex.  The DNA
was stained with uranyl acetate and viewed by dark field
electron microscopy.  Micrograph courtesy J. Wolfson and
D. Dressler.
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The B form is the most hydrated and most stable
form of DNA under conditions of high humidity but
even in solution it can be converted to A-DNA and
Z-DNA by a high concentration of NaCl.113  This is
presumably because the salt dehydrates the DNA.
Saenger and coworkers pointed out that the oxygen
atoms of successive phosphate groups in the polynu-
cleotide backbone of B-DNA are at least 0.66 nm apart,
too far apart to be bridged by a water molecule.114

However, the phosphates are individually hydrated.
On the other hand, in A-DNA and Z-DNA the oxygen
atoms on successive phosphates are as close as 0.53 and
0.44 nm, respectively.  This allows one H2O molecule
to bridge between two phosphates, stabilizing these
forms in environments of low humidity.  This may be
one factor that affects the B to A and Z transitions.115–117

In the narrow Z-DNA helix repulsion between negative
charges on the phospho groups of opposite strands is
strong.  By shielding these charges high salt concentra-
tions also help to stabilize Z-DNA.

Since the Z form of DNA is favored in regions rich
in G-C pairs,118,119 it is reasonable to expect that it may

occur in nature.  Antibodies have been prepared which
bind specifically to regions of DNA in the Z form and
have been used to identify many such regions.111,120

Genetic studies in E. coli have also provided strong
evidence that left-handed DNA sequences are formed
in vivo in that bacterium.121,122  Z-DNA-forming
sequences have also been found in the Halobacterium
genome.119   Segments of Z-DNA may occur in control
regions called enhancers (Chapter 28)121 – 124 and  Z-DNA
may also form behind RNA polymerase molecules that
are moving along a gene while synthesizing mRNA.
The associated negative supercoiling of the DNA could
cause it to assume the Z form.  This region of Z-DNA
can, in turn, be a site for interaction with specific
proteins.

In the Watson–Crick structure the two strands are
antiparallel, an essential for replication.  However, stable
segments of double-stranded DNA with parallel strands
can also be formed and may occur in specialized regions
of the genome.125– 128

3.  The Conformational Flexibility of
Double Helices

Local variations in the sequence of
nucleotides affect the conformation of a DNA
molecule and it is clear that the helix
is not uniformly coiled throughout the entire
length.80,103,124,129–134  While most helix seg-
ments probably have a right-handed twist
others may be left-handed.  Most DNA is
probably in the B form but there are segments
in the A form.  These may arise from formation
of hybrid duplexes with RNA, which assume
the A conformation and are also favored by
certain base sequences.  Rules for predicting
the DNA conformation from the nucleotide
sequence have been proposed.116,135  In the
simplest case135 we consider each pair of
adjacent nucleotides in the double helix.
There are 16 possible pairs in one chain.  These
can be designated as in the following examples:
(AA,TT), (CG,CG), and (AG,CT).  The first
two letters within the parentheses represent
the sequence (from 5' to 3') in one chain while
the second pair of letters represent the sequence
(again from 5' to 3') in the complementary
chain.  The rules state that (AA,TT) or (TT,AA)
repeated in a sequence will stabilize the B form
of DNA.  Repetition of (CC,GG) or (GG,CC)
will favor conversion to the A form.  Repeti-
tions of (CG,CG) favor the Z form, especially
if an alternating sequence of purines and
pyrimidines is present throughout the (G + C)-
rich region.

Even within the regular B structure the

TABLE 5-3
Helix Parameters for Three Types of DNAa

Parameter B A Z

Helical twist,
degrees 28–42 16–44 GC  –  51 ± 2
mean 36 ± 4 33 ± 6 CG  – 8.5 ± 1

Base pairs per turn 10.0 11-12 12
(9.7–10.6)

Helix rise per
base pair, nm 0.34 ± .04 0.29 ± .04 GC  0.35 ± .02

CG  0.41 ± .02

Base inclination, degrees – 2.0 ± 5 13 ± 2 8.8 ± .7

Propeller twist, degrees 12 ± 5 15 ± 6 4.4 ± 3

Base roll degrees – 1.0 ± 5 6 ± 5 3.4 ± 2

Predominant
conformation of
deoxyribose C2’-endo C3’-endo

Depth of grooves (nm)
Major 0.85 1.35 very shallow
Minor ~0.75 ~0.28 very deep

Width of grooves (nm)
Major 1.1–1.2 0.27 broad
Minor 0.6 ~1.1 narrow

Form of DNA or RNA (A-form)

a See R. E. Dickerson78,78a; based on single-crystal X-ray analysis.

C  C2’-endo
G  C3’-endo
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torsion angles χ and δ (Fig. 5-10) are variable.  Their
changes are highly correlated.136,136a  As χ ranges from
– 140° to – 90°, ζ varies between 80° and 160°.  Other pairs
of torsion angles are also correlated.  Besides allowing
for changes between B, A, and Z conformations, this
flexibility of the DNA helix together with cooperativity
with adjacent base pairs may allow transmission of
conformational effects for some distances along a
DNA helix.137,138  Supercoiling, discussed in Section
C,3, also affects the helical conformation.

DNA can be stretched into yet another form or
forms.  Application of a force of 65 – 70 piconewtons
(pN) stretches B-DNA by 70%.  This “overstretched
DNA” may also be important biologically.130,139– 141a

Rotational and translational movements of
bases. In considering the conformational flexibility of
a polynucleotide it is useful to define the parameters
associated with movement of base pairs or individual
bases.  The possible movements are indicated in Fig.
5-15 and in Table 5-3.  A long axis is established for
each base pair in a structure for which X-ray data are
available.  Making use of these axes, we can move
along the helix and measure the angle of twist from
one base pair to the next.142– 145  While the mean value
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of the twist for B-DNA is 36°, values of 28 – 42° have
been observed in structures of oligonucleotides deter-
mined by X-ray analysis.  The base tilt, which is nearly
zero for B-DNA, is less variable.  Within each base pair
there is also a propeller twist around the long axis.146

It averages about 12° for B-DNA.  In addition, the
whole base pair may roll, i.e., be rotated around its
long axis by several degrees.  These motions relieve
steric interferences in the center of the helix, for example,
those that would arise between purines in adjacent
base pairs if the same helix parameters were imposed
on each base pair.142,147  A more detailed analysis reveals
the large range of motions, mostly small, which are
described in Fig. 5-15.145,148  The mathematics needed
to deal with computer-based modeling of polynucleo-
tide structures has been developed.80,149,150  Its applica-
tion showed that there is a strong correlation between
twist and roll.  Typical average values of base tilt, pro-
peller twist, and roll are given in Table 5-3 for B-, A-,
and Z-DNA.

Bends and bulges. If we overlook the ridges and
grooves on their surfaces the DNA structures shown in
Figs. 5-3 and 5-12 are straight rods.  However, real DNA
rods are crooked and may contain distinct bends.  The

Figure 5-15  (A) Drawing illustrating various rotational movements of bases in polynucleotides.  Upper two rows:  rotations of
two bases of a pair.  Lower row:  rotations involving two successive base pairs.  (B) Translational movements.  Upper two rows:
involving two bases of a pair.  Lower row:  two successive base pairs.  From Diekmann.145

B.  Double Helices
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existence of bent DNA in nature was first discovered
from study of fragments enzymatically cut from kine-
toplast DNA of tropical parasites.151,152  The bent frag-
ments moved anomolously slowly during electrophor-
esis in polyacrylamide gels of small pore size.  Evidently,
the bent shape impedes movement through the pores.
Since the initial discovery, regions of bent DNA have
been found in origins of replication152– 154  and other
specialized sites.  Bending of DNA because of local
sequence variations may also be important to the
positioning of nucleosomes (Fig. 27-3) on DNA.155

Several causes for DNA bending have been identi-
fied.124,138,142,156– 164  For example, a sharp 26° bend is
expected at the junction between B- and A-DNA
segments.158  The presence of a thymine photodimer
(Eq. 23-26) may cause a 30° bend.165  Some naturally
occurring bent DNAs contain repeated (A+T)-rich
sequences.  This suggested that the sequence (AA,TT),
containing adjacent thymine methyl groups, can be
thought of as a wedge, consisting of both roll and tilt
components.  Such a wedge repeated at intervals aver-
aging 10.5 bp along the helix might cause the helix to
bend.129,144  However, computer modeling experiments
suggest that thymine methyl groups do not distort the
DNA helix.  The bending may be a result of the greater
tendency for AT pairs to roll and to enhance the van der
Waals and electrostatic attractions between the 2'-O
of cytosine and the 2'-NH2 of guanine in the CG base
pairs of bent DNA.157,166  Bending can occur in both
(A+T)- and (G+C)-rich regions and is often induced
by binding to proteins or protein complexes that act
in replication, transcription, and recombination.167

Various errors are made during replication or
recombination of DNA.  Incorporation of an incorrect
nucleotide will cause a mismatched base pair in which
proper hydrogen bonds cannot be formed.  Most of the
mispaired bases that result from mistakes in replication
are removed by repair processes (Chapter 27).  Those
that remain can often assume alternative pairings that
distort the helix only slightly.  For example, a G-T wobble
pair fits readily into an oligodeoxyribonucleotide double
helix.  Even a bulky G-A base pair causes little pertur-
bation of the helix.168  Incorporation of an extra nucleo-
tide into one strand of the DNA will create a bulge in
the helix.169  NMR spectroscopic studies on bulged
oligonucleotides have shown that the extra base can
be stacked into the helix causing a sharp bend.170,171

However, some oligonucleotides with mismatched
bases crystallize as straight helices with the extra
nucleotide looped out.171– 173  Mismatched base pairs
tend to destabilize helices.174

Interactions with ions.  Because each linking
phospho group carries a negative charge (two charges
per base pair, Fig. 5-2) the behavior of polynucleotides
is strongly affected by cations of all kinds.  The pre-
dominant small counterions within cells are K+ and

Mg2+.  They are attracted to the negative charges on
the polynucleotide backbone and, although they remain
mobile, they tend to occupy a restricted volume.175– 177

Some may bind in well-defined locations as in Fig. 5-8.
Because of the presence of these positive ions the inter-
actions of nucleic acids with cationic groups of proteins
are strongly affected by the salt concentration.

Organic cations compete with the simple counteri-
ons K+ and Mg2+.  Among these, the polyamines are
predominant.178  Crystal structures have revealed that
spermine binds across the deep grooves of tRNA and
the major groove of B-DNA.  Spermine also binds into
the deep groove of A-DNA interacting by hydrogen
bonding with bases in GTG sequence in both strands.179

It binds tightly to CG-rich sequences in the minor groove
of Z-DNA, where it tightens the structure and shortens
the helix.110  At higher concentrations of DNA, as occur
in cell nuclei, spermidine induces the conversion of the
DNA into liquid crystalline phases.180

Heavier metal ions and metal complexes can find
sites on nitrogen atoms of the nucleic acid bases.  Exam-
ples are the platinum complex cisplatin and the DNA-
cleaving antibiotic neocarzinostatin (Box 5-B).  Can
metals interact with the π electrons of stacked DNA
bases?  A surprising result has been reported for inter-
calating complexes of ruthenium (Ru) and rhodium
(Rh).  Apparent transfer of electrons between Ru (II) and
Rh (III) over distances in excess of 4.0 nm, presumably
through the stacked bases, has been observed,181  as
has electron transfer from other ions.181a  Stacked bases
are apparently semiconductors.182

C. The Topology and Dynamics of Nucleic
Acids

1.  Rings, Catenanes, and Knots

While a DNA molecule may exist as a straight rod,
the two ends are often covalently joined.  Thus, the
chromosomes of E. coli and of other bacteria are single
closed circles.  Circular DNA molecules are also found
in mitochondria, chloroplasts, and many viruses.  Fur-
ther complexity arises from the fact that the circles of
DNA are sometimes interlocked in chainlike fashion
(catenated).  An unusual example of this phenomenon
is the presence of thousands of  small catenated DNA
circles in the single mitochondrion of a trypanosome
(Fig. 5-16).183  Sometimes circular DNA is knotted as
in Fig. 5-17.184– 186    Knots and catenanes often appear
as intermediate forms during replication and recombi-
nation, especially involving circular DNA.187,188

Methods have been devised for synthesis of even
very complex DNA knots.185,186  Let’s look briefly at
the topology of knots.  The three simple knots shown
here have a chirality beyond that of the nucleotide
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The node is negative if the crossing is like that in a left-
handed supercoil and positive if like that in a right-
handed supercoil:191,192

2.  Supercoiled DNA

Double-stranded DNA in solutions of low salt
content usually assume the B-DNA conformation with
10.4–10.5 base pairs per turn.  If the two ends are joined
the resulting covalently closed circular DNA will be
“relaxed.”  However, there are topoisomerases that act
on this form of DNA by cutting both strands, holding
the ends, and twisting the two chains (Chapter 27).

Figure 5-17 Electron micrograph of a six-noded knot made
by the Tn3 resolvase which is involved in movement of the
Tn3 transposon (Chapter 27) from one location to another
within the genome.  Putative six-noded knot DNA was
isolated by electroelution from an agarose gel.  The knots,
which are nicked in one strand, were denatured to allow the
nicked strand to slide away and leave a ssDNA knot.  This was
coated with E. coli recA protein (Fig. 27-24) to greatly thicken
the strand and to permit the sign of each node (designated in
the tracing) to be seen.  From Wasserman et al.184

C.  The Topology and Dynamics of Nucleic Acids
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units.189,190  This can be expressed by indicating the
sign of each node in the knot:

(–) Node (+) Node

Figure 5-16  (A) Electron micrograph of the network of
catenated DNA circles in the mitochondrion of the trypano-
some Crithidia fasciculata.  (B) and (C) The same network
after treatment with a topoisomerase from bacteriophage
T4 that catalyzes a decatenation to form individual covalently
closed circles (Chapter 27).  Five times as much enzyme was
added in (C) as in (B).  Two sizes of circles are present.  Most
are “minicircles”, each containing about 2300 bp but a smaller
number of larger ~ 35-kb “maxicircles” are also present.  One
of these is marked by the arrow.  From Marini, Miller, and
Englund.183
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The energy source for the process is provided by
cleavage of ATP.  DNA gyrase untwists relaxed circular
dsDNA one turn at a time and reseals the cut ends.  A
reverse gyrase from certain bacteria twists the relaxed
DNA more tightly.  In both cases the change causes the
DNA to form superhelical turns.67,193– 197  These may
be either solenoidal or plectonemically interwound
(as a twisted thread; Fig. 5-18).

The geometric and topological properties of
closed supercoiled DNA molecues may be described
by three quantities: The linking number (Lk also
called the winding number, α), the twist (Tw), and the
writhe (Wr).  If a segment of double helical DNA were
laid on a flat surface and the ends were joined to form
a relaxed circle both Lk and Tw would equal the number
of helical turns in the DNA.  The writhe Wr would be
zero.  The linking number is a topological property.  It
has an integral value which is unchanged if the DNA
molecule is distorted.  It can be changed only for DNA
with open ends.  When the ends are joined the linking
(winding) number is constant unless one or both
chains are cleaved.  However, twist and writhe are
geometric properties, which can change according to
Eq. 5-8 while the Lk remains constant.  The twist is
related to the number of helical turns while the writhe
is related to the number of superhelical turns.27,67,198– 200

Lk = Tw + Wr

However, Tw and Wr do not usually have integral values.
It is hard to define the relaxed state for a circular DNA.
For example, changing the ionic composition will alter
Tw and Wr according to equation 5-8.  Both Lk and
Tw are taken as positive for a right-handed toroidal
(solenoidal) supercoil or a left-handed interwound twist.

For relaxed B-DNA, Lk is equal to the total number
of base pairs in the circle divided by 10.5, Wr = 0, and
Tw = Lk.  Both Lk and Tw are positive in the right-handed
B- and A-DNA forms, but Tw is negative for Z-DNA.
In closed circular DNA the value of Wr is usually nega-
tive, the secondary structure being a fully formed
Watson–Crick helix but with right-handed interwound
superhelical turns or left-handed toroidal superhelical
turns.  The helix is said to be underwound (Lk < Tw).

Some of the topological properties of double-
stranded DNA can be demonstrated by twisting together
two pieces of flexible rubber tubing whose ends can
be joined with short rods to form a closed circle.196

Twist the tubing in a right-handed fashion as tightly as
possible without causing supercoiling (Lk = Tw; Wr = 0).
If the ends are now joined the circle will be relaxed.
Now twist one turn tighter before joining the ends.  A
right-handed toroidal supercoil will be formed (∆Wr = 1;
∆Lk = 1 + Tw; Tw is the same as before).  If twisting is
continued until several supercoils appear before the
ends are joined, two interconvertible forms result.  One
form has right-handed toroidal supercoils and the other
left-handed interwound supercoils as in Fig. 5-19.  If
relaxed circular DNA is unwound by one turn by cutting
and resealing one chain, a single right-handed inter-
wound supercoil will be formed (∆Wr = – 1, Lk = Tw – 1).
On the other hand, if the two chains in a closed relaxed
helix are pried apart, as happens during intercalation
(Section 3), Lk must remain constant, Tw will decrease,
and Wr will increase with appearance of left-handed
supercoiling.

Figure 5-19  Topological equivalence of toroidal (solenoi-
dal) and plectonemically interwound forms of a circular
DNA.  These two forms have a constant value of the linking
number Lk (or α), the twist Tw, and writhing number Wr.

Plectonemically
interwound

Toroidal

Figure 5-18  Two forms of supercoiling of a DNA duplex:
(A) Solenoidal.  (B) Plectonemically interwound.  These are
both negatively supercoiled, as can be deduced from the
arrows at the nodes, but the solenoid is left-handed and the
plectonemic form right-handed.  From Wasserman and
Cozzarelli.187
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During replication of DNA (Chapter 27) pairing of
some bases associated with the replication apparatus is
prevented.  Upon release of the constraint the newly
replicated DNA forms base pairs and becomes super-
coiled.

Since Lk is constant in circularly closed DNA a
change of one turn of B-DNA (Tw = 1) into a turn of
Z-DNA (Tw = – 1) will cause the writhing number Wr
to change by – 2.  Conversely, if the writhing number is
forced to change by – 2, a turn of Z-DNA may develop
somewhere in a suitable (G + C)-rich region of the DNA.

Some of the information about supercoiled DNA
can be summarized as follows:

Relaxed circular DNA Lk = Tw, Wr = 0

Underwound Lk < Tw; Wr is negative; right-
circular DNA handed interwound supercoils or

left-handed toroidal supercoils may
be present.  Alternatively Lk = Tw
and left-handed Z-DNA regions
may appear.

DNA with DNA is partially untwisted; Tw is
intercalated lowered; Wr is increased with
molecules decrease in number of negative

supercoils.  As Tw approaches Lk
the DNA becomes relaxed.

The superhelix density of a DNA molecule is often
expressed as σ = Wr/ Tw ≈ number of superhelical turns
per 10 bp.31,198,199a,199b,201  In most naturally occurring
circular DNA molecules σ is negative, a typical value
being – 0.05 (~ 5 negative superhelical turns per 1000
bp).  The presence of superhelices in circular DNA
molecules can be recognized readily by its effect upon
the sedimentation constant of the DNA.  Naturally
occurring supercoiled DNA from polyoma virus sedi-
ments rapidly but after nicking of one of the strands
of the double helix by brief exposure to a DNA-hydro-
lyzing enzyme the resulting relaxed form of the mole-
cule sediments more slowly.  Supercoiling lowers the
viscosity of solutions of DNA and increases the electro-
phoretic mobility (Fig. 5-20) and may also be recognized
by electron microscopy.

Naturally occurring or artificially prepared super-
coiled DNA molecules can often be separated by elec-
trophoresis into about ten forms, each differing from
the other by one supercoiled turn and by ∆Lk = ± 1
(Fig. 5-20).  The relative amounts of these topological
isomers form an approximately Gaussian distribution.
The isomers apparently arise as a result of thermal
fluctuations in the degree of supercoiling at the time
that the circles were enzymatically closed.202

Why is DNA in cells supercoiled?  One effect of
supercoiling is to contract the very long, slender double
helices into more compact forms.  In eukaryotic cells
much of the DNA exists in nucleosomes.  Each bead-
like nucleosome consists of a core of eight subunits of

proteins called histones around which an ~ 140 bp
length of DNA is coiled into two negative, left-handed
toroidal superhelical turns (Fig. 5-21).203,204  There is
some spacer DNA between nucleosomes.  Otherwise a
nucleosome providing two superhelical turns per 200
bp would produce a superhelix density of – 0.1, twice
that observed.  A detailed analysis of the geometric
properties of DNA wrapped around nucleosomes or
other protein particles has been developed.199–199c

Nucleosome formation is thought to protect DNA and
to keep it in a more compact state than when it is fully
active and involved in transcription.  Nucleosomes,
discussed further in Chapter 27, are also important in
the regulation of transcription.  Even though nucleo-
somes as such are absent, bacterial DNA also has a
superhelix density of – 0.05, apparently a result of inter-
action with other proteins such as the histonelike HU.205

Interaction with smaller molecules can also affect super-
coiling.206

The presence of naturally supercoiled DNA and a
variety of topoisomerases suggests that the control of
DNA supercoiling is biologically important.  In fact,

Figure 5-20  Electrophoresis of DNA from the SV40 virus
with varying numbers of superhelical turns.  Molecules of
the native DNA (lane 1) move rapidly toward the anode as a
series of bands, each differing from its neighbors by one
superhelical turn.  The average number of superhelical turns
is about 25.  Incubation with a topoisomerase from human
cells causes a stepwise removal of the superhelical turns by
a cutting and resealing of one DNA strand.  The DNA incu-
bated with this enzyme at 0°C for periods of 1, 3, 6, 10, and
30 min (lanes 2 – 6) is gradually converted to a form with an
average of zero supercoils.  For details see Keller.202,212

Electrophoresis was carried out in an 0.5% agarose – 1.9%
polyacrylamide slab gel (17 x 18 x 0.3 cm).  The bands of
DNA were visualized by staining with the fluorescent inter-
calating dye ethidium bromide.  Photograph courtesy of
Walter Keller.

C.  The Topology and Dynamics of Nucleic Acids
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topoisomerases play essential roles in both replication
of DNA and in transcription of genes.  Supercoiling
requires energy and topoisomerases that induce super-
coiling must provide energy, e.g., by cleavage of ATP.
Conversely, supercoiled DNA can be a source of ener-
gy for biological processes.  It has been estimated that
the ∆H, ∆S, and ∆G per mole for formation of a single
superhelical turn are 35.9 kJ, 68 J/ °K, and 14.6 kJ,
respectively.207  A reduction in superhelix density is
accompanied by a decrease in Gibbs energy and can
therefore be coupled to other processes that have
positive values of ∆G.  An example is conversion of
(G + C)-rich regions into the Z form of DNA, which is
favored by negative supercoiling.207,208  Supercoiling
affects binding of various proteins to DNA197,209,210 as
well as intercalation (discussed in the next section) and
formation of cruciform structures (Section D,3).

The folding of DNA into compact forms, such as
that in chromosomes, is also influenced by supercoil-
ing.  In the absence of nucleosomes supercoiled DNA
may assume the plectonemic form (Figs. 5-18, 5-19).
Segments of the resulting rods may aggregate side-
by-side in a liquid crystalline state.200,211  The relatively
high cation concentration within cells favors this trans-
formation.215–217  Polyamines such as spermidine are
especially effective in promoting aggregation of DNA,
in formation of Z-DNA,110 and possibly in facilitating
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Figure 5-21  Nucleosomes.
(A) Electron micrographs
of individual nucleosomes
reconstituted from 256-bp DNA
fragments and separated pro-
teins.  From Hamiche et al.213

Courtesy of Ariel Prunell.  (B)
Model of a nucleosome core.
The 1.75-turn (145-bp) DNA
superhelix winds around the
histone octomer which consists
of two subunits apiece of
histones H2A, H2B, H3, and
H4.  In addition, two elongated
molecules of proteins HMG-14
or HMG-17 are indicated  (see
also Chapter 27).  (C) Schematic
radial projection of the double-
helical DNA showing areas
protected from cleavage by
hydroxyl radicals (see Fig. 5-50)
by the bound proteins.  The
shaded areas are those pro-
tected by HMGs.  The zigzag
lines near the dyad axis indicate
the most prominent regions of
protection.  (B) and (C) are
from Alfonso et al.214

cooperative processes that require that two DNA
molecules interact with each other.218,219

3.  Intercalation

Flat, aromatic, hydrophobic rings are often able
to insert themselves between the base pairs of a DNA
duplex.  Such intercalation is observed for many anti-
biotics, drugs, dyes, and environmental pollutants.
Among them are proflavine, ethidium bromide, actino-
mycin (Box 28-A), hycanthone (Fig. 5-22), and dauno-
mycin (Fig. 5-23).  Hycanthone, employed in the treat-
ment of schistosomiasis, is one of the most widely used
drugs in the world.  Since intercalating agents can be
mutagenic, such drugs are not without their hazards.

Intercalation is often used to estimate the amount
of negative supercoiling of DNA molecules.  Varying
amounts of the intercalating agent are added, and the
sedimentation constant or other hydrodynamic prop-
erty of the DNA is observed.  As increasing intercala-
tion occurs, the secondary turns of DNA are unwound
(the value of Tw in Eq. 5-8 decreases).  Each intercalated
ring causes an unwinding of the helix of ~ 26°.  Since
for a closed covalent duplex the value of Lk in Eq. 5-8
is constant, the decrease in Tw caused by increased
intercalation leads to an increase in the value of Wr,

A B

C
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Figure 5-22  Structures of some substances that tend to “intercalate” into
DNA structures.  See also Fig. 5-23.
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which is usually negative for natu-
ral DNA.  When sufficient intercala-
tion has occurred to raise Wr to zero,
a minimum sedimentation rate is
observed.  Addition of further inter-
calating agent causes a positive
supercoiling.

When the “replicative form” of
DNA of the virus φX174 (Chapter
27), a small circular molecule con-
taining ~ 5000 bp, was treated with
proflavine,221 the binding of 0.06 mol
of proflavine per mole of nucleotides
reduced Wr to zero.  From this it
was estimated that σ = 0.055, corre-
sponding to – 27 superhelical turns
at 25°, pH 6.8, ionic strength ~ 0.2.
Changes in temperature, pH, and
ionic environment strongly influ-
ence supercoiling.  In general σ
becomes less negative by ~ 3.3 x 10– 4

per degree of temperature increase.222

For example, the observed value221

of σ for φX174 DNA was – 0.059 at
15°C and – 0.040 (– 20 superhelical
turns) at 75°C at an ionic strength
of ~ 0.2.

The exact ways in which inter-
calating substances can fit between
the base pairs of nucleic acids are
being revealed by X-ray diffraction
studies of complexes with nucleo-
sides, dinucleotides, and other
oligonucleotides.220,223– 225  The
structure of a complex in which
daunomycin is intercalated between
two GC base pairs in DNA is shown
as in Fig. 5-23.  Daunomycin and
other related anthracycline antibio-
tics also have an amino sugar ring
that binds into the minor groove of
the DNA, providing both electro-
static stabilization and hydrogen
bonding.  Substituents on this ali-
phatic ring also hydrogen bond to
DNA bases.226

Does intercalation of flat mole-
cules into nucleic acid chains have a
biochemical function?  Aromatic
rings of amino acid side chains in
proteins designed to interact with
nucleic acids may sometimes inter-
calate into nucleic acid helices serv-
ing a kind of “bookmark” function.227  Changes in
superhelix density caused by such intercalation may be
important in the orderly handling of DNA by enzymes
within cells.

C.  The Topology and Dynamics of Nucleic Acids

Figure 5-23  Stereoscopic drawing showing a molecule of daunomycin
(Fig. 5-22) intercalated between two base pairs in a molecule of double-helical
DNA, d(CGTACG).  Nitrogen and oxygen atoms are shown as dots.  From
Quigley et al.220  Both daunomycin and adriamycin (doxorubicin; 14-hydroxy-
daunomycin) are important but seriously toxic anticancer drugs.
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BOX 5-B  ANTITUMOR DNA DRUGS

Chemotherapy of cancer at present involves
simultaneous use of two or more drugs.  For exam-
ple, antifolates (Chapter 15) or nucleoside analogs
such as 5-fluorouridine may be used together with
a drug that binds directly to DNA and inhibits the
replication of cancer cells.  In 1963, it was discov-
ered accidentally that platinum ions released from
supposedly inert platinum electrodes inhibited the
division of E. coli cells.  This led Rosenberg and asso-
ciates to test platinum compounds against animal
cells.a Among many compounds tested cis-dichloro-
diammineplatinum(II) (cis-DDP or cisplatin) emerged
as an important anticancer drug that is especially
effective against testicular and ovarian cancers.b– d

The trans isomer, however, is inactive.

cis-DDP binds to adjacent deoxyguanosines within
one strand of ds or ssDNA.  The stacking of adjacent
bases is disrupted as the platinum binds to N-7
nitrogen atoms of the two guanine rings by replace-
ment of the two chloride ions.  The product has the
following structure,c,e  with the Pt lying in the minor
groove of dsDNA:

The two guanines are no longer stacked, but the
structure is impossible for the trans isomer.  The
cisplatin adducts appear to prevent proper DNA
repair and to induce programmed cell death
(apoptosis).f

Since the 1950s, using a different approach, the
U.S. National Cancer Institute, as well as agencies in
other countries, has sought to find natural anticancer
compounds in plants, fungi, microorganisms, and
marine invertebrates.g  Among these are many
antibiotics that intercalate into DNA helices, e.g.,

daunomycin (Figs. 5-22, 5-23), menogaril,h triostin
A,i and the antitrypanosomal drug berenil.j  Some
of these are also alkylating agents that contain double
bonds to which such groups as the 2-NH2 of guanine
may add:

Diol epoxides and cyclic imines such as mitomycin
also form adducts specifically with guanine 2-NH2
groups:l Neocarzinostatin is an antitumor protein
with a nonprotein “chromophore.”  After intercala-
tion and binding into the minor groove of bulged
DNA, it undergoes “activation” by addition of a
thiol group.  The enediyne structure undergoes
rearrangement with formation of a reactive diradical
that attacks the DNA.m  A family of related antitumor
enediynes has also been discovered.n

Pt
H3N Cl

H3N Cl

cis-DDP
(Cisplatin)

Pt
Cl NH3

H3N Cl

trans-DDP
(inactive)

O
5’ NN

N

O

N

O

NH2

H3N

H3N
O O

ON
N

N
N

3’

–O
O

P

Pt

HN

N N

N

O

H2N

N

N
H

H

O
R

Guanine
in DNA

Tomaymycin and related antibioticsk

Neocarzinostatin chromophore

Enediyne
OH

O

Ome

Me

O

O

MeHN

HO
Me

HO

O

O

O

O

O



225

BOX 5-B  (continued)

Another group of drugs occupy extended bind-
ing sites in the minor grooves of DNA double helices,
often with specificity for a particular base sequence.
Examples are the antitrypanosomal drug berenil,j

toxic Streptomyces antibiotics netropsin, distamycin,
and related synthetic compounds.o– q  Netropsin lies
within the minor groove in regions with two or
more consecutive AT pairs, displacing the spine of
hydration as shown in the following stereoscopic
drawing.  Binding depends upon both electrostatic
interactions and formation of specific hydrogen
bonds involving the amide groups of the antibiotics.
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The antibiotic bleomycin, which also binds in
the minor groove of B-DNA with some specificity
for G-C Sites, forms an iron (II) complex.  It can be

oxygenated to form an Fe(II)–O2 complex (see
Chapter 16) which cleaves the DNA chain.s,t  Syn-
thetic compounds that do the same thing have been
made by connecting an EDTA–iron, or other iron
chelate complex covalently to the DNA-binding
compound.n,u– x  A goal is to direct drugs to selected
target sites in DNA and to induce bond cleavage at
those sites in a manner analogous to that observed
with restriction endonucleases.  Most current chemo-
therapeutic agents are very toxic.  Present research
is designed to target these drugs more precisely to
specific DNA sequences and to identify target se-
quences peculiar to cancers.  See also Designed
third strands in main text.

Netropsin lying in the minor groove of B-DNA
hydrogen-bonded to bases in the central ATAT
tetranucleotide.  From Coll et al.r
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H-DNA.  Strands of DNA contain many homopy-
rimidine “tracts” consisting of repeated sequences of
pyrimidines, e.g., d(T-C)n, which may be abbreviated
more simply as (TC)n.  In this example the comple-
mentary strand would contain the two purines in the
repeated sequence (GA)n.  At low pH, where protona-
tion of the cytosine rings occurs, or in negatively super-
coiled DNA, the two strands of the repeating sequence
may separate, with the (TC)n strand folding back to
form a triple helix in which the base triplets have the
hydrogen bonding pattern of Fig. 5-7.  The resulting
structure, which is shown in Fig. 5-24, is known as 
H-DNA.239– 241  A variety of related “nodule” and
looped forms of DNA can also be formed.35,242

R-DNA.  A different type of triplex DNA may be
formed during genetic recombination.  A Watson–Crick
duplex is brought together by one or more proteins
with a single strand that is, for  at least a considerable
distance, an exact copy of one of the strands of the
duplex.  It is within such a triplex that cutting of a strand
of the duplex takes place to initiate recombination (see
Chapter 27 for a detailed discussion).  Can a triplex
structure containing two identical chains be formed?
Possible base triplets include the following C·G*G
triplet which occurs in a crystalline oligonucleotide
structure.243  This triplet contains a variation on
Hoogsteen pairing and is related to the first triplet in
Fig. 5-7.  The other triplets needed for the proposed
R-DNA recombination intermediates are G·C*C,
T·A*A, and A·T*T.  While there is keen interest in
R-DNA35,244– 247 the formation of a stable intermediate
triplex is still uncertain.35,247

4.  Polynucleotides with Three or Four Strands

Some nucleotide sequences in DNA favor the
formation of a regular triple-helical (triplex) structure.
This is possible when there are long stretches of adjacent
pyrimidines having any sequence of C and T in one
strand of double-helical DNA.  The other strand of the
DNA will contain the correct purines for formation of
Watson–Crick base pairs.  With such a structure it is
always possible to add a third strand of a polypyrimi-
dine using Hoogsteen base pairing.  Triads formed in
this way contain either two T’s and one A or two C’s
and one G, as is shown in Fig. 5-7.  In the latter case one
of the C’s must be protonated to allow formation of the
pair of hydrogen bonds.227a  These triplex structures can
be formed only for stretches of DNA containing all
pyrimidines in one strand (a homopyrimidine strand)
and all purines in the other (a homopurine strand).  A
poly (AAU) triplex can also be formed, using the hydro-
gen bond pattern of the first triplet in Fig. 5-7.  Triple-
stranded synthetic polynucleotides of these types were
prepared by Felsenfeld and others as early as 1957.228–230

The third strand in a triplex can be either parallel or
antiparallel to the homopurine strand.  The third strand
is either homopurine or a mixture of purine and thym-
ine.  The triplets are G·C*C, A*A·T, or T*A·T and are
formed by Watson–Crick (·) and reversed Hoogsteen (*)
pairing.231  Recently, there has been a renewed interest in
DNA triplets because of their occurrence in natural
DNA, their possible importance in genetic recombina-
tion, and the potential for design of powerful inhibitors
of replication and transcription that function via triplex
formation.35,232– 238
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Designed third strands.  If triplex DNA segments
can form naturally it should be possible to design oli-
gonucleotides that will bind into the major groove of a
DNA duplex to form a triplex at a specific location or
locations in the genome.  Dervan and associates are
studying this approach systematically.248– 250  Such
oligonucleotides may be modified chemically to pro-
vide stronger binding to targeted locations and may
prove to be useful therapeutic agents.  Among these

C.  The Topology and Dynamics of Nucleic Acids

are synthetic phosphoramidates in which the phos-
phodiester linkage between nucleosides is replaced
by 3'-NH – PO3

–– O-5'.  The resulting oligonucleotide is
resistant to digestion by phosphodiesterases present in
cells.  Its geometry favors binding to A-DNA or
RNA.251  Another oligonucleotide mimic, dubbed PNA
(peptide nucleic acid), contains monomer units of the
following type252–253b and is able to form a triple helix:

Yet another approach is to synthesize a “hairpin poly-
amide” that contains pyrrole, hydroxypyrrole, and
imidazole groups in a sequence that favors tight bind-
ing to a specific dsDNA sequence.254  Some possible
geometries for triplex DNA are illustrated in Fig. 5-25.
These are based on computer-assisted modeling.238

Tetraplex (quadruplex) structures.  The ends
of linear chromosomes, the telomeres, have unusual
nucleotide sequences repeated hundreds or thousands
of times.255 – 258  There is usually a guanine-rich strand
running 5' to 3' toward the end of the chromosome and
consisting of sequences such as TTAGGG in vertebrates,
TTTTGGGG in the ciliate Oxytricha, and TG1– 3 in Sac-
charomyces cerevisiae.  The complementary strand is
cytosine rich.  The guanine-rich strand is longer than
its complement, “overhanging” by about 2 repeat units.
The significance for the replication of chromosomes is
discussed in Chapter 27.

The thing that has attracted most attention to
telomeric DNA is the unusual structure of the G-rich
strand that was signaled by the first NMR studies.259

Subsequent investigation260,261 revealed the presence
of G quartets (Fig. 5-8) which are apparently stacked
in folding patterns such as the following:255,262– 268

These structures are stabilized by the presence of
univalent cations, K+ being more effective than Na+,
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Li+, Rb+, or Cs+.260,269– 271  A protein isolated from Tetra-
hymena binds specifically to the G4-DNA regions.272

The presence of 5-methylcytosine (m5c) also stabilizes
quadruplex structures.273  The oligoribonucleotide UG4U
forms G4 quartets so stable that it takes days at 40°C in
D2O for the hydrogen-bonded NH protons forming the
quartet to be exchanged for 2H.274

Tetraplex structures have also been observed for
G-rich repeating sequences associated with the human
fragile X syndrome.275,276  This is the most common
cause of inherited mental retardation and appears to
arise as a result of the presence of an excessive number
of repeats of the trinucleotide sequence (CGG)n. For
normal persons n = 60 or less; for healthy carriers n
may be as high as 200 but for sick individuals it may
be much higher.275  The structure in solution, as deter-
mined by NMR spectroscopy, is shown in Fig. 5-26.
Another variant of four-stranded DNA, which arises
from cytosine-rich DNA, contains C·CH+ pairs such
as the following at low pH.277– 279

In sequences such as d(TC5) and d(C3T)
these C·CH+ pairs are intercalated as is shown
in Fig. 5-27.  This intercalated DNA (I-DNA)
may provide an alternative conformation for
some telomeric sequences.281,282  An I-DNA
motif has also been identified in oligonucle-
otides from the DNA of human centromeres.283

The seemingly unusual forms of DNA de-
scribed in this section may represent only a
fraction of the naturally occurring DNA struc-
tures of biological significance.

5.  Junctions

Special structural features may be found at
junctions between different types of DNA, e.g.,
between A-DNA and B-DNA.284– 286  However,
the most interesting junctions are branched.287–290

For example, Fig. 5-28 shows a four-way junc-
tion in which all of the bases form Watson–
Crick pairs.  This junction is better known as a
Holliday junction because it was proposed by
Holliday in 1964 as an intermediate in genetic
recombination.291  As shown at the top of Fig.
5-28A the junction is formed from two homolo-

gous DNA duplexes.  These are identical except for the
boxed and shaded base pairs.  The ends of the first
duplex are marked I and II and those of the second
III and IV.  The Holliday junction appears to arise by
cleavage of one strand of each duplex with rejoining of
the strands as indicated by the green arrows.  Rotation
gives the untwisted Holliday junction structure

Figure 5-25  Two superposed stereoscopic diagrams illustrating
the lowest energy triple helical conformations of one pyrimidine,
one purine, and one Hoogsteen DNA strand (in black). Super-
posed is an RNA purine strand in gray.  See Srinivasan and
Olson.238  Courtesy of Wilma K. Olson.

Figure 5-26  Structure of a G·C∗G·C∗ tetrad present in a
quadruplex structure formed by the oligonucleotide d(GCG-
CTTTGCGC) in Na+-containing solution.  See Kettani et al.276
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shown.  The postulated three-dimen-
sional structure of the junction is
indicated in Fig. 5-28B.292– 294

An important characteristic of
Holliday junctions formed from
homologous duplexes is that they
can move by a process called branch
migration.295  Because of the twofold
symmetry of the branched structure
the hydrogen bonds of one base pair
can be broken while those of a new
base pair are formed, the branch
moving as shown in Fig. 5-28.  Notice
that, in this example, the nonhomo-
logous (boxed) base pairs TA and
GC have become mispaired as TG
and AC after branch migration.  More
significantly, the junction may be cut
by a resolvase at the points marked

C.  The Topology and Dynamics of Nucleic Acids

Figure 5-28  (A) Abbreviated reaction sequence
for formation of a four-way Holliday junction
between two homologous DNA duplexes.  In
step a strands are cut and rejoined with movement
of the strands to a roughly antiparallel orientation.
The resulting structure is thought to resemble that
shown below the four-stranded representation.
In step b branch migration takes place, separating
the nonhomologous base pairs TA and CG and
causing mismatched pairs which will be subject
to repair.  (B)  Proposed three-dimensional
structure (after drawing by Bennett and West).292
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by the green double-headed arrow.  If the strand break
is then resealed, and the DNA strands are replicated,
the boxed base pair in duplex I–II will have been
transferred into a strand replicated from III–IV and
genetic recombination will have been accomplished.
Branch migration can occur over much longer distances
than are indicated in this figure, so the alteration trans-
ferred may be far from the site of the initial cleavage
and whole genes or groups of genes can be transferred.
Recombination is considered in more detail in Chapter
27.

The Holliday junctions formed during recombina-
tion are mobile, but synthetic immobile Holliday
junctions can be synthesized by using nonhomolo-
gous base sequences or by locking the junctions.288

This has permitted careful physical study of these and
other more elaborate synthetic junctions.  With suitable
choices of base sequences for the oligonucleotides from
which they are made, such junctions will assemble
spontaneously.  Double-stranded DNA with immobile
junctions is a very suitable construction material on
a “nanochemical” scale.  It  has been assembled into
knots, rings, cubes, and more complex polyhedra.296– 297b

D.  Ribonucleic Acids (RNA)

The best known forms of RNA are:  (1) the long
chains of messenger RNA (mRNA), which carry genetic
messages copied from DNA to the ribosomes where
proteins are made;  (2) the much shorter transfer RNAs
(tRNAs) which participate in reading the genetic code,
correctly placing each amino acid in its sequence in
the proteins;  and (3) ribosomal RNAs (rRNA), which
provide both structural material and a catalytic center
for peptide bond formation.  In addition there are
numerous small RNAs that function in the splicing and
editing298 – 300 of mRNA, processing of tRNA precursors,
methylation of ribosomal RNA,301 transfer of proteins
across membranes, and replication of DNA.302  The
genomes of many viruses consist of RNA.  There are
doubtless additional as yet undiscovered types of RNA.

Unlike DNA, which exists largely as double helices,
the single chains of RNA can fold into complex forms
containing many bulges and loops of the sort depicted
in Fig. 5-9.300,303,304  These loops are closed by double-
stranded stems which have the A conformation.  The
B conformation is impossible because of the presence
of the 2'-hydroxyl groups on the ribose rings in RNA.
Even one ribonucleotide in a 10-nucleotide oligomer
prevents formation of the B structure.55,83  The 2'-OH
groups not only keep the RNA in the A form but also
engage in hydrogen-bond formation.  Hydrogen
bonds may form between the 2'-OH and the oxygen
atom in the next ribose ring in the 3' → 5' direction.
The – OH groups also hydrogen bond to water molecules
which form a network within the minor groove.305,306

These bound water molecules, in turn, can bond to
associated protein and to other atoms of the complex
loops found in RNA molecules.  The 2'-OH groups
also act as ligands for divalent metal ions in some
tRNAs and in some RNA catalytic sites.  Transient
hybrid DNA–RNA double helices also exist within
cells and they too usually have the overall shape of
A-DNA.55,307– 309  However, the minor groove is inter-
mediate in width between that expected for the A and
B forms.

1.  RNA Loops and Turns

Like polypeptides, polynucleotide chains have
preferred ways of bending or turning.  The loops at the
ends of the hairpin turns of RNA molecules sometimes
consist of a trinucleotide such as UUU,304 but are usually
larger.  In tRNA there are typically seven bases that do
not participate in regular Watson–Crick pairing (see Figs.
5-30, 5-31).  The tetranucleotide UUCG is frequently
present, and the sequence 5'-GGACUUCGGUCC forms
an unusually stable hairpin.85,310  Other tetranucleotides,
such as UGAA,311 CCCG (also found in DNA loops),312

GCAA,313 and GAAA,314 occur often.  The latter are
members of a larger group of loop structures with the
consensus sequence GNRA, where N is any nucleotide
and R is a purine.315,315a  These sequences are very
common in highly folded structures of ribosomal
RNAs.  Until recently high-resolution X-ray structures
were available for only a few tRNAs and ribozymes.
To help remedy this deficiency the structures of a
great variety of oligonucleotide stem/loop (hairpin)
structures are being determined, most by NMR spectro-
scopy.304,316,317  The sharp turns in the loops involve
mostly rotation about the two torsion angles around
the phosphorus atom of the third, from the 5' end, of
the seven nucleotides.  Base bulges on stems (Fig. 5-9)
not only introduce kinks and bends in RNA stems169

but also provide well-defined hydrogen-bonded bind-
ing sites for proteins.  Numerous branched three-way
and more complex junctions provide other important
motifs in folded RNA.318

Among the new RNA structures are those of
RNA–antisense RNA pairs in “kissing” hairpin com-
plexes.87,319  Another interesting complex folding pattern
in RNA is the pseudoknot, a structural feature that
has been identified in many RNA sequences.85,320– 327

A pseudoknot can be formed if nucleotide sequences
favorable to formation of two short RNA stems are
overlapped as  shown in Fig. 5-29.  After stem 2 in this
drawing is formed (step a) additional base pairing can
lead to formation of stem 1 (step b).  The base pairs of
the two stems can stack coaxially to form the pseudo-
knot (step c).

For the formation of base-paired stems the RNA
must contain antiparallel sequences that allow Watson
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–Crick or wobble (GU) base pairing in the stems.  This
requires certain relationships in the sequences of the
DNA in the genes that encode these molecules as
discussed in Section E,3.  Because of the base-pairing
requirements, some of the bases in the stems protrude
as bulges and fail to form pairs.  Often, it is possible to
find more than one reasonable structure, each having
some bases unpaired.328

2.  Transfer RNAs

In all tRNAs the bases can be paired to form “clover-
leaf” structures with three hairpin loops and sometimes
a fourth as is indicated in Fig. 5-30.329 – 331  This struc-
ture can be folded into the L-shape shown in Fig. 5-31.
The structure of a phenylalanine-carrying tRNA of yeast,
the first tRNA whose structure was determined to atomic
resolution by X-ray diffraction, is shown.170,332– 334  An
aspartic acid-specific tRNA from yeast,335 and an E. coli
chain-initiating tRNA, which places N-formyl-
methionine into the N-terminal position of proteins,336,337

have similar structures.  These molecules are irregular
bodies as complex in conformation as globular pro-
teins.  Numerous NMR studies show that the basic

structure is conserved in all tRNAs.  However, animal
mitochondrial tRNAs often lack some of the usual
stem-loop “arms” as well as the invariant nucleotides in
the dihydrouridine and TψC loops (Fig. 5-30).307,338,339

At the bottom of the structure as shown in Figs. 5-30
and 5-31 is the anticodon, a triplet of bases having
the correct structures to permit pairing with the three
bases of the codon specifying a particular amino acid
(see Table 5-5), in this case phenylalanine.

While tRNAs consist largely of loops and stems
containing Watson–Crick base pairs, they also contain
Hoogsteen pairs, wobble pairs, and triplets such as the
following.
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The first of these contains a Watson–Crick A·U
pair with a second A bound to form a reversed
Hoogsteen A∗A pair.  The second contains a G·C
Watson–Crick pair with a Hoogsteen N-7-guanine∗G
(m7G∗G) pair.  Among the complex base associations
present in tRNAs are some that also involve hydrogen
bonding to the 2'-hydroxyl groups of ribose rings and
to at least one of the phosphate groups.  There are over
100 internal hydrogen bonds, a large proportion of
which are relatively invariant among the known tRNAs.

3.  Properties and Structures of Some Other
RNA Molecules

A few specialized RNA molecules are listed in
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Table 5-4.  There are many others.302  In addition, there
are thousands of different mRNAs within a cell.  The
most abundant RNA molecules in cells are those of the
ribosomes.  Ribosomes consist of two elaborate RNA-
protein subunits, a large subunit with sedimentation
constant ~ 30S in bacteria and ~ 40S in eukaryotes.
The small subunit contains 16S or 18S RNA and the
large subunit 23S or 28S as well as smaller 5S and
5.8S RNAs (Table 5-4; Table 28-1).  A proposed three-
dimensional structure341,342 of a bacterial 16S ribosomal
RNA and the corresponding ribosomal subunit with
its 21 proteins are shown in Fig. 5-32.  It might seem
impossible that the folding pattern of the RNA was
deduced correctly before an X-ray structure was avail-
able.  However, a phylogenetic approach, the com-
parison of nucleotide sequences among several
species, suggested that the stem structures of rRNAs
are highly conserved (see discussion in Chapter 29).
This fact, together with a variety of other chemical

Figure 5-30 Schematic cloverleaf structure of a phenylala-
nine-specific transfer RNA (tRNAPhe) of yeast.  The dots
represent pairs or triplets of hydrogen bonds.  Nucleosides
common to almost all tRNA molecules are circled.  Other
features common to most tRNA molecules are also marked.
The manner in which the anticodon may be matched to a
codon of mRNA is indicated at the bottom.
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Transfer RNAs (Figs. 5-30, 5-31) 60 – 85

Ribosomal RNAs

5S ~ 120

5.8S (rat) 158

16S (E. coli; Fig. 5-32) 1542

18S (rat) 1874

23S (E. coli) 2904

28S (rat) 4718

Telomerase guide RNAa-d 159 (Tetrahymena)

M1 RNA of Ribonuclease Pe,f 350 – 410

377 (E. coli)

Tetrahymena Intron ribozyme (Fig. 12-26)g 413

Viroid hammerhead ribozyme (Fig. 12-27)h ~ 55

Signal recognition particle 7S RNAi 295 (human)

Small nuclear RNAsj,k 65 – 1200

RNA-editing guide RNAl ~ 60

Thermotolerance factor (G8 RNA)m ~ 300

Viroid RNA (Fig. 28-19) 240 – 380

Virus MS2 genome (Chapter 29) 3569

TABLE 5-4
Some Specialized RNA Molecules

Kind of RNA Number of nucleotides

a Greider, C. W., and Blackburn, E. H. (1989) Nature (London) 337,
331– 337

b Bhattacharyya, A., and Blackburn, E. H. (1994) EMBO J. 13, 5721 –
5731

c Singer, M. S., and Gottschling, D. E. (1994) Science 266, 404– 409
d Feng, J., Funk, W. D., Wang, S.-S., Weinrich, S. L., Avilion, A. A.,

Chiu, C.-P., Adams, R. R., Chang, E., Allsopp, R. C., Yu, J., Le, S.,
West, M. D., Harley, C. B., Andrews, W. H., Greider, C. W., and
Villeponteau, B. (1995) Science 269, 1236 –1241

e Stark, B. C., Kole, R., Bowman, E. J., and Altman, S. (1978) Proc.
Natl. Acad. Sci. U.S.A. 75, 3717 – 3721

f Mattsson, J. G., Svärd, S. G., and Kirsebom, L. A. (1994) J. Mol. Biol.
241, 1– 6

g Cech, T. R. (1987) Science 236, 1532–1539
h Hertel, K. J., Herschlag, D., and Uhlenbeck, O. C. (1994) Biochemis-

try 33, 3374 – 3385
i Li, W.-Y., Reddy, R., Henning, D., Epstein, P., and Busch, H. (1982)

J. Biol. Chem. 257, 5136 – 5142
j Maxwell, E. S., and Fournier, M. J. (1995) Ann. Rev. Biochem. 35,

897– 934
k Nicoloso, M., Qu, L.-H., Michot, B., and Bachellerie, J.-P. (1996)

J. Mol. Biol. 260, 178– 195
l Kable, M. L., Seiwert, S. D., Heidmann, S., and Stuart, K. (1996)

Science 273, 1189 –1195
m Fung, P. A., Gaertig, J., Gorovsky, M. A., and Hallberg, R. L. (1995)

Science 268, 1036 –1039
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Figure 5-31 The three-dimensional structure of a phenylalanine-specific transfer RNA of yeast.  (A) Perspective diagram
of folding of polynucleotide chain.  The ribose phosphate backbone is drawn as a continuous cylinder with bars to indicate
hydrogen-bonded base pairs.  The positions of single bases are indicated by rods which are intentionally shortened.  The TψC
arm is heavily stippled, and the anticodon arm is marked by vertical lines.  Tertiary structure interactions are illustrated by
black rods.  Redrawn from Quigley and Rich.340  (B) Stereoscopic view of the structure of yeast tRNAPhe as revealed by X-ray
crystallography.  The acceptor stem with the protruding ACCA sequence at the 3' end is to the right.  The anticodon GAA is
at the bottom right side of the drawing.  The guanine ring is clearly visible at the very bottom.  The middle adenine of the
anticodon is seen exactly edge-on as is the “hypermodified” base Y (see Fig. 5-33) which lies just above the anticodon.  Its side
chain is visible at the back of the drawing.  Preceding the anticodon on the left (5' side) are two unpaired bases (C and U).
The 2'-hydroxyl groups of the cytosine and of the guanosine in the anticodon are methylated.  Moving far up the anticodon
stem one can see two groups of base triplets which utilize both Watson–Crick and Hoogsteen types of base pairing.  Drawing
courtesy of Alexander Rich.

A B

D.  Ribonucleic Acids (RNA)

Figure 5-32  (A) A three-dimensional computer graphics model proposed by Brimacombe et al.341 for the single chain of E. coli
16S ribosomal RNA.  The helices are depicted as cylinders, which are all connected.  The small dark squares denote the posi-
tions of artificially formed RNA–protein crosslinks, marked with the appropriate protein number.  For proteins exhibiting
more than one crosslink site (e.g., S17), the sites are denoted A or B, in each case A being the site nearer to the 5' terminus of the
16S RNA.  (B)  Stereoscopic view of tentative atomic model of 16S RNA in the 30S ribosomal subunit.  The viewing direction is
different from that in (A).  From Mueller and Brimacombe.342  Courtesy of Richard Brimacombe.

BA
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evidence,341,343,344 allowed the prediction of the struc-
ture shown as well as many characteristics of the
rRNA of the large subunit.345  Culminating decades
of effort346– 350 (Chapter 29), complete structures of
bacterial ribosomes were established by 2000342,351– 354

and the peptidyl transferase center was identified as a
ribozyme355– 357 (discussed in Chapter 12).

4.  Modified Nucleotides

The picture of DNA or RNA as chains of only four
kinds of nucleotides is not quite accurate.  DNA contains

a significant number of methylated bases among which
are 5-methylcytosine (5mC or m5C) and 6-methyl-
adenine (6mA).  The former is regularly present in the
nuclear DNA of higher animals and plants.  In mam-
mals from two to seven percent of the cytosine is
methylated.  It is likely that these methylated bases
mark special points in the genetic blueprint.  As is
discussed in Chapter 27, methylation, which is accom-
plished after the synthesis of the polynucleotide, may
block the expression of certain genes.358  This appears to
happen when one of the two X-chromosomes becomes
inactivated in cells of females.  Methylation may also
be used to imprint certain genes, i.e. to mark them as
coming from a specific one of the two parents.359

Another function of methylation is to protect
DNA from attack by enzymes (restriction endonu-
cleases) formed in response to invading viruses
(Chapter 26).  Some viruses, notably the bacteriophage
of the T-even series that attack E. coli (Box 7-C), have
developed their own protective devices.  They contain
5-hydroxymethylcytosine (HOMeC) in place of cyto-
sine.  The extra hydroxyl groups provided in this
fashion often carry one or two glucose units in glyco-
sidic linkage.360  A bacteriophage attacking Bacillus
subtilis substitutes hydroxymethyluracil for uracil and
5-dihydroxypentyluracil for thymine, and phage W14
of Pseudomonas acidovorans substitutes the 5-methyl of
thymine with – CH2– NH – (CH2)4 – NH3

+.360,361

The modifications carried out on RNA molecules
are more varied and more extensive than those of DNA.
Sixty or more modification reactions are known for
tRNA, with the number and the extent of modification
depending upon the species.  Structures of some of the
modified bases are indicated in Fig. 5-33.  Uridine can
be methylated either on the base or on the 2'-hydroxyl
of the sugar.  Methylation at the 5 position of uridine
yields ribothymidine.  Cytidine can be modified in the
same positions.  Reduction of the 5,6 double bond of
uridine gives dihydrouridine (hU).  Replacement of
the oxygen at position 4 by sulfur gives 4-thiouridine
(4sU).  Positions in the guanosine structure that can be
methylated are also indicated in Fig. 5-33.  The symbol
m is commonly used to designate methylation in
nucleic acid bases; m2 indicates dimethylation, e.g.,
6,6-dimethyladenine is abbreviated m2

6A.
A remarkable transformation is that of uridine into
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Figure 5-33  Structures of some nucleosides containing
modified bases and found in tRNA molecules.  Positions
where methylation may occur are designated m.  Some other
abbreviations are e (ethyl), ac (acetyl), and f (formyl).25
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BOX 5-C  THE RNA WORLD

The discovery in the 1980s that RNA molecules
often have catalytic properties and may serve as
true enzymes (ribozymes; Chapter 12) stimulated
new thinking about evolution.  Although RNA
catalysts are not as fast as the best enzymes they are
able to catalyze a wide variety of different reactions.
Could it be that in the early evolution of organisms
RNA provided both the genetic material and cata-
lysts?  The “RNA world” would have been indepen-
dent of both DNA and protein.a,b  Later DNA could
have been developed as a more stable coding mole-
cule and proteins could have evolved as more effi-
cient catalysts.  Plausible reactions by which both
cytosine and uracil could have arisen in drying
ponds on early Earth have been demonstrated.c

A major objection to the RNA world is the lack
of stability of ribose and the inability to demonstrate
the nonenzymatic synthesis of ribose in significant
amounts.  Even if ribose were present, it would be
largely in the pyranose ring forms.  Initial formation
of the 5-phosphate would be required to allow
formation of a nucleotide with a furanose ring.
These and other obstacles to the RNA world have
led to the suggestion that some other genetic material
preceded RNA and DNA.d,e  One possibility is a
peptide-like RNA analog.e  A simple coding system
could also have been used, e.g. one based on only
two bases, such as C and G, instead of four.f,g

Perhaps it is more probable that formation of
proteins and the present coding system evolved

simultaneously?  The major metabolic cycles
(Chapter 10) could also have developed at the same
time.  RNAs could not have been the first catalysts.
Hydrogen ions, hydroxyl ions, ammonium, cyanide,
and other simple ions as well as amines and peptides
could all have played a role in prebiotic chemistry.
Another speculation suggests an “iron-sulfur world”
in which organic materials would be formed on
mineral surfaces through reactions involving
reduction of bicarbonate by iron sulfide and H2S.h

If the RNA world did exist, has it left us with
any real clues?  Benner et al. suggest that modern
metabolism is a palimpsest of the RNA world, a
parchment that has been inscribed two or more
times, with previous texts imperfectly erased and
therefore still partially legible.i   If so, can we find a
way to read the text of the ancient RNAs?

a Gesteland, R. F., Cech, T. R., and Atkins, J. F., eds. (1999) The
RNA World, 2nd ed. Cold Spring Harbor Lab. Press, Cold
Spring Harbor, New York

b Orgel, L. E. (1994) Sci. Am. 271 (Oct), 77 –  83
c Robertson, M. P., and Miller, S. L. (1995) Nature (London) 375,

772 – 774
d Larralde, R., Robertson, M. P., and Miller, S. L. (1995) Proc. Natl.

Acad. Sci. U.S.A. 92, 8158 – 8160
e Böhler, C., Nielsen, P. E., and Orgel, L. E. (1995) Nature (London)

376, 578 –  581
f Sievers, D., and von Kiedrowski, G. (1994) Nature (London) 369,

221 – 224
g Piccirilli, J. A. (1995) Nature (London) 376, 548 –  549
h Maden, E. H. (1995) Trends Biochem. Sci. 20, 337 –  341
i Benner, S. A., Ellington, A. D., and Tauer, A. (1989) Proc. Natl.

Acad. Sci. U.S.A. 86, 7054 –  7058

Pseudouridine is formed by enzymatic rearrangement
of uridine in the original transcript (Eq. 28-3).  It can
form a base pair with adenine in the same manner as
does uracil.  Pseudouridine is found not only in tRNA
but also in several places in both large and small ribo-
somal RNA subunits.  For example, it is present at
position 516 in the E. coli 16S RNA,364 at a specific
position in the 23S RNA, and at many more locations
in eukaryotic rRNA.

The bases called “Y” and “Q” are highly modified
guanines (Fig. 5-33).  Q is found at the 5' end of some
anticodons in the “wobble position” (see Fig. 5-30).
Two hypermodified adenosines are also shown in Fig.
5-33.  The N6-isopentenyladenosine is found at the 3'
end of the anticodons that pair with codons starting
with U.  This compound is also a plant hormone, a
cytokinin (Chapter 30).  Another highly modified
purine, threonylcarbamoyladenine, occurs adjacent
to the end of anticodons pairing with codons starting
with A.  The function of these hypermodified bases is
uncertain, but they appear to promote proper binding

to ribosomes.  The modifications are often not abso-
lutely essential for function.

Another source of modified bases in both DNA
and RNA is spontaneous or “accidental” alteration.
Nucleic acids encounter many highly reactive and
mutagenic materials including hydroxyl radicals, formed
from O2, and are able to convert guanine rings into
7,8-dihydro-8-oxoguanine.362  Other reactive and carci-
nogenic compounds can form adducts with nucleic
acid bases.363  See Eq. 5-18 and also Chapter 27.

5.  RNA Aptamers

Ellington and Szostak365 synthesized a random
“pool” of ~1015 different oligodeoxyribonucleotides,
each ~100 nucleotides in length.  They “amplified”
these using the polymerase chain reaction (PCR; Sec-
tion H,6) and prepared a mixture of the corresponding
RNAs by in vitro transcription.  From the ~1013  differ-
ent sequences still present they selected individual
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oligonucleotides by affinity chromatography on col-
umns that contained well-defined immobilized ligands
such as organic dyes.  They called the selected RNAs
aptamers.  Their approach is being used to find RNA
sequences that bind to such ligands as ATP, FMN,366

the bronchodilator theophylline,367 aminoglycoside
antibiotics,368 arginine,369 etc.370  Many of the selected
aptamers bind their ligands very tightly and studying
them may shed light on interactions of RNA with
proteins and on the catalytic activities of RNA, which
are discussed in Chapter 12.

E.  The Genetic Code

The general nature of the genetic code was sug-
gested by the structure of DNA.  Both DNA and pro-
teins are linear polymers.  Thus, it was logical to suppose
that the sequence of the bases in DNA codes for the
sequence of amino acids.  There are only four bases in
DNA but 20 different amino acids in proteins at the
time of their synthesis.  It is obvious that each amino
acid must be specified by some combination of more
than one base.  While 16 pairs of bases are possible,
this is still too few to specify 20 different amino acids.
Therefore, it appeared that at least a triplet group of
three nucleotides would be required to code for one
amino acid.371  Sixty-four (43) such triplet codons
exist, as is indicated in Tables 5-5 and 5-6.

Simplicity argues that the genetic blueprint speci-
fying amino acid sequences in proteins should consist
of consecutive, nonoverlapping triplets.  This assump-
tion turned out to be correct, as is illustrated by the
DNA sequence for a gene shown in Fig. 5-5.  In addi-
tion to the codons that determine the sequence of
amino acids in the protein, there are stop codons that
tell the ribosomal machinery when to terminate the
polypeptide chain.  One methionine codon serves as
an initiation codon that marks the beginning of a
polypeptide sequence.  One of the valine codons
sometimes functions in the same way.

How does a cell read the code?  This question is
dealt with in detail in Chapters 28 and 29.  A key step
is the positioning of each amino acid on the ribosome
in proper sequence.  This is accomplished by the pair-
ing of codons of messenger RNA with the anticodons
of the appropriate transfer RNA molecules as is indi-
cated at the bottom of Fig. 5-30.  Each tRNA carries the
appropriate “activated” amino acid at its 3' end ready
to be inserted into the growing peptide.

1.  The “Reading Frames”

It is immediately obvious that there are three ways
of reading the genetic code in mRNA depending upon
which nucleotide is used to start each codon.  For

example, in the following mRNA sequence either
codons GCA, CAG, or AGC could be selected as first.

These codons define the three reading frames or phases
in which the code may be read.  Here, the term frame

Alanine GCX 4

Arginine CGX, AGA, AGG 6

Asparagine AAU, AAC 2

Aspartic acid GAU, GAC 2

Cysteine UGU, UGC 2

Glutamic acid GAA, GAG 2

Glutamine CAA, CAG 2

Glycine GGX 4

Histidine CAU, CAG 2

Isoleucine AAU, AUC, AUA 3

Leucine UUA, UUG, CUX 6

Lysine AAA, AUG 2

Methionine

(also initiation codon) AUG 1

Phenylalanine UUU, UUC 2

Proline CCX 4

Serine UCX, AGU, AGC 6

Threonine ACX 4

Tryptophan UGG 1

Tyrosine UAU, UAC 2

Valine

(GUG is sometimes

an initiation codon) GUX 4

Termination UAA (ochre)

UAG (amber)

UGA 3

Total 64

TABLE 5-5
The Genetic Codea

Amino acid Codons
Total number

of codons

a The codons for each amino acid are given in terms of the sequence
of bases in messenger RNA.  From left to right, the sequence is
from the 5' end to the 3' end.  The symbol X stands for any one of
the four RNA bases.  Thus, each codon symbol containing X
represents a group of four codons.

5’ G C A UG C G A U G G U C A C G A U U A A U 3’

1

2

3
Ser Val

Met Val Thr Ile Asn

Arg Stop.SerTrp
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U(T) Phe Ser Tyr Cys U(T)
Phe Ser Tyr Cys C
Leu Ser Termc Termd A
Leu Ser Term Trp G

C Leu Pro His Arg U(T)
Leu Pro His Arg C
Leua Pro Gln Arg A
Leu Pro Gln Arg G

A Ile Thr Asn Ser U(T)
Ile Thr Asn Ser C
Ile Thr Lys Arg A
Metb Thr Lys Arg G

G Val Ala Asp Gly U(T)
Val Ala Asp Gly C
Val Ala Glu Gly A
Valb Ala Glu Gly G

TABLE 5-6
The Sixty-Four Codons of the Genetic Code

Middle base

a The codon CUA (CTA) encodes threonine and the codon AUA
(ATA) methionine in mammalian mitochondria.

b Initiation codons.  The methionine codon AUG is the most com-
mon starting point for translation of a genetic message but GUG
can also serve.  In such cases it codes for methionine rather than
valine.

c The “termination codon” UAA (TAA) encodes glutamine in
Tetrahymena.

d The termination codon UGA (TGA) encodes tryptophan in
mitochondria and selenocysteine in some contexts in nuclear genes.

5’–OH
Terminal

base

3’–OH
Terminal

baseU(T) C A G

does not designate a single codon, although frame
does designate a single exposure in a motion picture
film. Reading frame designates which of the three
possible sets of codons we are using.  In the foregoing
sequence the codons in reading frames 2 and 3 are
labeled.  Reading frame 2 contains the initiation codon
AUG (shaded) which could mark the beginning of an
encoded protein sequence.  Reading frame 3 contains a
termination (stop) codon which, when the mRNA tran-
script is read by ribosomes, will terminate polypeptide
synthesis.  It may be in the position shown but not
have any real function.  However, it could represent
the end of the coding sequence that is marked if genes
for the two proteins overlap a little at the ends, a situa-
tion that actually occurs in nature.

A reading frame in a specified part of a DNA
sequence is said to be “open” if there is an initiation
codon preceded by suitable regulatory signals (an
operator region).  This means that it could encode a
protein.  The reading frame of a sequence is open until
the next termination codon.  Recently another usage
has appeared.  Many writers refer to an open reading
frame as a segment of DNA in which any one of the

three reading frames is open.  Another complexity in
the reading of genetic messages arises because splicing
of RNA may sometimes cause a shift in the reading
frame.  For example, a mRNA being transcribed from
the sequence in reading frame 2 in the foregoing exam-
ple may skip over a nucleotide part of the time to form
an RNA in which the first part is encoded by reading
frame 2 and the second by reading frame 3 (a + 1 frame-
shift).  Alternatively, a nucleotide could be read twice
with a – 1 frameshift with the sequence of reading
frame 1 for the latter part of the mRNA.  Frameshifts
can also occur during protein synthesis as the mRNA
is being read.

In the present example we have examined the
sequence in mRNA.  In the DNA there are two strands.
One is the coding strand (also called the nontranscrib-
ing or nontranscribed strand), which has a sequence
that corresponds to that in the mRNA and the one that
is given in Fig. 5-4.  The second antiparallel and com-
plementary strand can be called the template strand
or the noncoding, transcribing, or transcribed strand.372

The mRNA that is formed is sometimes referred to as a
sense strand.  The complementary mRNA, which
corresponds in sequence to the noncoding strand of
DNA, is usually called antisense RNA.

2.  Variations

Is the genetic code “universal” or does it vary
from one organism to another?  Studies with bacteria,
viruses, and higher organisms including humans have
convinced us that the code is basically the same for all
oganisms.  However, there are some variations.  For
example, in mitochondria of both humans and yeast
the codon TGA is not a termination codon but repre-
sents tryptophan.  In mammalian mitochondria CTA
represents threonine rather than leucine, and ATA
encodes methionine instead of isoleucine.  These differ-
ences in the code are related to the fact that mitochon-
dria contain their own piece of DNA.  It encodes not
only several proteins but also tRNA molecules whose
anticodon structures are altered to accommodate the
changed meanings of the codons of the mitochondrial
DNA and mRNA.373,374

Variations in the code for cytoplasmic proteins
have been found.  In Tetrahymena and other ciliates the
codon TAA represents glutamine rather than being a
termination codon.375  A few proteins, including some
in the human body, contain selenocysteine, the sele-
nium-containing analog of cysteine.  Selenocysteine is
encoded by termination codon TGA.  See Chapter 29
for details.  However, even though TGA is occasionally
used in this way, it serves as a termination codon for
most proteins within the same cells.376  Thus, the
context in which the codon TGA occurs determines
how it is read by the ribosomal machinery.

E.  The Genetic Code
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loop of the other to form a triplex base structure.  A
related triplex structure may be formed when inverted
repeat sequences occur within a homopyrimidine tract
in one chain of DNA (Fig. 5-34B).378  These have been
called mirror-repeats or H-palindromes to distin-
guish them from true palindromes.237,379  Each base
triplex structure contains one set of Watson–Crick
hydrogen bonds and one set of Hoogsteen hydrogen
bonds.  The triplexes of H-DNA are all either TAT or
CGC+, where one C is protonated (see also Fig. 5-24).

3.  Palindromes and Other Hidden Messages

The sentence “Madam, I’m Adam” reads the same
either forward or backward.  Such sentences, known
as palindromes,377 are infrequent in the English lan-
guage.  However, most DNA contains many palin-
dromes, sequences of base pairs that read the same in
forward and reverse directions.  Consider, for example,
the gene that specifies the sequence of nucleotides for
the tRNA molecules of Fig. 5-30.  It
is a double-stranded DNA segment
in which one strand has a sequence
identical to that of Fig. 5-30 except
for the substitution of T for U and
for ψ (pseudouridine) and for the
lack of methylation and other base
modifications.  The second strand is
the exact complement.  Figure 5-34
shows the part of this gene (residues
49– 76) that corresponds to the 3'
end of the tRNA molecule.  This
DNA segment could exist in a sec-
ond conformation having a loop on
each side of the molecule (Fig. 5-34).
The stems of the two loops in this
cruciform conformation are iden-
tical and symmetrically disposed
around the center of the molecule.
If we overlook the seven nucleotides
in the center of the loop, the message
in the stems reads the same in both
directions, as is indicated by the
green arrows.

Palindromes are often imperfect
as is the one shown in Fig. 5-34.  Here
the two stems in the cruciform struc-
ture are related by an exact twofold
rotational symmetry but the loops
at the ends of the stems are not.
Unpaired bases may bulge at various
points in double-stranded stems of
longer palindromes.  These imper-
fect palindromes in the DNA are
responsible for much of the tertiary
structure of the various kinds of
RNA.  The tertiary structure, in
turn, often determines the interac-
tion of the RNA with enzymes and
other proteins.

Special properties may be ob-
served for palindromes containing
homopurine tracts in one strand, and
therefore homopyrimidine tracts in
the other.  If two identical palindromes
of this type occur close together it is
possible that the pyrimidine-containing
strand of one can join with a hairpin

Figure 5-34  (A) Two conformations of a segment of the yeast phenylalanine
tRNA gene.  The segment shown codes for the 3' end of the tRNA molecule
shown in Fig. 5-30, including the TψC loop.  (B) Formation of H-DNA (Fig.
5-24) proposed for a sequence in plasmid pGG32.  The major element of the
structure is the triplex, which is formed from the Watson–Crick duplex (·)
associated with the homopyrimidine loop through Hoogsteen base pairing
(°, +).  One of the two possible “isomeric” forms is shown.  See Mirkin et al.378
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Segments of H-DNA might block transcription, and
proteins that bind to the triplex H-DNA may be in-
volved in transcriptional regulation.379

Until rather recently there had been little to indi-
cate that DNA actually assumes cruciform conforma-
tions in cells.  However, strong experimental evidence
suggests that some cruciform structures do form natu-
rally.380  Their formation from palindromic DNA [like
the formation of Z-DNA from (G + C)-rich sequences]
is a way of relieving torsional strain induced by super-
coiling.  Whether or not cruciform structures occur
frequently within cells, there is no doubt that palin-
dromic sequences are of great importance in the inter-
action of nucleic acids with symmetric dimeric and
tetrameric protein molecules such as the gene repressor
protein shown in Fig. 5-35.381– 383

DNA contains numerous other protein binding
sites which are not palindromes but whose sequences
represent additional encoded information.  The RNA
transcripts likewise contain sequences that direct the
catalytic machinery involved in splicing, that bind to
ribosomal proteins, that control rates of transcription,
and that cause termination of transcription.

4.  The Base Composition of DNA and RNA

The nucleotide composition of DNA is surprisingly
variable.  The sum of the percentage cytosine plus the
percentage guanine (C + G) for bacteria varies from 22
to 74%.  That for E. coli is 51.7%.  Among eukaryotic
organisms, the range is somewhat narrower (28 to
58%; for humans, 39.7%).  The fact that bacterial DNA
molecules are more varied than those of higher organ-
isms is not surprising.  The prokaryotes have evolved
for just as many more million of years as have we.
Perhaps because of their simpler structure and rapid
rate of division, nature has done more experimentation
with genetic changes in bacteria than in people.

Comparisons of the C + G content of organisms
have been used as a basis for establishing genetic
relatedness.384  However, since thymine is especially
susceptible to photochemical alteration by ultraviolet
light, bacteria with a high (C + G) content may have
evolved in environments subject to strong sunlight or
high temperatures, whereas those with a low (C + G)
content have developed in more protected locations.385,386

F.  Interaction of Nucleic Acids with Proteins

Most functions of DNA and RNA are dependent
on proteins.  Cells contain a vast array of polypeptides
that bind to nucleic acids in many specific ways.387– 390

We have seen (Fig. 5-21) that the histones hold super-
coiled DNA in the form of nucleosomes391 in eukaryotic
nuclei and similar proteins bind to and protect the

double-stranded DNA of bacteria.205,392  Sperm cells
“package” a large amount of DNA into a small space
with the help of small arginine-rich proteins called
protamines.393  Cells always have some single-stranded
DNA segments as well as single-stranded DNA bind-
ing (SSB) proteins.  Among the latter are proteins
from E. coli394,395 and from viruses.396– 399  Specialized
proteins bind to DNA sequences in telomeres38,272 and
centromeres.400  A large number of proteins interact
with RNA in ribosomes, spliceosomes, and other
complexes.

A host of enzymes, which are described elsewhere
in the book, act on DNA and RNA.  They include hydro-
lytic nucleases, methyltransferases, polymerases,
topoisomerases, and enzymes involved in repair of
damaged DNA and in modifications of either DNA
or RNA.  While most of these enzymes are apparently
proteins, a surprising number are ribozymes, which
consist of RNA or are RNA–protein complexes in
which the RNA has catalytic activity.

1.  The Helix–Turn–Helix Motif

Much current interest in DNA–protein interactions
is focused on regulatory processes.  In prokaryotes the
initiation of transcription of a large fraction of the genes
is blocked by the binding of proteins known as repres-
sors.  While their structures are varied, one large group
of repressors have DNA-binding domains with a
similar helix–turn–helix architectural motif.  They
bind with high affinity to specific control regions
which contain palindromic DNA sequences such as
the following one, which defines a binding site for the
E. coli trp (tryptophan) repressor:

These repressor proteins form dimers joined through a
rigid central domain with a pair of arms, each contain-
ing two helices that form the helix–turn–helix motif.
One helix of each pair fits into the major groove of the
DNA helix and forms a “reading head” that carries a
specific arrangement of amino acid side chains able to
locate the symmetric nucleotide sequences flanking
the twofold axis of the palindrome.  In the case of the
trp repressor, these are the ACTAGT hexanucleotides
(marked by the arrows in the preceding structure).
The interaction is depicted in Fig. 5-35.401– 405  The
repressor has a high affinity for the DNA only if one
molecule of L-tryptophan is bound to each subunit at
a specific site near the DNA helix.  Binding of the
tryptophan causes a conformational change, which
is pictured in Fig. 5-35.  If tryptophan is absent the
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repressor binds to the palindromic DNA only weakly
and transcription of genes needed for tryptophan
biosynthesis occurs freely.  However, if tryptophan
accumulates within the cell it binds to the repressor
molecules causing them to bind firmly to DNA and
prevent transcription.  There are at least three of these
palindromic sequences in E. coli, each one regulating
a set of genes (operons) involved in tryptophan syn-
thesis.  In contrast to the effect of tryptophan, the
tryptophan analog indole-3-propionate, which lacks
the amino group of tryptophan, derepresses the same

operons.  It also binds to the trp repressor, but with the
indole ring flipped over by 180° so that its carboxylate
group contacts the phosphate groups of the DNA
repelling them through both electrostatic and steric
effects.406,407  The picture in Fig. 5-35 is an oversimplifi-
cation.  In fact, at some binding sites (operator sites)
more than one dimeric repressor binds in a tandem
fashion.405

The helix–turn–helix motif is also found in many
other proteins.  One of these is the bacterial lac (lactose)
repressor which controls the lac operon and for which

Figure 5-35  Stereoscopic
drawings illustrating the
binding of a dimeric molecule
of the Trp repressor protein
to a palindromic sequence in
DNA.  (A)  Schematic view
showing structures of the
aporepressor (partly shaded
gray) and the holorepressor
with bound tryptophan
(unshaded) are superimposed.
Cylinders represent the α
helices in (B).  From Zhang
et al.402  (B)  MolScript ribbon
diagram with a few side chains
that interact with the DNA
shown.  Two tandemly bound
dimeric repressor molecules
are shown.  Two bound mole-
cules of tryptophan are visible
in each dimer.  The DNA is
drawn as a double helix with
lines representing the base
pairs.  From Lawson and
Carey.405

B

A
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the terms operator, promoter, repressor, and operon
were first introduced (Chapter 28).408 – 410  Some bacteri-
al viruses, such as phage lambda (�) of E. coli, encode
repressors that allow the virus to reside in the bacteria
without immediately destroying them.  The λ repressor
and other closely related proteins also utilize the helix
–turn–helix motif411 – 415 as do some proteins that
activate transcription (see Chapter 28).

2.  Other DNA-Binding Motifs

Nobody knows how many different DNA-binding
structures may be discovered.  However, most of those
that are designed to recognize specific DNA sequences
have some part that fits into the major groove of B-
DNA.416  Usually the DNA structure must be in a
specific form:  B-, A- or Z-, but it may sometimes be
bent or distorted.  The DNA recognition motifs in the
proteins may consist of helices, β strands, or loops.

Leucine zipper proteins. Several transcription
factors have the leucine zipper structure, which has
been described in Chapter 2 and was illustrated there
by the structure of transcription factor Max (Fig. 2-21).417

Related structures include those of the transcription

activators c-Jun and c-Fos418 and of the yeast transcrip-
tion factor GCN4.419,420  The latter is a dimeric protein
in which the C-terminal halves of the two monomers
form the helices of the leucine zipper.  The helices,
which are continuous for over 60 residues, fan out to
interact with the DNA double helix as in Fig. 2-21.  A
19-residue basic domain of each protein helix crosses
the major groove of the DNA with side chain groups
interacting with the DNA as is illustrated in Fig. 5-36.

Zinc fingers.  Another large group of transcrip-
tion factors contain a bound zinc ion in a “finger”
motif.  The Zn2+ is held by two cysteine – S– groups
present on a loop of β structure and by two imidazole
groups present on an α helix (Fig. 5-37).421– 424  Amino
acid sequences found in many proteins that regulate
transcription tend to form zinc fingers and to interact
with DNA.  These were recognized first in the transcrip-
tion factor TFIIIA from Xenopus laevis in 1985.421,425,426

This protein contains a zinc finger motif repeated nine
times.  X-ray structures, one of which is shown in Fig.
5-38, are known for proteins with three423 and five427

zinc fingers.  (See Chapter 28.)

Beta ribbons. An antiparallel double-stranded β
ribbon can fit into the major groove of DNA and form

A

B

Figure 5-36  Stereoscopic
diagrams showing some of
the interactions between an
N-terminal helical domain of
the yeast transcription factor
GCN4-bZIP, a leucine zipper
protein, and a specific palin-
dromic DNA binding site:

(The bases are numbered
outward from the central C
and G.)  The small solid
spheres are water molecules.
Notice the water mediated
interactions of the basic
arginine and lysine side
chains with the nucleic acid
bases and also the interaction
of R240 and R243 (in B) with
a backbone phosphate.  The
overall structure of the protein
is similar to that of another
leucine zipper shown in Fig.
2-21.  From Keller et al.419

Drawings courtesy of Timothy
J. Richmond.
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Figure 5-38  (A)  Sketch of a complex of a
five-zinc finger protein bound to a high-
affinity site in DNA.  This protein is a
human oncogene called GL1.  Its gene is
amplified in many tumors, but it is similar
to many other transcription factors.  The
cylinders and ribbons highlight the α
helices and β sheets.  Cobalt ions, which
replaced the Zn2+ in the crystals, are
shown as spheres.  (B)  Stereoscopic view
of the complex in a similar orientation.
(C) Stereoscopic view emphasizing the
contacts of side chains from fingers 5 and 6
with the DNA.  The view is similar to that
in (A) and (B) but the structure has been
tilted back.  Drawings courtesy of Nikola
Pavletich.427

B

C

A

Figure 5-37  Three-dimensional structure of a zinc finger.
This is formed by the binding of Zn2+ to the following se-
quence in a protein:

Here φ is a hydrophobic amino acid and X may be any
amino acid.  After Krizek et al.428
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hydrogen bonds and other interactions with the DNA.
This is the basis for specific recognition of the operator
sequence for the E. coli met (methionine) repressor as
is illustrated in Fig. 5-39.429  The same binding motif is
employed by some other repressors430,431 and also by
the abundant bacterial DNA-binding protein HU.432

It has also been utilized in designing the previously
mentioned hairpin polyamide DNA-binding com-
pounds.

The winged helix family.  A group of large pro-
tein transcription factors contain an N-terminal DNA-
binding domain with the striking winged helix motif
shown in Fig. 5-40.433– 436  It occurs in proteins from a
wide range of organisms from yeast to human.

3.  RNA-Binding Proteins

Among the many proteins that bind to RNA mole-
cules437– 439  are the aminoacyl-tRNA synthetases, a
variety of other well known enzymes,440  the ribosomal
proteins discussed in Chapter 29, and various proteins
with dual functions of catalysis and regulation of

Figure 5-40  Structure of a protein known as transcription
factor NF-κB bound to its DNA target.  Each subunit of the
dimeric protein contains two β barrel domains.  The loops at
the ends of the barrels interact with the DNA in the center.
From Müller et al.433  Courtesy of Stephen C. Harrison.

Figure 5-39  (A) Stereoscopic
ribbon representation of the E. coli
methionine repressor–operator
complex.  Two subunits form a
dimer with a double-stranded
antiparallel β ribbon that fits into
the major groove of the DNA in
the B form.  One strand is shaded
more darkly than the other.
(B) View of the β ribbon and its
interactions with the DNA.
Notice the direct hydrogen bonds
from amino acid side chains of
lysine and threonine residues to
bases in the specific palindromic
sequence AGACGTCT.  From
Somers and Phillips.429  Drawings
courtesy of S. E. V. Phillips.

B
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containing virus 25 nm in diameter, is only three times
as thick as the thinnest cell membrane.  Its DNA contains
just 5386 nucleotides.450– 452  The similar bacteriophage
G4 contains 5577.453,454

It is remarkable that such tiny viruses are able to
seize control of the metabolic machinery of the cell and
turn it all in the direction of synthesis of more virus
particles.  There are only 11 known proteins encoded
by the genes of φX or G4.  Three genes encode the
three kinds of protein subunits of the virus coat.  Sixty
copies of each are needed, as are 12 copies of a “pilot”
protein.451  Eight of the genes are spaced closely together,
occupying most of the DNA.  The other three genes
are embedded within some of the first eight but in
different reading frames.  In one short region of the G4
chromosome the same nucleotides are part of three
different genes, using all three possible reading frames.
In addition to their own genes, these small viruses make
use of many components of the cell that they infect.  A
large group of animal viruses, the parvoviruses, are
similar in size and architecture to bacteriophage φX174.

Canine parvovirus, first identified in 1978, is now
endemic.455,456  Childhood fifth disease is also caused
by a parvovirus.456,457  When these single-stranded
DNA viruses infect cells a double-stranded replicative
form of DNA arises by synthesis of the complementary
negative strand alongside the original positive DNA
strand.  Many copies of the replicative form are then
synthesized.  The negative strands of the replicative
forms serve as templates for synthesis of numerous
new positive strands that are incorporated into the
progeny viruses.  The whole process may take only 20
minutes.  Some parvoviruses are unable to reproduce
unless the cell is also infected by a larger adenovirus.

While most plant viruses contain dsRNA, the
geminiviruses,458 which cause a number of plant
diseases, contain single-stranded DNA.  The virus
particle consists of a fused pair of incomplete icosahedra,
evidently containing a single ~ 2500-bp DNA strand.
Replication may require coinfection with two virus
particles of differing sequence.

2.  Viruses with Double-Stranded DNA

One of the smallest viruses containing double-
stranded DNA is the 3180-nucleotide human hepatitis
B virus.  It infects millions of people throughout the
world causing chronic hepatitis and often liver can-
cer.459– 461  The circular DNA is surrounded by an
envelope consisting of proteins, carbohydrate, and a
lipid bilayer.  Many icosahedral viruses also contain
dsDNA.  Among them are the papovaviruses, some
of which cause warts and others malignant tumors.
Much studied by biochemists is the 5386-nucleotide
simian virus 40 (SV40), a monkey virus capable of
inducing tumors in other species.462,463  Closely related

translation.  A widely found RNA-binding
ribonucleoprotein domain (RNP domain), occurs
in hundreds of proteins including many of the RNA
processing proteins considered in Chapter 28.437,441,442

This 70 – 90 residue αβ module binds an RNA strand
against a β sheet surface.  Another ~ 70-residue protein
motif binds ds RNA.443

G.  Viruses and Plasmids

Attacking every living thing from the smallest
mycoplasma to human beings the nucleoprotein particles
known as viruses have no metabolism of their own.
However, they “come alive” when the nucleic acid
that they contain enters a living cell.  Viruses are sig-
nificant to us not only because of the serious disease
problems that result from their activities but also as
tools in the study of molecular biology.  A mature
virus particle or virion consists of one or more nucleic
acid molecules in a protein coat or capsid, usually of
helical or icosahedral form.  The capsid is made up of
morphological subunits called capsomers.  They can
sometimes be seen clearly with the electron microscope.
The capsomers in turn are usually composed of a
number of smaller protein subunits.  Some of the larger
viruses are surrounded by membranous envelopes.
Others, such as the T-even bacteriophage which attack
E. coli, have extraordinarily complex structures (Box 7-C).

Most viruses contain a genome of either double-
stranded DNA or single-stranded RNA, but some
small viruses have single-stranded DNA and others
have double-stranded RNA.  The number of nucleo-
tides in a virus genome may vary from a few thousand
to several hundred thousand and the number of genes
from 3 to over 200.  Sometimes the nucleic acid mole-
cules within the virion are circular, but in other cases
they are linear.  Table 5-7 lists a few of the known types
of viruses as well as some individual viruses.72,444  The
size of the genome, in kilobases (kb), or kilobase pairs
(kbp) is indicated.  The number of genes in a virus is
often somewhat more than one per kbp of DNA.  A
vast amount of information is available about these
infectious particles.  Only a few reference sources are
cited here.72,444– 446  The architectures of some helical
and icosahedral protein coats that surround genomic
DNA or RNA are described further in Chapter 7.

1.  Viruses with Single-Stranded DNA

The very small helical bacteriophages of the Ff
family, such as fd, f1, and M13 (see Fig. 7-7) resemble
thin bacterial pili but each virus particle contains a mole-
cule of single-stranded circular ~ 6400 nucleotide DNA
of Mr ~ 2 x 106 which encodes only ten proteins.447– 449

Bacteriophage φX174 (Fig. 5-41), an icosahedral DNA-
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DNA, single-stranded
Bacteriophages fd, f1, M13 H ~6 x ~880 (length) 17.6 2.1 6.4
Bacteriophages φ174, G4 I 25 6.2 1.8 5.4–5.6
Parvoviruses I 18–25 1.8 5.5
Geminiviruses I (fused pairs)

DNA, double-stranded
Hepatitis B virus I (enveloped) 2.1 3.18
Papoviruses I 45–55

SV40 (monkey) I 17.6 3.5 5.22
Polyoma (mouse) I 45 23.6 3.3 4.96
BK virus (human) I 3.4 4.96
Papilloma (human wart) I 56 5.3 8.0

Bacteriophage φ29 T 12 19.3
Adenoviruses I 70 20–30 30–45
Bacteriophage Mu 25 38
Bacteriophage T7 T(short) 39.9
Bacteriophage P22 T 28.5 43.2
Bacteriophage λ T 32 48.6
T-even bacteriophage T 100 x 80 (head) 215 130 166
Baculoviruses of insects I 70–130
Herpesviruses I 100

core 78 ~1000 80–120 80–140
envelope 150–200

Pox viruses, e.g.,
Smallpox, vaccinia (cowpox) C 160 x 250 ~4000 150–240 240–300

Cauliflower mosaic virus I 8.0

RNA, single-stranded
Unsheathed

Potato spindle tuber viroid 0.116 0.30
Hepatitis delta virus 1.7

Sheathed, plus-strand
Tobacco necrosis satellite I 18 1.7 0.4 1.20
Small bacteriophages

R17, MS2, Qβ I 23–26 3.6–4.0 1.2–1.5 3.5–4.5
Picornaviruses I 8.4 2.6 7.9

Polioviruses I 27 6.4 2 6.1
Rhinoviruses I 27–30 7–8 2.2–2.8 6.7–8.5
Turnip yellow mosaic virus I 28 5.0–6.0 2.0 6.1

Tobacco mosaic virus H 18 x 300 40 2.2 6.7
Togaviruses I 20–40 4 11

Negative-strand viruses
Influenza virus I 80–100 200 2.0 6.1
Bullet-shaped viruses

Rhabdoviruses C 20 x 130
Retroviruses I 80–100 7–10 20–30

RNA, double-stranded
Reoviruses I 55–60 11–12 16–18
Mobillivirus I (enveloped) 38
Rotavirus Wheel-shaped 70
Leishmania RNA virus 5.28

TABLE 5-7
Characteristics of Some Individual Viruses and Groups of Viruses

Masses in daltons x 10–6 Thousands of
bases or base pairs

(kilobases)

Type of genomea and group
or individual virus name    Shape b Diameter c (nm)

Total DNA or RNA

a Complete nucleotide sequences are known for most of these viruses.
b Shapes are indicated as I, icosahedral; H, helical; T, a tailed phage; C, complex.
c The second dimension given for some helical and complex viruses is the length (nm).

G.  Viruses and Plasmids
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Figure 5-41  Electron micrographs of some viruses:
(A) Bacteriophage Lφ7, which resembles φX174. See also
Fig. 7-28.  Courtesy of  A. S. Tikhonenko.  (B)  Adenovirus.
(C)  Cytomegalovirus particles being released from a
fibroblast.  (B) and (C) courtesy of T. Moninger.  (D)
Tobacco mosaic virus.  © Omikron, Photo Researchers.
(E)  A tailed bacteriophage.  Courtesy of A. S. Tikhonenko.
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is the polyomavirus of the mouse464 and the BK virus
of humans,465 also suspected of causing cancer.  The
papillomaviruses cause warts and perhaps cancer466

and the larger (70 nm diameter) adenoviruses (Fig. 5-
41),467,468 cause respiratory infections.  Some 32 types
infect humans.  Many of the details of eukaryotic
transcription were first studied using the adenovirus.469

The very large herpesviruses are enveloped by a
lipid-containing membrane.470– 472  Among them are
herpes simplex viruses, which infect human mucous
membranes and varicella-zoster virus, which causes
chicken pox and shingles.  Other herpesviruses include
cytomegaloviruses (Fig. 5-41), another common human
pathogen, and the Epstein–Barr virus, which causes
mononucleosis and is suspected of causing cancer.473

Another herpesvirus has been associated with multiple
sclerosis.474  The very large icosahedral baculoviruses
cause polyhedroses in insects.  One that infects the fly
Tipula measures 130 nm in diameter.  Poxviruses are
also large and complex.475  The tailed bacteriophages
(Box 7-D) range in size from the small ~ 29-kDa phage
P22 to the very complex T-even phage.  Some plant
viruses also contain dsDNA.  One of these, the cauli-
flower mosaic virus,476,477 is transmitted by aphids.
It has proved useful as a gene-transfer vehicle for
genetic engineering.

3.  Viruses Containing RNA

Several plant diseases including the potato spindle
tuber disease are caused by viroids, molecules of
single-stranded RNA only 240 – 380 nucleotides in
length with a folded structure.478– 481  Such an RNA
could code for a protein containing only about 100
amino acids.  However, the known 359-nucleotide
sequence of the potato spindle tuber virus contains no
AUG initiation codon.  It seems impossible that the
virus carries any gene for a protein.  Conserved features
of viroid sequences suggest a close relationship to the
intervening DNA sequences known as type I introns
(see Fig 28-19).  Whatever its genetic message, a plant
viroid causes the plant cell to replicate many copies of
the viroid molecule, which may then be transmitted to
other plants by aphids, or on the surface of tools, by
humans.  A larger 1678-nucleotide viroid-like RNA
(hepatitis delta virus) has been identified in human
patients with severe chronic hepatitis and who were
also infected with hepatitis B virus.  The ssRNA in this
virus does encode at least one protein.482– 484

One of the smallest of the encapsulated RNA-
containing viruses is the satellite tobacco necrosis
virus.  It replicates only when the plant is also infected
with the larger tobacco necrosis virus.  The satellite
virus, whose three-dimensional structure is known from
X-ray diffraction studies,485 contains a 1200-nucleotide
strand of RNA which encodes a 195-residue protein.

Sixty copies of the latter are assembled around the
RNA in an icosahedral array (Fig. 7-14) to form the
virion.  The structure of the similar satellite tobacco
mosaic virus has also been described in detail.486,487

RNAs of the small bacteriophages f2, R17, MS2
and Qβ contain 3500 – 4500 nucleotides and are
enclosed in icosahedral shells made up of 90 identical
subunits.488– 490  Initially only three genes were evident
but a fourth small gene in a different reading frame
has since been found in at least one of them.491  The
RNA molecules in these and other positive-strand
viruses serve as mRNA within the host cells.  Another
group of small RNA viruses are the picornaviruses
(picoRNA, meaning very little RNA).  Many of these
icosahedral viruses of 15 – 30 nm diameter attack hu-
mans.  Among them are the enteroviruses including
the polioviruses,492,493 the hepatitis A virus,494 the
coxsackieviruses, and some of the echoviruses.  A
second class of picornaviruses include rhinoviruses
which cause the common cold.  More than 100 types
are known.495– 497  The foot–and–mouth disease
virus,498– 500 which attacks the cloven-footed animals,
and the Mengo virus,501 which can cause a fatal
encephalitis in mice, are also picornaviruses.  The
three-dimensional structures of polio virus, human
rhinoviruses, Mengo virus, and many other eicosahedral
viruses are known.  Their architecture is discussed in
Chapter 7.

The togaviruses, which are a little larger than the
picornaviruses, have an icosahedral core surrounded
by a lipid membrane.  Yellow fever and rubella (Ger-
man measles) are both caused by togaviruses.  Other
togaviruses, such as Sindbis virus502 and Semliki
Forest virus,503 have become important in biological
research.

A large number of icosahedral RNA viruses of
diameter 28 – 30 nm (Fig. 7-14) attack plants, causing
diseases such as tomato bushy stunt,504 southern bean
mosaic,505 or turnip yellow mosaic.  Best known of the
helical RNA viruses is the tobacco mosaic virus (Figs.
5-41, 7-8).506-507a  Its genome contains 6395 nucleotides
as linear ssRNA.  Many strains are known.  Related
viruses cause cucumber green mottle508 and other
plant diseases.

Large viruses of 80 – 100 nm diameter bearing 8–10
spikes at the vertices of the icosahedra cause influen-
za,509,510 mumps, measles, and related diseases.  The
internal structure must be complex.  Only 1% of the
virus is RNA, and that consists of several relatively
small pieces.  These are negative strand viruses
whose RNA is of the opposite polarity to the mRNA.
The latter must be formed by transcription from the
negative strand.  The viruses carry their own RNA
polymerase for this purpose.  Of even more complex
structure are the bullet-shaped rhabdoviruses which
cause rabies and vesicular stomatitis.511  The diameter
of these viruses is 65 – 90 nm and the length 120 – 500

G.  Viruses and Plasmids



248 Chapter 5.  The Nucleic Acids

nm.  The internal structure includes a helical arrange-
ment of nucleoprotein.  They also are negative strand
viruses.

Among the retroviruses512– 514 are types B and C
oncoviruses which induce malignant tumors in mam-
mals and birds515 and the human immunodeficiency
virus (HIV), the apparent causative agent of AIDS.
Their RNA functions in a surprising way.  Each virion
contains a reverse transcriptase, an enzyme that
transcribes copies of circular dsDNA copies from the
one or two mRNA-like molecules that make up the
virus genome.  Following action of the reverse trans-
criptase, one of the transcribed DNA circles becomes
covalently spliced into the host’s own cellular DNA.
There it remains permanently as a provirus.  RNA
molecules transcribed from the provirus serve as
mRNA for virus-encoded proteins and also as the
genomes for new virus particles.

Double-stranded RNA is unusual in nature but
constitutes the genome of the reoviruses.516  The RNA
of these viruses fragments into segments upon infec-
tion.  One member of the group is thought to be the
cause of acute diarrhea of infants.517

4.  Viruses without Nucleic Acid?

The cause of the slow, fatal neurological disease of
sheep known as scrapie has been a mystery for many
years.  Similar human diseases include kuru and
Creutzfeldt-Jakob disease.518 – 520  Scrapie can be trans-
mitted by injection and this has permitted isolation of
the apparent infective agent, a 27-  to  30-kDa hydro-
phobic protein particle521 which is devoid of DNA or
RNA.  Prusiner521 suggested the name prion (protein-
aceous infectious particle) for the scrapie agent.  How-
ever, mRNA for the prion is present in normal as well
as infected brains, and protein produced in mouse
cells from cloned prion genes did not cause scrapie
infections.  Therefore, there was doubt about the caus-
ative agent for the disease.  The prion concept is now
generally accepted and is considered further in Chapter
29.  There are still some who are looking for a nucleic
acid component.519,522– 524

5.  Life Cycles

Viruses have many modes of life.  They enter cells
in various ways.  Some enter through coated pits from
which they are taken into lysosomes via endocytosis.
Others are literally injected into the cells (See Box 7-C).
Within cells some viruses are assembled in the nucleus,
some in the cytoplasm, and some in membranes.  The
typical life cycle of a virus leads to rapid formation of
large numbers of progeny.  Within 20 minutes after
entrance into a bacterial cell, a bacteriophage can

induce the formation of 100 – 200 new bacteriophage
particles.  One of the bacteriophage genes encodes a
protein that is also synthesized by the host and which
induces lysis of the cell membrane and destruction of
the cell.  Many animal viruses destroy cells in a similar
fashion.

Temperate bacteriophage, the best known being
phage λ, have a very different life cycle.  Their DNA
usually becomes integrated at a specific point into the
genome of the bacterium (Chapter 27).  Only rarely is
an infected cell lysed.  The retroviruses that attack
mammals and birds have a similar characteristic.
Their DNA is also integrated into the host genome.
Some viruses that usually produce lysis of cells, e.g.,
SV40, adenoviruses, herpes viruses, and hepatitis B
virus, can occasionally be integrated into the DNA of
the host.  If such integration occurs in the middle of a
gene, that gene will be mutated.  This is one way in
which such viruses may induce cancers.

One of the most important results of integration of
viral DNA into the host genome is that the integrated
genes are replicated as part of the genome and are
transmitted from one generation to the next.  Among
these are the cancer-causing viral oncogenes (v-onc),
which are discussed in Box 11-D and in Chapter 11,
Section H.  While viruses are important causes of
cancer in some animals, relatively few human cancers
are thought to result directly from the action of viruses.
However, the Epstein–Barr virus, which causes mono-
nucleosis, can sometimes be integrated into epithelial
cells of nasal regions and can evidently cause cancer.  The
same virus appears to be responsible for Burkitt’s lym-
phoma, a common cancer in certain areas in Africa.525

6.  Plasmids and Transposable Genetic
Elements

In addition to their chromosomal DNA, bacteria
often carry extra small pieces of DNA as permanent
parts of their genome.  These plasmids (sometimes
called episomes), which are about the size of the DNA
of viruses, replicate independently of the host chromo-
somes.  Each bacterial cell usually contains more than
a single copy of the plasmid.  For example, the “colici-
nogenic” plasmid ColE1, that infects E. coli is a circular
piece of DNA of molecular mass 4.2 x 106 Da.  Over 20
copies are normally found per cell but in the presence
of a suitable concentration of the drug chloramphenicol
the number may rise to 1000–2000.

Plasmids carry a variety of genes which are often
useful to bacteria.  Some proteins encoded by plasmid
genes confer drug resistance to a bacterium.  Some are
antibiotics.  For example, a protein encoded by a gene
in plasmid ColE1 is toxic to other strains of E. coli.
Some plasmids carry genes for enzymes needed for
the oxidation of hydrocarbons.  Some plasmids contain
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genes for the restriction endonucleases which have
become essential to present-day molecular biology and
genetic engineering (Section H, 2).

As with some viruses, the DNA of many plasmids
can become integrated into the genome of the host.
An example is provided by the large 62-kDa plasmids
known as sex factors. They contain genes encoding
the protein subunits of the sex pili (Chapter 7) and
can become integrated into the bacterial chromosome.
Bacteria containing integrated sex factors are “male”
and are able to transfer genes not only of the sex factor
but also of virtually the entire bacterial genome into
other susceptible bacterial cells.  This provides bacteria
with the means for sexual reproduction.  The transfer
of DNA between the bacteria may occur via the sex
pili (see Chapter 26).  In this respect the sex factors are
similar to viruses such  as M13 that also appear to gain
entrance to bacteria via sex pili.72

Integrated viruses are also related to transposable
genetic elements (transposons).  These are segments
of DNA that allow genes to move from place to place
within the chromosomes (Chapter 27).

H.  Methods of Study

Many of the methods discussed in Chapter 3 are
directly applicable to nucleic acids.  A few additional
methods will be considered in this section.525a

1.  Isolation and Separation of Nucleic Acids

RNA is often extracted from lysed cells or tissues,
separated ribosomes, mitochondria, plastids, or nuclei
by warming with aqueous phenol and a detergent
such as sodium dodecyl sulfate (SDS).  Proteins are
denatured by this treatment and are dissolved by the
phenol, while RNA remains in the lighter aqueous
layer.  Depending on the conditions DNA may either
remain in the aqueous layer or be removed.526– 528

Various precipitation and extraction procedures may
be used to separate the RNA in the aqueous layer from
polysaccharides, from DNA (if present), and from their
components.526,528,529  DNA may be extracted from cells
or nuclei as a nucleic acid–protein complex using 1 M
NaCl.  The protein can then be denatured with an
organic solvent, by detergents, or by phenol.  It is
desirable to digest proteins away with a nonspecific
protein-hydrolyzing enzyme such as proteinase K.528

After removal of proteins DNA is often precipitated
with cold ethanol.

During isolation of RNA, bentonite (a type of clay)
or other inhibitors of ribonuclease are often added.
For the same reason, chelating agents that complex
metal ions needed for the action of deoxyribonucleases
are used to protect DNA.  Care is necessary to avoid

shearing of the very long, narrow strands of DNA.
Even rapid pipetting of solutions will cause such
breakage.

Extracted RNA molecules may be separated from
each other by centrifugation in a sucrose gradient
(Chapter 3).528  Fragments of DNA are purified in the
same way or by equilibrium centrifugation in CsCl
gradients.37  Concentration gradients in the dense salt
solution are stable, and the sharpness of banding of
particles is ensured by use of a high centrifugal field.
Single-stranded DNA may be separated from double-
stranded DNA, and DNAs of differing G + C content
can be separated.  The latter separation is based on
differences in buoyant densities ρ in CsCl which are
approximately shown in Eq. 5-9.

ρ = 1.660 + 0.098 (mole fraction C + G)

One of the most important methods for separating
either RNA or DNA mixtures is zone electrophoresis
through polyacrylamide or agarose gels.  The separat-
ed bands may be visualized by scanning in ultraviolet
light or by fluorescence of intercalated dyes such as
ethidium bromide (Figs. 5-20, 5-22).  This method is
being displaced to some extent by HPLC using DEAE
type ion exchange columns530,531 for small lengths of
DNA including plasmids.  The procedure called pulsed
field electrophoresis makes it possible to isolate very
large pieces of DNA, up to several million base pairs
in length.532 – 534  The separation is carried out in agarose
gels, through which the long DNA rods must move in
a snakelike fashion.534  The current is delivered in a
pulse and then, after a period of a second to several
minutes, a second pulse in a different direction, usually
at 90° to the first.  The procedure is repeated many
times.  The size of the DNA seems to affect the time
required to reorient the molecules and to start moving
in the second direction.  Intact DNA from small chro-
mosomes can be separated (Fig. 5-42).  To prevent
breakage of the DNA by shearing, intact cells are
suspended in liquid agarose and allowed to gel into a
block about 2 x 5 x 10 mm in size.  The block is treated
with enzymes and detergents to lyse the cells and to
remove all protein and RNA.534  The block, containing
the residual DNA molecules, is then embedded in the
electrophoresis gel.  Other methods of DNA separation
include chromatography on hydroxyl-apatite and gel
filtration.

2.  Hydrolysis and Analysis

Both DNA and RNA are easily broken down by
acid-catalyzed hydrolysis.  Thus, heating at 100°C for
one hour in 12 M HClO4 is sufficient to hydrolyze
nucleic acids to their constituent bases.  However, for
analysis of RNA it is better to heat in 1 N HCl for 1 h at

H.  Methods of Study
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100°C.  The products are adenine, guanine, cytidine-5'-
phosphate, and uridine-5'-phosphate.535  As is suggested
by this distribution of products, the glycosylamine
linkages to purines are more labile than those to pyri-
midines.  The linkages are also less stable in DNA than
in RNA.  A procedure based on these differences and
useful in sequencing by the Maxam-Gilbert method, is
to leave DNA overnight in the cold at pH 2 to cleave
off all of the purine bases.  The resulting polymer is
known as an apurinic acid.

In alkaline solutions RNA is hydrolyzed to a mix-
ture of 2'- and 3'-nucleotides.

The mechanism involves participation of the free
2'-OH of the ribose groups and formation of cyclic 2',
3'-phosphates and is similar to that of pancreatic ribo-
nuclease (Chapter 12).  Because deoxyribose lacks the
free 2'-OH, the phosphodiester linkages in DNA are
quite stable in base.

Hydrolytic cleavages of nucleic acids by the en-
zymes known as nucleases are of great practical value.
Pancreatic ribonuclease, an endonuclease, cuts a chain
adjacent to a pyrimidine in nearly random fashion,
leaving phospho groups attached to the 3' position in
the nucleotide products (Fig. 5-43).  Exonucleases
cleave from the ends of chains.  For example, the phos-
phodiesterase of snake venom cleaves from the 3' end,
which must have a free 3'-OH group, to give 5'-nucleo-
tides.  On the other hand, the phosphodiesterase from
spleen has the opposite polarity, cleaving chains from
the 5' end to give 3'-nucleotides.  Similar variations in
specificity are found among enzymes that cleave DNA.
For example, pancreatic DNAase I, which cleaves
preferentially between adjacent purines and pyrimidines,
yields 5' mononucleotides whereas DNAase II gives
3'-mononucleotides.  Various hydrolytic cleavage reac-
tions of polynucleotides are summarized in Fig. 5-43.

The most striking specificity in DNA hydrolysis is
displayed by the restriction endonucleases which
are discussed further in Chapter 26.  These fussy cata-
lysts cleave only at points within or close to a defined
sequence of several nucleotides in double-stranded
DNA.  For example, the enzyme EcoR I cuts only at
the following palindromic sequence:

The cuts in the two strands are made at the points
indicated by the arrows.  This one endonuclease will
cut almost any DNA into long pieces averaging about
5000 base pairs each.  These pieces can in turn be
cleaved by other restriction endonucleases to form
smaller fragments.  Since there are about 2400 of these
enzymes known, with 188 different specificities,536 it
is possible to cut any piece of DNA down to a size of
100–500 base pairs, ideal for sequencing.537– 539  Each
fragment has known sequences at the two ends.  Some
restriction enzymes cleave outside their specific recog-
nition sequence (see Table 26-2).  Some recognize 16-
nucleotide palindromes and cut at rare sites.

It is sometimes desirable to cut a large DNA mole-
cule at only a few points.  One approach is to protect
most sites of a restriction enzyme’s action by methyl-
ating them (see Chapter 26) while protecting the desired
cleavage site, for example by a repressor protein540 or by
a PNA molecule (p. 227) of specific sequence designed to
“clamp” the site chosen for protection.541  Ribozymes
(Chapter 12) have been engineered to be as specific or
more specific than endonucleases.542,543  Other new
approaches are being developed.544

The base composition of either RNA or DNA can
be determined after hydrolysis catalyzed by 98% formic
acid at 175°C for 30 min or by 12 M perchloric acid at
100°C for 1 h.545  The bases can then be separated by
ion exchange chromatography on a sulfonated poly-
styrene resin.  RNA can be hydrolyzed to a mixture of
nucleoside 2’- and 3’-phosphates by 0.3 M NaOH at

O

O OH
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O3P
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HO O

H2C BaseHO HO
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+
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Figure 5-42  Intact DNA from the chromosomes of three
strains of the malaria parasite Plasmodium falciparum, ranging
from 750 Kb to 5 Mb, separated by pulsed-field gel electro-
phoresis.  Courtesy of C. Smith and T. E. Wellems.  Repro-
duced by permission of Amersham Pharmacia Biotech Inc.

5’ – G A A T T C 3’–

3’ – C T T A A G 5’–

→

→



251

37°C for 16 h and DNA can be hydrolyzed to nucleotides
enzymatically.  The negatively charged nucleotides can
then be separated by ion exchange chromatography on
a quaternary base-type resin (Chapter 3).  Periodate
cleavage (Eq. 4-12) and reduction of the resulting dialde-
hydes by [3H]NaBH4 to trialcohols allows introduction of
a radioactive label (Fig. 5-44).  Alternatively, the dialde-
hydes can be reductively alkylated by an amine plus
NaCNBH3.546

The total content of RNA + DNA in tissues may
be estimated from the phosphorus content or by color
reactions of the sugars.37,545  These reactions depend
upon dehydration to furfural or deoxyfurfural by
concentrated sulfuric acid or HCl (Eq. 4-4).  Furfural
formed from RNA reacts with orcinol (3,5-dihydroxy-
toluene) and ferric chloride to produce a green color
useful in colorimetric estimation of RNA.  A similar
reaction of DNA with diphenylamine yields a blue color.

Quantitative determination of over 90 free nucleotide
compounds found within cells can be accomplished
by thin layer chromatographic procedures on as few
as 106 bacterial cells (~ 2 µg) labeled by growth in a
32Pi-containing medium.547

3.  Characteristic Reactions of the Bases and
Backbone

Reactions of nucleophiles.  A number of nucleo-
philic reagents add reversibly at the 6 position of pyrim-
idines.  Thus, bisulfite adds to uridine (Eq. 5-10).528

Hydroxylamine (HONH2) adds in a similar fashion to
give a compound with – HNOH in the 6 positions.528

Sodium borohydride (NaBH4), which can be viewed
as a donor of a hydride ion (H –), reduces uridine to
the 5,6-dihydro derivative.  This presumably occurs
by attack of the hydride ion at position 6 in a manner
analogous to the reaction of bisulfite in Eq. 5-10.

Cytidine reacts in the same way, but the bisulfite
addition compound is unstable.  These C5–C6 adducts
of cytidine all have a greatly enhanced reactivity at C4,
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The free 2' –OH in RNA and other ribonucleotides can
participate in b-type cleavage by nucleophilic attack 
on the phosphorus (see Fig 12-25 )

Cleavage here by weak acids (pH 2) yields an “apurinic acid”

a b

B

Pancreatic ribonuclease b cleavage 
is to the right of pyrimidines

Figure 5-43  Some hydrolytic cleavage reactions of polynucleotides.  Reactions of both RNA and DNA are included.

A.  Cleavage at point a is catalyzed
1.  Throughout the molecule by endonucleases

Pancreatic deoxyribonuclease I
2.  Only at the 3' end by exonucleases

Venom diesterase, nonspecific, attacks DNA and RNA.  A free 3'-OH is essential

B.  Cleavage at point b is catalyzed
1.  Randomly throughout the molecule by endonucleases and by bases (nonenzymatically)

Pancreatic ribonuclease cleaves only to the right of a pyrimidine-containing nucleotide
Ribonuclease T1 of Aspergillus oryzae cleaves to the right of a guanine-containing residue (3'-guanylate) in ssRNA
Ribonuclease T2 of Aspergillus oryzae cleaves to the right of an adenine-containing residue (3'-adenylate) in ssRNA
Pancreatic deoxyribonuclease (DNase) II
Micrococcal DNase

2.  Only at the 5' end by exonucleases
Bovine spleen phosphodiesterase hydrolyzes both polyribo- and polydeoxyribonucleotides
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presumably because of the lessened aromatic character
of the ring.  Cytidine is slowly deaminated by base,
presumably as a result of attack by hydroxyl ion on the
electrophilic center at C4 and subsequent elimination
of NH3 (Eq. 5-11).  The reaction is catalyzed by buffer

salts and by bisulfite and hydroxylamine.  Catalysis
probably occurs, at least in part, as a result of addition
of these nucleophiles at the 6 position to form com-
pounds with increased nucleophilic reactivity at C4.548

Hydroxylamine and methoxyamine (NH2OCH3) par-
ticipate in reactions parallel to that of the hydroxyl ion
in Eq. 5-11.  Products contain –NHOH or –NH–OCH3
in place of – NH2 but tautomerize to the more stable
forms shown in Eq. 5-12.  Similar substitution reactions
occur with other amines.33  The C6 adduct with hydra-
zine can undergo ring cleavage (Eq. 5-13).  The initial
product then undergoes β elimination, leaving ribo-
sylurea or deoxyribosylurea.  The same reaction can
be carried out on intact strands of DNA and is widely
used in determination of nucleotide sequences.
The conversion of 5-hydroxymethylcytosine to the

Figure 5-44  Fluorographs of 2’3'-[3H] nucleoside trialcohols from Bacillus subtilis grown in the absence (A) and presence (B)
of 5-fluorouracil.  About 2.3 nmol of nucleosides from each sample was chromatographed and exposed to X-ray film for 90 h.
at – 80 °C.  Or (origin) B1, B2, and B3 contain unidentified material present in a reaction mixture lacking RNA.  Abbreviations
used:  FU, 5-fluorouridine; FC, 5-fluorocytidine; U, uridine; C, cytidine; G, guanosine; A, adenosine; I, inosine; m’G, 1-meth-
ylguanosine; m7G, 7-methylguanosine; m’A, 1-methyladenosine; m6A, 6-methyladenosine; m6

6A, 6,6-dimethyladenosine; t6A,
N-[9-(β-D-ribofuranosyl) purin-6-yl carbamoyl] threonine; H5

6U, 5,6-dihydrouridine; ψ, pseudouridine; ψD, decomposition
product of ψ; m5U, 5-methyluridine (ribosylthymine); mo5U, 5-methoxyuridine; N’, a nucleoside trialcohol obtained by reduc-
tion of a nucleoside dialdehyde with [3H]NaBH4; FU-5 and FU-20 samples correspond to tRNAs from cells grown at that final
concentration of 5-fluorouracil in µg / ml.  Courtesy of Ivan Kaiser.
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5-methylenesulfonate (5-CH2SO3
–) by reaction with

bisulfite should also be mentioned.549  This is a nucleo-
philic displacement on the electron-deficient methylene
group of this base.

Reactions with electrophilic reagents.  Reactions
of nucleic acids with the simplest electrophile, the proton,
have been considered in Section A2.  Somewhat similar
are the reactions by which metal ions bind at many sites
on both the bases and the phosphate groups of the back-
bone.550

An important reaction is the deamination of amines
by dilute nitrous acid.  This reagent, by a complex
mechanism, converts the amino groups of cytidine,
adenosine, and guanosine to hydroxyl groups; hydroxy
compounds tautomerize to the corresponding amides
(Eq. 5-14).

Cytidine reacts more rapidly than does adenosine
which in turn reacts more rapidly than guanosine.  The
reaction converts cytosine into uracil and adenine into
hypoxanthine.  The changes are mutagenic because
during replication the modified bases of the DNA pair
differently than do the original bases.  Guanine is con-
verted to xanthine but this is not likely to be highly
mutagenic.  Nitrous acid can also convert uridine to
5-nitrouridine.

The amino groups of the bases react reversibly
with aldehydes but to a lesser extent than do the more
strongly basic amino groups of the amino acids.  Form-
aldehyde forms adducts containing either one or two
molecules of the aldehyde (Eq. 5-15).
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These are reversible reactions.  A more nearly irrevers-
ible crosslinking can occur by elimination of water
between one of these products and a nucleophilic
group in another base.  A dicarbonyl reagent that is
widely used because of its specificity toward guanine
is kethoxal (Eq. 5-16).

Formation of the cyclic product is a consequence of the
presence of the adjacent amino and NH groups in the
guanine ring.

Pyrimidines undergo halogenation at position 5
(Eq. 5-17), while guanine reacts at position 8.  Adenine
is quite unreactive.  Elemental halogens or a variety of
other halogenating reagents may be used.  Of special

Br2 + cytidine → 5-Br-cytidine + H+ + Br–

value is iodination with 131I or 125I, by which a high
level of radioactivity may be introduced into nucleic
acids.

Alkylation reactions are not only of use in struc-
tural studies but also provide the basis for the action
of a large class of mutagenic compounds.528  Treatment
of a nucleoside, nucleotide, or nucleic acid with an
alkyl iodide or a dialkylsulfate converts residues of
guanosine to an N7-alkyl-guanosine (Eq. 5-18).
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Reaction occurs at other nitrogen atoms as well as the
oxygen atom of the base and of the ribose ring to a
lesser extent.  Adenine is alkylated preferentially at
N-1 and cytosine and thymine at the corresponding
position (N-3) almost exclusively.  Uridine and thymi-
dine react very slowly.  Adenine is also alkylated at
N-3, N-7 and at the exocyclic N-6.

Other alkylating reagents include the powerful
mutagens dialkylnitrosamines and alkylnitrosoureas.

Epoxides alkylate by a nucleophilic displacement
reaction that opens the ring (Eq. 5-19).

The nitrogen and sulfur mustards undergo internal
ring closure to an iminium ion (Eq. 5-20) which can
then open by attack of a nucleophilic atom of the
nucleic acid.

Other alkylating agents react through nucleophilic
addition to a carbon–carbon double bond.  Thus,
acrylonitrile reacts with the nitrogen or oxygen atoms
of nucleic acids in the same manner as does the SH
group in Eq. 3-25.  The water-soluble carbodiimides
react as in the first step of Eq. 3-10 to form adducts of
the following type:

There are many other alkylating agents which often
display widely varying reactivity and specificity toward
particular nucleic acid bases and particular nucleotide
sequences.

A striking effect of alkylation of guanine in nucleic
acids is the labilization of the N-glycosyl linkage to the
ribose or deoxyribose.  This effect can be understood
in terms of the induction by resonance of a partial
positive charge on the nitrogen of the glycosyl linkage.

As is indicated by the small arrows on the right-hand
structure, the positive charge assists in an elimination
reaction that produces an oxycarbocation.  The latter
can then react with a hydroxyl ion from water.

Reactions causing cleavage of the sugar-
phosphate backbone.  Treatment of DNA with 16 – 18
M hydrazine (Eq. 5-13) leads to the destruction of the
pyrimidine rings.  The reaction can be made some-
what specific for cytosine by carrying it out in the
presence of a high concentration of chloride.551  The
remaining polymer, an apyrimidinic acid, contains
residues of ribosylurea.  These undergo an amino-
catalyzed displacement and a β elimination sequence
that cleaves the polynucleotide chain (Eq. 5-21).
Hydration of the aldehyde (Eq. 13-1) and several
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tautomerization steps are involved in step e of this
equation.  This reaction is very useful in sequence
determination (Section 6).  Notice that “tracts” of
purine nucleotides remain intact after this treatment.
A similar base-catalyzed reaction sequence can be
used to displace N7-methylguanine and to cleave the
polynucleotide.  Ethylnitrosourea, in its reaction with
purines, is useful as a structural probe of RNA.

4.  Melting, Hybridization, and Polynucleotide
Probes

Like proteins, nucleic acids can undergo denatur-
ation.  The strands of the double helix of DNA are
separated and the double-stranded regions of RNA
molecules “melt.”  Denaturation can be accomplished
by addition of acids, bases, and alcohols or by removal
of stabilizing counter ions such as Mg2+.  The product
is a random coil and denaturation can be described as
a helix → coil transition.  Denaturation of nucleic acids
by heat, like that of proteins, is cooperative (Chapter 7,
Section A,3) and can be described by a characteristic
melting temperature.

A plot of the optical absorbance at 260 nm (the
wavelength of maximum light absorption by nucleic
acids) versus temperature is known as a melting
curve (Fig. 5-45).  The absorbance is lower, by up to
40%, for native than for denatured nucleic acids.  This
hypochromic effect (Chapter 23) is a result of the
interaction between the closely stacked bases in the
helices of the native molecules.  The melting tempera-
ture Tm is taken as the midpoint of the increase in
absorbance (Fig. 5-45).  As the percentage of G + C
increases, the nucleic acid becomes more stable toward
denaturation because of the three hydrogen bonds in
each GC pair.  Tm increases almost linearly with in-
creases in the G + C content.  In the “standard” citrate
buffer (0.15 M NaCl + 0.015 M sodium citrate, pH 7.0)
Eq. 5-22 holds.  The exact numerical relationship depends
strongly upon the ionic composition and pH of the
medium.37,72,552,553

% (G + C) = 2.44 (Tm – 69.3); Tm in °C

The curves in Fig. 5-45 appear simple, but using newer
apparatus and plotting the first derivative of the melt-
ing curve yields a complex pattern that depends on
the sequence of bases.555

Complete denaturation of DNA leads to separation
of the two complementary strands.  If a solution of
denatured DNA is cooled quickly, the denatured strands
remain separated.  However, if the temperature is
held for some time just below Tm (a process known as
annealing), the native double-stranded structure can
be reformed.  An important tool for studying DNA
has been the measurement of the kinetics of reasso-
ciation of separated strands of relatively short DNA
fragments.72,556,557

Because it depends upon the concentration of two
separated strands, reassociation obeys second-order
kinetics (Chapter 9) and Eq. 5-23, which is readily
derived by integrating Eq. 9-8 for [A] = [B] = C from
time 0 to t:

C / C0 = 1/ (1 + k C0t)
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The initial concentration of denatured DNA, C0, is
related in this way to the concentration C of DNA
remaining dissociated at time t.  A plot of the fraction
of molecules remaining single-stranded versus the
logarithm of C0t (Fig. 5-46A) is a convenient way of
displaying data.  As indicated in Fig. 5-46B, the value
of C0t increases in direct proportion to the length of
the DNA chain in the genome, but it is very much
decreased if the sequence of bases is highly repetitive
[poly(T) and poly(A)].  The slope of the plot at the
midpoint gives an indication of the heterogeneity of
the DNA fragments in a solution.

Denatured DNA fragments can sometimes reasso-
ciate with DNA from a different source to form hybrid
duplexes.  Such double helices, in which one strand
comes from one strain of an organism and the other
strand from a genetic variant of the same organism or
from a different species, are known as heteroduplex.
Some mutations consist of deletions or additions of
one or a substantial number of bases to a DNA chain.
Heteroduplexes prepared from DNA of such mutants
hybridized with that from a nonmutant strain have
normal hydrogen-bonded Watson–Crick base pairs for
the most part.  However, they may have single-stranded
loops in regions where long deletions or additions
prevent complementary base pairing.

Hybridization measurements have been used in
many studies of homology of nucleic acids from differ-
ent species.  A nucleic acid is cut (e.g., by sonic oscilla-
tion) into pieces of moderate length (~ 1000 nucleotides)
and is denatured.  The denatured DNA fragments are
mixed with denatured DNA of another species.  Nu-
cleotide sequences that are closely similar between
species tend to hybridize, whereas sequences that are

drastically different between two species do not (Fig.
5-46).  One way to do such an experiment is to immo-
bilize the long-chain denatured DNA from the one
organism by embedding it in an agar gel558 or by
absorbing it onto a nitrocellulose filter.559,560  The DNA
fragments from the second organism are passed through
a column containing “beads” of the DNA-containing
agar or through the filter with adsorbed DNA.  Pairing
of fragments with complementary sequences occurs

Figure 5-46  Reassociation curves for DNA from Britten
and Kohne.556,561  (A)  Time course of an ideal, second-order
reaction to illustrate the features of the log C0t plot.  The
equation represents the fraction of DNA which remains
single-stranded at any time after the initiation of the reaction.
For this example, k is taken to be 1.0, and the fraction remain-
ing single-stranded is plotted against the product of total con-
centration and time on a logarithmic scale.  (B)  Reassociation
of double-stranded nucleic acids from various sources.  The
genome size is indicated by the arrows near the upper nomo-
graphic scale.  Over a factor of 109, this value is proportional
to the C0t required for half-reaction.  The DNA was sheared,
and the other nucleic acids are reported to have approximately
the same fragment size (about 400 nucleotides, single-stranded).
Correction has been made to give the rate that would be
observed at 0.18 M sodium-ion concentration.  The tempera-
ture in each case was optimal, i.e., ~ 30°C below the melting
temperature Tm.  The extent of reassociation was established
by measuring optical rotation (calf thymus DNA), ribonu-
clease resistance (MS-2), or hypochromicity.
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and such paired fragments are retained while strands
that do not pair pass on through the column (or filter).

Both DNA hybrids and DNA–RNA hybrid du-
plexes are very important to present day genetic
research.560,562  Molecules of mRNA that represent
transcripts of a particular gene will hybridize only
with one of the two separated strands of DNA for that
gene.

A major use of hybridization is to locate a gene or
other DNA or RNA sequence by means of a synthetic
probe.563  This is a small piece of DNA or RNA which
is labeled in some way, e.g., with a radioisotope such
as 3H, 32P, or 125I.  Alternatively, the probe may carry a
highly fluorescent dye or a “tag” that can be recognized
by a specific antibody.564,565  An example of the latter is
the use of the vitamin biotin and the specific binding
protein avidin (see Box 14-B).566  Related procedures
employ labeling with digoxigenin and often employ
chemiluminescent detection.567– 569  Several methods
for preparation of probes are in use.  Some are enzy-
matic but the direct chemical synthesis of oligonucleo-
tide probes is probably used the most.

One of the first methods devised for making a
highly radioactive DNA probe is called nick transla-
tion.570  A piece of dsDNA, e.g., a “restriction” frag-
ment cut from a larger piece of DNA by restriction
endonucleases, is selected.  A small amount of pancre-
atic DNase I is added.  It creates “nicks” in which one
strand has been cut and some nucleotides have been
removed leaving a gap.  Now the DNA is incubated
with DNA polymerase I (pol I) and a mixture of the
four mononucleotide triphosphates, the precursors of
biological synthesis of DNA (Chapter 27).  Usually a
32P or 35S label with high radioactivity is present in
one of the nucleotide triphosphates as indicated in
the following structure.  The polymerase fills the gap,
adding nucleotides to the exposed 3' end of the nicked
chain. E. coli pol I has a second enzymatic activity
which allows it to digest a polynucleotide chain from

Probes may also consist of DNA copied from
mRNA.  This is known as cDNA and is also widely
used to determine indirectly the sequences of mRNA
molecules.  Messenger RNA may be isolated from the
total cellular RNA by affinity chromatography on
bound poly (dT) or poly (U).  These materials selec-
tively hold RNA with the poly (A) tails characteristic
of most eukaryotic mRNA (see Chapter 28).  Another
source of mRNA is polyribosomes (polysomes), which
are “reading” mRNA and actively making proteins.
An antibody to the protein for which mRNA is desired
will often bind to the protein chains being synthesized
and precipitate the polysomes.  The mRNA can be
recovered and used as a template for cDNA.

Synthesis of cDNA, usually in radiolabeled form is
accomplished with reverse transcriptase, the enzyme
from retroviruses that synthesize a DNA–RNA hybrid
from ssRNA.570 – 572  A short oligo (dT) primer is usually
hybridized to the 3' poly (A) tail to initiate synthesis.
Reverse transcriptase also has ribonuclease (RNase H)
activity and will digest away the RNA.  If desired,
synthesis of the second strand can be carried out by
a DNA polymerase to give a complete DNA duplex.
Many gene sequences have been deduced from cDNA
copies.

Often the most practical approach to obtaining a
DNA probe is synthesis of a mixture of short oligonu-
cleotides, often in radioactive form as described in the
next section.  The “redundancy” in the genetic code,
i.e., the existence of two or more codons for most
amino acids, presents a problem in designing an oligo-
nucleotide probe based on amino acid sequence infor-
mation.  Examination of Table 5-5 suggests part of the
solution.  Whereas only Met and Trp have single un-
ambiguous codons nine amino acids have only two
codons each.  We should try to find an amino sequence
that contains Met and Trp and as many of the nine
others as possible.  We should avoid sequences that
contain Ser, Leu, or Arg because each has six codons.
We can then make a mixture of oligonucleotides, using
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the 5' end.  Thus, as synthesis proceeds at the 3' side
the nick is “translated” as shown in (Eq. 5-24).
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the various coding possibilities.  Mixtures of as many
as 1024 (210) oligonucleotides have been used.  One of
these may bind tightly and specifically to the desired
DNA segment.  Instead of such a complex mixture it
may be more useful to incorporate a modified base at
the most ambiguous positions.  For example, inosine,
which occurs in the wobble position in anticodons
(Fig. 5-30), can pair with A, C, or T.573  Substitution
of 2-aminoadenosine can cause a probe to bind more
tightly because a third hydrogen bond will be present
in each AT pair.574

Another important procedure is labeling ends of
polynucleotides.  Most often the 5' end is labeled with
a radioisotope or by covalent attachment of a fluores-
cent dye.  For example, a polynucleotide kinase can
be used to transfer a radioactive γ-phospho group from
ATP to the 5' end of a polynucleotide that has a free
5'-OH group.

5.  Synthesis of Oligonucleotides
and Polynucleotides

Efficient solid-phase methods of syn-
thesis analogous to those for polypeptides
(Fig. 3-15) have been devised.  The pioneer-
ing work was done by H. G. Khorana, who
made the first synthetic gene575 and later
synthesized a gene for the visual pigment
rhodopsin (Chapter 23).  Several synthetic
approaches have been developed.576  Cur-
rently the most popular method involves
the use of phosphite esters.  Most nucleo-
philic groups of the monomers are deriva-
tized with removable blocking groups.
For example, N-4 of cytosine and N-6 of
adenosine may carry benzoyl groups.  The
5'– OH of each nucleotide is blocked by a
di-p-anisylphenylphenylmethyl (also called
dimethoxytrityl, DMTO) group.  The 3'–OH
is converted to one of a number of activated
derivatives such as the following N, N-
diisopropylamino phosphines.575,577– 579

Solid-phase synthesis is usually done
on a silica support with a covalently at-
tached succinamide as shown in Eq. 5-25.
The first nucleotide at the 3' end of the
chain to be synthesized is attached by an
ester linkage to the bound succinamide
(step a, Eq. 5-25).  The 5'-protecting group
is removed in step b and the 5'-OH reacts
with the activated phosphine of the second
nucleotide (step c, Eq. 5-25).  Steps b and c
are then repeated as often as necessary to
complete the chain.  The finished polynu-
cleotide can be removed from the solid
support, the cyanoethyl groups removed

from the phosphorus atoms by β elimination and all of
the other blocking groups removed by treatment with
concentrated NH3.  The whole procedure has been
automated.580– 582

If a large piece of DNA is needed several oligonu-
cleotides can be joined end to end enzymatically (Eq.
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BOX 5-D  DNA FINGERPRINTING

Jeffreys et al.a – c digested human DNA to comple-
tion with Hin f I and Sau3A restriction endonucleases.
Certain fragments, which originated from “mini-
satellite” bands of repetitive DNA showed a very
high degree of polymorphism among the population.
Many different fragments sharing these repeated
sequences were formed in the restriction digest.  If a
suitable labeled probe was used, it hybridized with
as many as 80 different bands.a,d – f  The resulting
pattern appeared, like a fingerprint, to be different
for every individual, as is shown in the accompany-
ing photo.  Unlike a fingerprint the DNA pattern
also contains information that often allows deduc-
tions about parentage.

The technique has come into widespread use in
forensic analysis, with DNA typing being possible
from a single hair.g  In a famous early case it was
used to allow an immigrant child to be reunited
with his motherh and it is being used regularly to
protect innocent persons accused of rape or murder.i

It is also widely used to provide evidence of guilt.
However, the very small chance of a close match
between unrelated persons prevents the use of DNA
typing alone as proof of guilt.  Because DNA samples
are often “amplified” by PCR (Section H,6), there is
also a possibility of contamination and forensic use
of DNA typing is still controversial.i– m

However, DNA typing continues to be improvedf,n,o

and to be applied in a great variety of ways.  For
example, the skeletal remains of a murder victim
were identified by DNA fingerprints after being
buried for eight years.p  DNA typing is also used to
study mating habits of birds,q the genetic variability
of populations of whales sampled by biopsy,r etc.

DNA “fingerprints” made from one or two drops of blood
from ten different individuals.  DNA was isolated, digested
to completion with restriction endonuclease Hin f I, and
subjected to electrophoresis in a 20-cm-long agarose gel
until all DNA fragments smaller than 1.5 kb in length had
passed off the gel.  The DNA was then transferred to a
nitrocellulose filter by Southern’s method and hybridized
with a 32P-labeled single-stranded DNA probe prepared
from cloned human minisatellite DNA.  The probe used
had the “consensus” composition (AGAGGTGGGCAG-
GTGG).  Within the 29 tandem repeats in this 0.46-kb
probe there are various sequences close to the one shown.
Filters were then autoradiographed for four days.  Two
duplicate samples (marked D) were taken from the same
individual and two others (marked S) from two sisters.
A number of bands in common are evident.  From Jeffreys
et al.c

a Jeffreys, A. J., Wilson, V., and Thein, S. L. (1985) Nature (London)
314, 67– 73

b Lewin, R. (1986) Science 233, 521 –522
c Jeffreys, A. J., Wilson, V., and Thein, S. L. (1985) Nature (London)

316, 76– 79
d Vassart, G., Georges, M., Monsieur, R., Brocas, H., Lequarre, A.

S., and Christophe, D. (1987) Science 235, 683 –684
e Huang, L.-S., and Breslow, J. L. (1987) J. Biol. Chem. 262, 8952 –

8955
f Kirby, L. T. (1990) DNA Fingerprinting, Stockton Press, New

York
g Higuchi, R., von Beroldingen, C. H., Sensabaugh, G. F., and

Erlich, H. A. (1988) Nature (London) 332, 543 –546
h Jeffreys, A. J., Brookfield, J. F. Y., and Semeonoff, R. (1985)
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i Balding, D. J., and Donnelly, P. (1994) Nature (London) 368,
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27-5).  For example, a functional 17-bp gene for the 53-
residue human epidermal growth factor was synthe-
sized by joining ten oligonucleotides of lengths 11 – 59
bp.575  DNA is often synthesized enzymatically using
methods described in Chapter 26. Cloned sequences
of synthetic DNA can also be transcribed to produce
polyribonucleotides of any desired sequence.583

New nonenzymatic methods for RNA synthesis have
also been devised.583– 587

6.  The Polymerase Chain Reaction (PCR)

This important technique was first described in
1971–1974 by Khorana and associates588,589 but was not
used until it was rediscovered in 1983 by Mullis.590 – 593

It was quickly developed591,592,594– 596 and has played a
major role in biochemistry ever since.  It continues to
be applied in numerous ways.589,597– 599a

The PCR technique provides a way of “amplifying”
a small number of DNA molecules, i.e., to produce
many copies.  This is often done by cloning but PCR
offers a quick and easy way to obtain millions of copies
of a desired relatively short segment of DNA.  Standard
PCR can be used for up to about 5000-nucleotide
pieces.  More recently modified procedures have
allowed 35-kb segments to be amplified.600

The basic PCR procedure is initiated by hybridiz-
ing two oligonucleotide primers onto opposite strands
of denatured DNA, one at each end of the section chosen
for amplification (Fig. 5-47).  A DNA polymerase is then
used to convert each of the separated strands into a
duplex.  The mixture of products is then heated to
denature the two new duplexes.  After cooling, the
primers, which are present in great excess, hybridize
to all four strands.  In a second cycle of polymerase
action these are all converted to duplexes, etc.  After 20
cycles millions of copies will be made.  At first, copies
with tails extending beyond the limits specified by the
oligonucleotide primers will be formed.  However, it is
easy to see that after a few cycles, most molecules will
be of just the desired length.  A heat-stable polymerase
from Thermus aquaticus (Taq polymerase) is used so that
the enzyme is not denatured by the repeated cycles of
heating and cooling, which are conducted automatically
by a simple apparatus.

The polymerase chain reaction is being used to
speed up prenatal diagnosis of genetic diseases, to
detect viral infections, for tissue typing needed for
organ transplantation, in forensic procedures, and in
the study of the DNA of ancient tissues such as those
of frozen wooly mammoths.601 – 603  If suitable restriction
enzyme sites are present in the primers, the amplified
DNA can be cloned readily.604  The 3.3 x 10–9 fmol of a
DNA sequence found in a diploid chromosome pair in
a single cell can be amplified in 50 cycles to 5–500 fmol,
enough to study by hybridization with radioactive

probes.605  A large sample of a few pg of DNA can be
amplified in 20 cycles to micrograms.  By placing
sequencing primers within the amplified segments,
it is possible to generate DNA that can be sequenced
directly using the dideoxy sequencing technique
(Chapter 5) without cloning.606  The PCR technique
has also been used to amplify cDNA molecules formed
from RNA transcripts present in very low abundance.
One of the problems with the PCR is that priming may
occur by DNA fragments other than the added primers.
Contamination must be scrupulously avoided.  Another
problem is that errors are introduced into DNA during
amplification by PCR.  Perhaps 1 in 200 of the copies
will contain an incorrect base.607  If such a molecule is
cloned the error will be perpetuated.  Good practice
requires that more than one clone is selected and
sequenced to allow such errors to be avoided.

7.  Sequence Determination

Satisfactory (but slow) methods for determining
sequences of RNA molecules have been known for
over 30 years.  The procedures are somewhat parallel
to those used in sequencing proteins.  However, no
similar method could be devised for DNA.  Little
progress was made until rather recently when new
approaches led to extremely rapid procedures for
sequencing DNA.  As a consequence, it is now much
easier to learn the sequences of genes than it is to
sequence the proteins which they encode!

Preparing the DNA.  The first step is to obtain a
sample of enough identical DNA molecules to permit
sequence analysis.  This in itself may be a complex
undertaking.  Perhaps we want to know the sequence
of one particular gene in the 3,500,000 kilobase pairs
of DNA present in a single human cell.  How can this
gene be found and the DNA be obtained for analysis?
Three techniques have been essential:  cutting the DNA
with restriction endonucleases, hybridization, and
cloning.  More recently PCR and related methods608

have simplified the sample preparation.  DNA can often
be amplified using primers that contain sequences that
will later serve as sequencing primers.

Restriction maps and Southern blots.  Although
it doesn’t require the synthesis of a primer, the Maxam
–Gilbert procedure usually demands that a “restriction
map” of the DNA be prepared to help keep track of
the fragments being sequenced.609 See also Chapter 26.
Figure 5-48610 – 612 shows the restriction map of the mito-
chondrial DNA gene, oxi3 from yeast.  This gene, which
encodes one of the subunits of cytochrome oxidase
(Chapter 18), consists of 9979 base pairs.  It was cloned
in a suitable plasmid after which the restriction map
(Fig. 5-48) was prepared by cutting with 18 different
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restriction enzymes.611  The protein  subunit contains
510 residues and therefore requires a coding capacity
in the DNA of 1530 base pairs.  This is only 16% of the
total length of the gene, the majority of whose DNA is
found in the three large introns.

One way to select a desired segment of DNA from
a digest of chromosomal DNA is to sort out the “restric-
tion fragments” by gel electrophoresis.613  The DNA
from the gel can be transferred to a nitrocellulose sheet
while retaining the separation pattern using a method
devised by Southern.560,614,615  In this Southern blot
technique, solvent flows from a pool beneath the gel
up through the gel and the nitrocellulose sheet into
paper towels.  The DNA is trapped on the nitrocellu-
lose in the same pattern observed in the electrophero-
gram.  A suitably labeled probe such as cDNA with

incorporated 32P is flowed repeatedly across the nitro-
cellulose sheet under conditions that favor formation
of hybrids.  Only the DNA complementary to the
cDNA probe will retain the label.  This DNA can then
be located with the help of a autoradiogram.  It is
important that single-stranded DNA be used.  If double-
stranded restriction fragments are separated on the
electropherogram they must be denatured while in
place in the gel before hybridization is attempted.

Once the desired piece of DNA has been identified
it is usually necessary to increase its amount.  The
conventional approach is to incorporate the DNA
fragment into a plasmid and clone by the methods
described in Chapter 26.  The selected DNA can usually
be cut cleanly from the plasmid used for cloning with
the same restriction endonuclease originally used in
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Figure 5-47  Amplification of DNA
using the polymerase chain reaction
(PCR).  Double-stranded DNA is dena-
tured by heating to 90 – 99° C (step a)
and oligonucleotide primers complemen-
tary to short 12 – 18 nucleotide sequences
at the two ends of the piece of DNA to
be amplified are annealed to the separated
strands by cooling to 40 – 75° C (step b).
The two DNA strands serve as templates
for synthesis of new complementary
strands using a heat-stable DNA polymer-
ase and a mixture of the four nucleotide
triphosphates.  Nucleotide units are
added to the 3' ends of the primers, with
the new chains growing in the 5' → 3'
direction (step c).  Steps a, b, and c are
then repeated as many as 30 times using
a thermal cycler device that periodically
raises and lowers the temperature with
a cycle time of a few minutes.  The poly-
merase is unharmed by the heating and
is reused in each cycle.  An excess of the
primer and of the nucleotide triphos-
phates sufficient for all of the cycles is
present initially.  In the early cycles new
long and intermediate length templates
are created.  However, the number of
short templates increases exponentially
and the final product consists predomi-
nately of the short selected DNA segment
(short templates).
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fragmenting the DNA.  An alternative procedure is to
clone a mixture of DNA fragments and then sort colo-
nies of bacteria containing the cloned fragments using
DNA–RNA hybridization.616  Bacteria from the selected
colonies are then propagated to produce large amounts
of the plasmid DNA.  Alternatively, PCR can be used
directly on the selected DNA fragment.  This is more
often the preferred choice.604,606

The Sanger dideoxy method.  The rapid sequencing
methods all depend upon the fact that single-stranded
DNA fragments under denaturing conditions migrate
on electrophoresis in polyacrylamide gels strictly
according to their length.  Thus, if a mixture contains
all lengths of radiolabeled polynucleotides from very
short oligonucleotides to fragments containing 200 or
300 bases, the polynucleotides will all appear, one above
the other, as a series of bands that can be visualized by
radioautography.  The first of these methods was pub-
lished by Sanger and Coulson617 in 1975 and was followed
in 1977 by the method which is now used.618– 621

A sample of double-stranded DNA is denatured.
One of the resulting single strands is used as a template
to direct the synthesis of a complementary strand of
radioactive DNA using a suitable DNA polymerase.
The “Klenow fragment” of E. coli, DNA polymerase I,
reverse transcriptase from a retrovirus, bacteriophage
T7 DNA polymerase, Taq polymerase, and specially
engineered enzymes produced from cloned genes
have all been used.

Before the sequencing begins it is necessary to
prepare a short primer that is complementary to a
sequence at one end of the DNA strand to be sequenced.
This may be prepared enzymatically,622,623 or by non-
enzymatic synthesis.  The short primer is annealed to
the end of the DNA and the resulting molecule is incu-
bated with a DNA polymerase and a mixture of the four
mononucleotide triphosphates, one of which is radio-
labeled in this position.  Four reaction mixtures are
prepared.  Each mixture contains all four nucleoside
triphosphates and also one of four different chain-
terminating inhibitors, the most popular of which
are the 2', 3' – dideoxyribonucleoside triphosphates:

These inhibitors are added in a ratio of about 100:1
with the natural substrates.  In this ratio they are
incorporated into the growing DNA chain about once

in 200 times on the average.  However, in the various
growing DNA chains they are incorporated at different
points ranging from the very first nucleotide to the
last.  Since the incorporated dideoxy monomer lacks
the 3-hydroxyl group needed for polymer formation,
chain growth is terminated abruptly.  Synthesized
polynucleotides are denatured and subjected to electro-
phoresis in four adjacent lanes.  The resulting patterns
contain bands corresponding to all of the successive
oligonucleotides but not all in the same lane.  A given
lane will contain only the bands of the oligonucleotides
terminated by the particular inhibitor used.  The other
bands will be found in the other three lanes.  Each
band will have been terminated by the inhibitor em-
ployed in that lane.  The nucleotide sequence can be
read directly from the banding pattern as is shown in
Fig. 5-49.  Arabinosyl nucleotide triphosphates have
also been used as chain-terminating inhibitors.  A
sequence determined by the Sanger method is usually
checked by also sequencing the complementary strand.
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The following symbols, together with the names of the
restriction enzymes (Chapter 26), are used for the restriction
sites:

From Bonitz et al.611

Hinf I
Hpa II
Hae III
Taq I
Mbo I
Mbo II

Hha I
Rsa I
Hph I
Blg II
Bam HI
Hpa I

Alu I
Pvu II
Hinc II
Hind III
Eco RI
Eco RII
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A major factor in the success of the dideoxy sequenc-
ing method has been the development of cloning
techniques that provide ssDNA in a form ready for
use.  In any cloning procedure the DNA that is to be
sequenced has been covalently ligated to the end of a
DNA strand of the cloning vehicle, a modified plas-
mid or virus (Chapter 26).  Sequencing is often done
on DNA cloned in a modified ssDNA bacterial virus
such as M13.  Although dsDNA is ligated to the ds
replicating form of viral DNA, the virus particles
produced when the virus is propagated in E. coli cells
are single stranded.  Cleavage of the viral DNA with
its incorporated “passenger DNA” with an appropriate
restriction endonuclease releases the passenger DNA
(to be sequenced) with a short piece of DNA from
the cloning vehicle attached at the 3' end.  Since the
sequence of this small piece of the cloning vehicle is
known, a suitable primer of length ~12–18  nucleotides
can be synthesized (or purchased) and annealed to
the DNA.  This serves as the primer and allows the
sequence to be read from the 5' end to the 3' end of the
synthesized complementary strand.  Double-stranded
DNA attached to vehicles such as the pUC plasmids
can also be sequenced directly if the DNA is denatured
by alkali treatment.  After neutralization and precipita-
tion an appropriate primer is annealed to one or the
other of the two strands.624

Since its introduction, many modifications and
improvements have been developed.  The sequencing
gels have been improved.  The use of 35S labeling has
given sharper autoradiographs.625  Alternatively, a
silver stain can be used with unlabeled primers.626

GC-rich DNA sequences are often difficult to sequence,
probably because even in the denaturing polyacrylamide
gels used for sequencing they tend to form hairpin
loops, perhaps as a result of formation of Hoogsteen
base pairs (Fig. 5-7).  Formation of these loops results
in uneven spacing between the adjacent bands in the
sequencing gel, so-called “compression artifacts.”  Use
of a 7-deaza-dGTP in place of dGTP in the sequencing
reaction ameliorates this problem.627  Sensitivity can be
improved by use of “cycle sequencing” in which a heat-
stable polymerase such as Taq polymerase is used, and
after heating the same template DNA is used repeatedly
to give a higher yield of labeled fragments.628,629

About 200 – 400 bases can be successfully sequenced
manually in a single run.  By prolonging the time of
electrophoresis in a second run, the sequence can be
extended considerably.  By using the just obtained
sequence information, it is possible to select a new
start point 200 or more nucleotides further along the
template chain and to synthesize an oligonucleotide
primer to anneal to the template at this point.  In this
way it is possible to “walk” along the template adding
additional sequences at each step.  Another procedure
is to delete by mutation various segments of the cloned
DNA above the sequence that binds the primer.  This

H.  Methods of Study

Figure 5-49  A DNA sequencing gel obtained using a
segment of DNA from salmon sperm selected by suitable
oligonucleotide primers, amplified by PCR, and sequenced
with a 35S label in the primer.  Four samples were used, one
with each of the four dideoxy chain terminators (A, G, C, T,
A, C, G, T from left to right).  After electrophoresis the shorter
fragments are at the lower end of the gel.  The sequence of
the strand complementary to the template strand whose
sequence is being determined is read from the bottom of the
gel.  Here it starts CTATGATAC.  Reproduced by permission
of Amersham Pharmacia Biotech, Limited.

CTATGATAC

CA G T CA G T
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permits analysis of the whole cloned fragment via an
overlapping set of sequences from the deletion mu-
tants.630,631

Many DNA sequences continue to be determined
manually by the well-developed long gel procedures
as illustrated in Fig. 5-49.  However, sequencing whole
genomes has depended upon the development of high-
speed automated procedures.632   Instead of radiolabel-
ing, fluorescent dyes may be joined to the primer to
allow detection of the chain fragments produced during
sequencing.  Automatic sequencers use four dyes that
fluoresce with different colors.633,634  A different dye is
used for each of the reaction mixtures.  Then the four
samples are mixed together and the DNA fragments
are subjected to electrophoresis in a single lane.  A laser
beam excites the fluorescence, scanning several lanes
with different samples as the electrophoresis progresses.
A photomultiplier tube records the fluorescence inten-
sity of each band through a series of four filters in a
rotating wheel.  This allows automatic recognition of
the four different colors of fluorescence and therefore
of the nucleic acid base present in each position in the
sequence.  Improved strategies for “primer walking”635

and for “shotgun sequencing”19,632,636 have been devised.
In the shotgun strategy, whole bacterial genomes have
been cut by restriction enzymes into large numbers of
overlapping fragments which have been separated and
sequenced.637  A computer program is used to analyze
and assemble the sequences into a complete genomic
sequence.  An example is provided by the genome of
the Methanococcus jannaschii.  Its large circular chromo-
some contains 1,664,976 bp and there are two additional
pieces to the genome, one containing 58,407 bp and the
other 16,550 bp.  The sequences were deduced from
36,718 individual sequencing runs on high-speed auto-
matic sequencers.  For each run, on average, 481 bp
could be read.636  To sequence the human genome faster
methods are needed.638  Capillary electrophoresis with
a single laser beam scanning the output of 24 capillaries
has been demonstrated.639,640  Extremely rapid sequenc-
ing of oligonucleotides up to 100 bp in length can be
accomplished by mass spectrometry.641  This may be
an important technique for diagnosis of genetic defects
(Chapter 26).

The method of Maxam and Gilbert.  The nonen-
zymatic method devised by Maxam and Gilbert642– 644

can be used to sequence either ss or dsDNA.  Before
the sequencing is begun, a radioactive label is incor-
porated, usually at the 5' end.  This is often done by
cleaving off any phosphate groups present on the 5'
end with alkaline phosphatase and then transferring
a new radioactive phospho group with the assistance
of the enzyme polynucleotide kinase and radioactive
γ-32p-labeled ATP.  If dsDNA is used the strands are
separated so that each has a label only at one end.

The key step in sequencing by the Maxam–Gilbert

procedure is to cleave chemically the DNA at random
locations using reagents that have some specificity for
particular bases.  The cleavage process involves three
distinct steps:  (1) chemical modification, as specific as
is possible for the chosen base;  (2) displacement of the
modified base from the sugar; and (3) elimination and
chain cleavage using amine catalysis (Eq. 5-21).  Two
consecutive steps can often be combined.  There are
several versions of the method; one involves dimethyl
sulfate as the specific reagent for guanine.  It forms
N7-methylguanosine (see Eq. 5-18) which upon heating
with the strong base piperidine at 90°C undergoes
addition of hydroxyl ion with ring opening and dis-
placement of the modified base according to Eq. 5-26.
The product, a glycosylamine of piperidine, is in
equilibrium with a Schiff base which can undergo
chain cleavage as in Eq. 5-21.

A second sample of DNA is treated with a piperidine-
formate buffer of pH 2 in the cold.  This promotes the
acid depurination of both guanine and adenosine.
A third sample is treated with hydrazine, with both
cytidine and thymidine being cleaved to ribosylurea
according to Eq. 5-13.  Again, this is followed by dis-
placement and β elimination (Eq. 5-21) catalyzed by
piperidine.  The fourth sample is also treated with
hydrazine but in the presence of a high concentration
of NaCl which inhibits the reaction with thymidine,
by lowering the pKa of the thymine, and allows the
cleavage to be more nearly specific for cytidine.  Each
of the reactions is conducted in such a way that on the
average only one cleavage event occurs per molecule
of DNA.  Since the cleavages occur at many different
points, a family of nested radioactively labeled oligo-
nucleotides, one from each original molecule, is pro-
duced.  When these are sorted by polyacrylamide gel
electrophoresis, the pattern of the oligonucleotides
in the four adjacent channels allows the nucleotide
sequence to be read directly from the autoradiogram.

The Maxam–Gilbert method doesn’t require
synthesis of a primer and it sometimes works well for
sequences that are difficult to obtain with the Sanger–
Coulson procedure.  The two methods may both be
used to provide additional certainty about a sequence.
The Maxam–Gilbert method is very convenient for
sequencing small oligonucleotides which often react
poorly with the polymerase used for the chain termi-
nation method.  The method usually requires that a
restriction map be prepared.

Sequencing RNA.  The first known RNA sequence,
that of an alanine tRNA, was determined by Holley
and associates in 1965.  The RNA was subjected to
partial hydrolysis with pancreatic ribonuclease and
ribonuclease T1 (Fig. 5-43).  The small oligonucleotide
fragments were separated by ion exchange chromato-
graphy under denaturing conditions (7 M urea) and
were then characterized individually.645  The availability
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of additional enzymes such as ribonuclease U2, the B
cereus ribonuclease and ribonuclease Phy M of Physarum
(Fig. 5-43) and the use of radiolabeling and of two-
dimensional fingerprinting of digests have made the
procedures more versatile.646  A valine tRNA was se-
quenced independently by Bayev647 and Campbell.648

Since the development of the rapid methods for
sequencing DNA, many mRNA sequences have been
determined by using reverse transcriptase to make a
cDNA strand complementary to the RNA.  The cDNA
is then sequenced.649  Rapid sequencing methods parallel
to those used for DNA have also been devised.650– 652

Nearest neighbor analysis.  A technique developed
by Kornberg and associates before the availability of
sequencing methods is the nearest neighbor sequence
analysis.  Using a single radioactive 32P-containing
nucleoside triphosphate together with the three other
unlabeled nucleoside triphosphates, a primer chain
of DNA is elongated from the 3' end along a ssDNA
template chain using a DNA polymerase.  The incor-
poration of 32P from the α position of the nucleotide
triphosphate occurs in the bridge phosphates that
connect the nucleotide originally carrying the 32P to
the 3' position of the neighboring nucleotide.  Cleavage
of the 32P-containing product of the reaction with a
mixture of micrococcal DNase and spleen phospho-
diesterase, which catalyze b-type cleavage (Fig. 5-43),
gives fragments in which the 32P will now be attached
to what was the 5’ nearest neighbor to the radioactive

nucleotide in the DNA.72,653  Measurement of the
radioactivity in each of the 3' nucleotides of thymine,
cytosine, adenine, and guanine gives the frequencies
of the adjacent pairs, TA, CA, AA, and GA.  Using the
other radioactive nucleoside triphosphates one at a
time in separate experiments, all of the nearest neighbor
frequencies can be obtained.  From such an experiment
it was possible to deduce that the strands in the double
helix were oriented in an antiparallel fashion, as pre-
dicted by Watson and Crick.  If the strands had been
parallel, different nearest neighbor frequencies would
have been observed.

Understanding sequences.  Sequences of over 20
million nucleotides from hundreds of organisms had
been determined by 1988 and the number is doubling
each 2 – 3 years.654  Sequencing the human genome has
required rates of millions of bases per day.  With the
massive amount of data already available it has become
of great interest to compare sequences of genes, whether
they encode similar or dissimilar proteins, to make
comparisons between species, and to search for
sequences that bind specific proteins or that encode
particular regulatory signals.  Relationships of common
evolutionary origin or homology as well as other
sequence similarities are often sought.

To handle the mass of existing data, powerful
computer programs have been developed and various
graphical procedures have also been developed to
help the human mind comprehend the results.654,655

One important problem is to define and locate what
are called consensus sequences.  The problem is best
illustrated by examples.654  The cleavage site for the
EcoRI restriction endonuclease is GAATTC.  There
is no ambiguity.  In a DNA of random sequence this
would be expected to occur by chance in about (1/ 4)6

nucleotides (4 kb).  On the other hand, the HinII re-
striction endonuclease cleaves within the consensus
sequence GTYRAC where Y = C or T and R = A or G.
It would be expected to occur by chance in about 1/45

nucleotides.  Many binding sites for RNA polymerase,
the so called promoters (Chapter 28) contain the
consensus sequence TAtAaT, at position -10, ahead of
the 5' end of the sequence that is transcribed into mRNA.
The lower case t and a used here imply that other
nucleotides may often replace T or A at these positions.
There are many promoters and over 70% of those
described have this consensus sequence.  All have the
less restricted sequence TAxxxT, where x may be any
nucleotide.  Our definition of consensus sequence is some-
what arbitrary.  Now consider the problem of locating
a – 35 site whose consensus sequence is TTGACA
but which may, for different genes, be shifted back-
ward or forward by a nucleotide or two.  This is a
consensus sequence.  Therefore, in many cases one
or more substitutions in the sequence will have been
made.  The result is that the sequence of nucleotides in
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which the consensus sequence is to be found is likely
to appear entirely random.  Sophisticated computer
programs are helpful in locating it.654

8.  Protein–DNA Interactions

The most detailed information about interactions
of proteins with DNA is coming from X-ray crystallo-
graphic studies.  Examples are seen in Figs. 5-35 to 5-40.
Several other methods have also been very useful.
Much has been learned from the effects of mutations
in DNA-binding proteins or in regions of DNA to which
a protein binds.  Binding of proteins to DNA can also
be recognized by its effects on the mobility of DNA
during gel electrophoresis.656,657  Chemical658 or laser-
induced crosslinking can show that within a complex
a specific residue in a protein is adjacent to a certain
sequence in the DNA.

The technique of protection mapping or “foot-
printing” is widely used to determine which nucleo-
tides in a sequence are covered by a bound protein.659

A reagent which attacks and cleaves DNA nearly
randomly is used.  DNase I was first introduced for
this purpose659 and has been used widely.  An impor-
tant finding is that certain sites that are readily cleaved
(hypersensitive sites) are frequently located in chro-
matin undergoing transcription.  Footprinting has also
been accomplished with other nucleases, with dimeth-
ylsulfate (which acts on A and C), with carbodiimides
(which act on U and G), and with the Maxam–Gilbert
guanine-specific cleavage (Eq. 5-26).  One of the most
popular methods employs cleavage by hydroxyl radi-
cals.660 – 663 Photofootprinting depends upon decreased
or increased sensitivity to ultraviolet light at sites
bound by proteins.214,662,664  In footprinting experiments
the DNA to be studied is radioactively labeled at one
end of one strand.  In the absence of the protecting
protein, denaturation and electrophoresis of the cleaved
fragments yields a nearly random “ladder” of DNA
fragments.  In the presence of the binding protein some
cleavage products will be missing from the ladder.  The
bound protein leaves a “footprint” (Fig. 5-50A,C).

Related methods are being applied to the determi-
nation of the secondary structure of RNA molecules665,666

and to the study of interactions with proteins.  For
example, treatment with dimethyl sulfate under appro-
priate conditions methylates bases that are not paired,
giving largely 1-methyladenosine and 3-methyl-
cytidine.667

9.  Nuclear Magnetic Resonance

Much of the initial effort to study polynucleotides
by NMR spectroscopy was directed toward transfer
RNAs, only a few of which have been crystallized in a

form suitable for X-ray diffraction.  Study of the other
tRNAs by NMR techniques has established that all
of the tRNAs have a similar architecture and that the
structures observed in the crystals are preserved in
solution.668  Figure 5-51 shows the low-field end of the
NMR spectrum of a valine-specific tRNA from E. coli.
The spectrum is run in H2O rather than D2O so that
exchangeable hydrogens in the hydrogen bonds of
the Watson–Crick base pairs can be observed.669  The
protons giving rise to the downfield resonances are
primarily those attached to nitrogen atoms of the rings
and in hydrogen-bonded positions.  These protons are
shielded by adjacent electron-donating groups and by
their attachment to the semiaromatic rings of the bases.
The NMR signals are further shifted downfield to
varying degrees depending upon whether or not the
proton being observed is attached to a base that is
stacked with other bases.  The size of the shift also
depends upon which neighboring bases are present.
The proton on N-3 of AU base pairs is deshielded
more than the proton on the N-1 of GC base pairs.
Therefore, the AU protons appear further downfield
than the GC protons.  The stronger ring current in A
than in C enhances this separation.

All of the resonances in Fig. 5-51 have been
assigned to particular bases.  This was done in part by
varying the temperature, changing the magnesium
ion concentration, and predicting shifts caused by
ring currents in adjacent bases making use of the X-ray
crystal structures.  NMR spectra of hairpin helical frag-
ments also provided essential information.  From inte-
gration of the areas under the peaks it was concluded
that the 20 resonances seen below – 11 ppm represent
27 protons.  Twenty of these are in Watson-Crick base
pairs and correspond to those expected from the X-ray
structure.  Six more belong to protons involved in
tertiary interactions, such as base pair triplets or non-
Watson–Crick pairs.  One of these, labeled “G” in the
figure, is in the dihydrouridine stem and involves the
ring proton of N-1 of m7G46 which is hydrogen bond-
ed to N-7 of G22 in the major groove of the RNA.  G22
is located at the beginning of the “extra loop.”

Measurements of the NOE of nearby protons in
both small RNA molecules668,669 and DNA oligonu-
cleotides670,671 provided much additional information.
Figures 5-51B and C show NOESY spectra of the
tRNAVal and the way in which weak cross-peaks
between the H-bonded imino protons in adjacent base
pairs (Fig. 5-51B) can be used to establish connec-
tivities.669  Beginning with resonance B, it is possible
to establish the sequence of the NH groups giving rise
to these resonances as OBUGJNT.  Using other data as
well, it was concluded that these represent the seven
base pairs of the acceptor stem (see Fig. 5-30), with
resonance C representing the first GC pair, resonance
B the second, etc.  Resonance A was identified as
coming from the base triplet containing a Hoogsteen
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base pair of 4-thiouracil at position 8 with A14 (see Fig.
5-7).  Its connectivity to the sequence KCEO is also
outlined in Fig. 5-51B.  However, it could not be estab-
lished without additional data which also helped to
identify the sequence O-K as residues 10 – 13 of the
dihydrouracil stem.  Peak O is a multiproton peak
representing not only GC 10 but also UA 7.  In general,
the GC protons are at the higher field side of the spec-
trum and the AU protons at the lower side.  However,
AU 7 is shifted to an anomolously high position.
Cross-peaks between imino protons of uracil and the
nearby C2 protons of adenine in Watson–Crick AU base
pairs or C8 protons of Hoogsteen AU pairs can be ob-
served in the 6.5 – 9 ppm region as shown in Fig. 5-35B.
This region also contains information about other
protons bound to the nuclei acid bases.

Figure 5-50 (A) Hydroxyl radical footprints of phage
λ repressor on both strands of the 120-bp restriction
fragment of E. coli DNA carrying the OR1 operator
sequence. “Bottom” and “top” refer to the DNA
strands as drawn in (C), and as diagrammed in (B).
Labeling of the 5' end of the Bgl II restriction fragment
afforded data for the bottom strand and labeling of
the 3' Bgl II end afforded data for the top strand.  Lanes
1 and 12, untreated DNA, labeled on the bottom and
top strands, respectively;  lanes 2 and 10, products of
DNase I digestion of DNA labeled on the bottom and
top strands, respectively, with no repressor present;
lanes 3 and 11, products of DNase I digestion of DNA
labeled on the bottom and top strands, respectively,
complexed with λ repressor (675 nM); lanes 4 and 9,
products of Maxam–Gilbert guanine-specific sequenc-
ing reactions performed on DNA labeled on the bottom
and top strands, respectively; lanes 5 and 6, products
of hydroxyl radical cutting of DNA labeled on the
bottom strand, complexed with λ repressor.  Lane 5,
90-nM λ repressor and lane 6, 675-nM λ repressor.
Lanes 7 and 8, products of hydroxyl radical cutting
of DNA labeled on the top strand, complexed with λ
repressor.  Lane 7, 675 nM λ repressor.  Lane 8, 90 nM
λ repressor.  The labels a, b, c, a’, b’, and c’ mark the
hydroxyl radical footprints.  Courtesy of Thomas
Tullius.661

H.  Methods of Study

Similar techniques are being used for the study of
DNA.672  The presence of a second hydrogen in the 2'
position of the deoxyribose rings of DNA adds several
H-H distances (Fig. 5-52) that can be measured in addi-
tion to those seen in RNAs.  Characteristic differences
are seen in the NOESY plots of A, B, and Z forms of
DNA.670,671,673,674  Although detailed structural infor-
mation has been obtained for short segments of DNA,
spectra of larger oligonucleotides are impossible to
analyze with two-dimensional methods because of
extensive overlap of resonances.665  The difficulty is
already apparent in the 17 base pair DNA segment for
which a one-dimensional spectrum as well as COSY
and NOESY spectra are shown in Fig. 5-53.

Some help with the complexity can be obtained
by incorporation of 13C-enriched methyl groups into

A

C

B



268 Chapter 5.  The Nucleic Acids

a
b
cd
g

o

15.0 14.0 13.0 12.0 11.0 10.0 9.0 8.0 7.0

15.0

14.0

13.0

12.0

11.0

10.0

9.0

8.0

7.0

A
B C

D

E
F

G H

I

J L

K

M

N

O

PQ

R
S

T

U
V

W X

15 14 13 12 11 10 ppm

10

11

12

13

14

15

E C

O
K

R

U

O

GN
J T

K

P
L

V
F

Q
D

H2’

AH8

H2’’

H2’
TH5

H2’’
H2’

TMe

AH8

H

H

H

H

H

H

H

H

H
A

T

A

Figure 5-52  Segment of a DNA chain in the B conformation illustrating
some intrachain NOEs that may be observed.  The close juxtaposition of
proton pairs is provided by the H2'-endo (2E) conformation of the sugar
rings with anti base conformation (Fig. 5-11).  After Cohen.675

Figure 5-51  (A)  The low-field region of the one-dimensional 1H NMR spectrum of E. coli tRNA1
Val at 27°C in H2O.  Resonances

are identified by letters A – X.  (B)  NOESY spectrum of the same tRNA under similar conditions showing the imino-imino NOEs.
In the lower right sector the connectivity traces of the acceptor helix and dihydrouridine helix are shown as solid and dotted
lines, respectively.  In the NOESY sample the two protons in peak EF are partially resolved whereas the two protons in peak
T have coalesced.  (C)  NOESY spectrum of E. coli tRNA1

Val at 32°C showing the imino and aromatic proton regions.  AU-type
imino protons have been connected horizontally by a dotted line to the cross-peak of their proximal C2-H or C8-H in the 7 to 9
ppm region, which has been labeled with the corresponding lower-case letter.  From Hare et al.669 Courtesy of Brian Reid.
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Figure 5-53  (A) 1H NMR spectrum of a 17 base-pair DNA segment from the operator sequence OR3 from bacteriophage λ in
D2O at 37°C.  (B)  Combined COSY above the diagonal and NOESY (below the diagonal) spectra.  C5H and C6H J coupling is
established from cross-peaks in box d for cytosines and in box a for thymines.  Two unresolved cross-peaks give rise to the more
intense spots marked by arrows.  Box b contains cross-peaks from scalar coupling of the two H2' protons to the H1' protons
of the deoxyribose rings.  Most of the aromatic proton resonances could be assigned using the NOE cross-peaks in box f.  For
further details see Wemmer et al.676  See also Bax and Lerner.672  Courtesy of B. Reid.
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278 Chapter 5.  The Nucleic Acids

1. Describe the typical distribution pattern of RNA
and DNA in bacterial cells and in eukaryotic cells.

2. Draw the structures of the Watson–Crick base
pairs guanine – cytosine (GC) and adenine – thym-
ine (AT).  Also draw the GU pair, which is not a
Watson – Crick pair.

3. Draw the tautomeric structures possible for the
cation formed by protonation of 9-methyladenine.

4. What unusual base pairs could arise from a minor
tautomer of cytosine or from a minor tautomer of
guanine?

5. The minor imino tautomeric form of adenosine
occurs infrequently in DNA.  Can this cause muta-
tions?  Explain; draw structures to illustrate your
answer.

6. Will the substitution of hypoxanthine for adenine
in DNA result in mutation?  Explain.

7. Why is the methylation of DNA to form O6-methyl
guanine mutagenic?

8. Draw the structure of a dinucleotide that might be
obtained by the partial hydrolysis of RNA.  Indicate
the following:
a) The 5' end
b) The 3' end
c) The torsion angle χ
d) The point of cleavage by pancreatic ribonuclease
e) The point of cleavage by periodic acid
f) Two points at which the structure might be

methylated by modifying enzymes
acting on a polynucleotide

9. Draw the structure of guanosine-5'-phosphate in
such a way that the configurations of the sugar
ring and of the glycosidic linkage are clearly indi-
cated.  State whether you have drawn a syn or an
anti conformer.  Circle the most acidic proton in
the guanine ring and indicate its approximate pKa.
Which is the most basic center?  What is the ap-
proximate pKa of the conjugate acid?

10. What are the chemical functional groups in DNA?
In RNA?

Study Questions

11.  Electrophoresis of a mixture of the dinucleotides
ApC and ApU at pH 3.5 separates two compo-
nents.  Identify these and explain the order of
migration.  Be as quantitative as possible.

12.  Draw the structure of the predominant form of
pGpC as it occurs at pH 3.5.

13.  Why is DNA denatured at pH 11?

14.  Draw a schematic representation of the polynucle-
otide portion of a DNA molecule and of an RNA
molecule and indicate positions of cleavage by the
following treatments:
a) Mild HCl
b) More vigorous HCl
c) Mild NaOH
d) More vigorous NaOH
e) Pancreatic RNase
f) Pancreatic DNase
g) Splenic DNase
h) Splenic phosphodiesterase
i) Snake venom phophodiesterase
j) Dnase from Micrococcus

15.  A sample of DNA from a virus was hydrolyzed by
acid and was found to have the following base
composition (in mol%): adenine, 30; thymine, 39;
guanine, 18; cytosine, 13.  This differs from that of
most DNA preparations.  Offer a possible explana-
tion.  Sketch the expected temperature-absorbance
profile of this DNA.  Do you expect much hyper-
chromicity?  Explain your answer.

16.  Adenine is found to constitute 16.3% of the nucleic
acid bases in a sample of bacterial DNA.  What are
the percentages of the other three bases?

17.  For the following DNA sequence

3'-CGATACGGCTATGCCATAGGC-5'

write a) the sequence of the complementary
DNA strand;

b) the sequence of the corresponding
segment of mRNA formed using the
DNA segment above as the template;

c) the amino acid sequence encoded by
this segment.

18.  What is the molecular mass of a segment of B-DNA
that encodes a 386-residue protein?  What is the
length in nm?  in Å?  Do not make allowance for
introns.
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Study Questions

19.  Complete the following table:

Protein
Polysaccharide
Nucleic acid
Teichoic acid
Poly-β-hydroxybutyrate

20.  What is meant by the Tm of a DNA sample?  How
does T m vary with base composition and what is
the explanation of this?

21.  Isolated “naked” bacterial DNA, from which
proteins have been removed, is supercoiled.  DNA
in the bacterial chromosome is also supercoiled.
When naked DNA is nicked, its supercoiling is
abolished.  In contrast nicking the chromosomal
DNA does not abolish its supercoiling.  Explain.

22.  A closed circular duplex DNA has a 90 base-pair
segment of alternating G and C residues.  Upon
transfer to a solution containing a high salt concen-
tration,  this segment undergoes a transition from
the B conformation to the Z conformation.
a) Explain why the high salt concentration

induces a B→ Z transformation.
b) What changes would you expect in (1) the

linking number Lk, (2) the writhe Wr, and (3)
the twist Tw of the DNA as a result of this
transition.

23.  Name two or more characteristics of a DNA se-
quence or of its environment that will favor con-
version of B-DNA into Z-DNA.

24.  Suppose one double helical turn of a superhelical
DNA molecule changes from a B conformation to
the Z conformation.  Calculate the approximate
changes in (1) the linking ∆Lk, (2) the writhe ∆Wr,
and (3) the twist ∆Tw of the DNA as a result of this
transition.  Show your calculations and explain
your answers.  For this problem assume that the B
form of DNA has 10.4 bp per turn.  Why is the B→
Z transition favored in naturally occurring super-
coiled DNA?

25.  A circular DNA plasmid of length 1144 bp is super-
coiled with a twist (Tw) of 110.  Assume that the
DNA has 10.4 bp per turn in its relaxed state.
a) What is the linking number Lk and the writhe

Wr in the plasmid?
b) Is the plasmid negatively or positively super-

coiled?
c)  Ethidium bromide is an intercalating agent that

inserts between the stacked base pairs, separat-
ing the stacks and causing local unwinding
that decreases the value of Tw.  What effect
would ethidium bromide have on the migra-
tion rate of the plasmid during electrophoresis?

d)  If part of the plasmid were to undergo a transi-
tion from B-DNA to Z-DNA, what would be
the effect on Lk, Tw, and Wr?

26.  You have been given a sample of nucleic acid,
describe two ways you could determine whether
it is RNA or DNA and two ways to determine
whether it is single- or double-stranded.

27.  What conclusions can you draw about the nature
of the protein binding site on DNA from the obser-
vation that methylation of cytosine residues in the
protein-recognition sequence inhibits protein
binding?

28.  The anticodon loop of one of the tRNA Gly mole-
cules from E. coli is as follows.  Identify the anti-
codon, reading from 3' to 5'.  This tRNA recognizes
two different Gly codons.  What are they?  Write
them from 5' to 3'.

The complete tRNA contains 75 nucleotides.
Sketch the rest of the molecule in the cloverleaf
representation.  Label the 5' and 3' ends and the
dihydrouridine and TψC loops.  What are the last
three nucleotides at the 3' end?

29.  Are viruses alive?  Explain your answer.
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Ice and water are in equilibrium at 0°C and atmospheric pressure.  When ice melts under these conditions
the heat Q absorbed from the surroundings is the enthalpy change, ∆H, which equals 6.008 kJ mol–1.  For
a reversible reaction the entropy change, ∆S, equals ∆H/T and the entropy increases when the ice melts
by 6.008 x 103 J / 273.16 = 22.0 JK–1.  Along the frozen edges of the river the ice and water are not in a true
equilibrium but in a steady state.  It is an open system in which water flows and energy is exchanged
with the surroundings.  Similarly, the cells of Vorticella represent open systems through which water and
nutrients flow, and energy is exchanged with the surrounding water.  Many chemical reactions within the
cells are near equilibrium while the organism maintains its own structure.  Photos: Frosty River, Banff
Natl. Park, Alberta © Stephen J. Kraseman;  Vorticella courtesy of Ralph Buchsbaum.
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Thermodynamics and Biochemical Equilibria 6

We all know from experience the importance of
energy to life.  We know that we must eat and that
hard work not only tires us but also makes us hungry.
Our bodies generate heat, an observation that led
Lavoisier around 1780 to the conclusion that respira-
tion represented a slow combustion of foods within
the body.  It soon became clear that respiration must
provide the energy for both the mechanical work done
by muscles and the chemical synthesis of body constit-
uents.  All organisms require energy and the ways in
which living things obtain and utilize energy is a major
theme of biology.

The discovery of the first and second laws of
thermodynamics permitted the development of precise,
quantitative relationships between heat, energy, and
work.  It also allowed chemical equilibria to be
understood.  Modern biochemical literature abounds
with references to the thermodynamic quantities
energy E, enthalpy H, entropy S, and Gibbs energy
(also called free energy) G.  The purposes of this chapter
are:  (1) to provide a short review of thermodynamic
equations, (2) to provide tables of thermodynamic
quantities for biochemical substances and to explain
the use of these data in the consideration of equi-
libria in biochemical systems, and (3) to introduce
the adenylate system, which consists of adenosine
triphosphate (ATP), adenosine diphosphate (ADP),
adenosine mono-phosphate (AMP), and inorganic
phosphate (Pi).  This system plays a central role in
energy metabolism, and (4) to provide a quantitative
understanding of the effects of pH and of metal ions
on biochemical equilibria. Many readers will want to go
directly to Section D, which deals with the adenylate system
and its significance for life.

A.  Thermodynamics

Thermodynamics is concerned with the quantita-
tive description of heat and energy changes and of
chemical equilibria.1– 10  Knowledge of changes in
thermodynamic quantities, such as ∆H and ∆S, enables
us to predict the equilibrium positions in reactions and
whether or not under given circumstances a reaction
will or will not take place.  Furthermore, the consider-
ation of thermodynamic quantities provides insight into
the nature of forces responsible for bonding between
molecules, enzymatic catalysis, functioning of DNA
and RNA, and many other phenomena.

It is important to realize that while thermodynamic
information will tell us whether or not a reaction can
take place it says nothing about the rate of the reaction.
It will not even say whether a reaction will proceed at
all within a given period of time.  This has led to the
occasional assertion that thermodynamics is not rele-
vant to biochemistry.  This is certainly not true; it is
important to understand energy relationships in bio-
chemical reactions.  At the same time, one should avoid
the trap of assuming that thermodynamic calculations
appropriate for equilibrium situations can always be
applied directly to the steady state found in a living cell.

Thermodynamics is an exact science and its laws
deal with measurable quantities whose values are
determined only by the state of the system under
consideration.  For example, the system might be the
solution in a flask resting in a thermostated bath.  To
specify its state we would have to say whether it is
pure solid, liquid, or gas, or a solution of specified
composition and give the temperature and pressure.
The flask, the bath, and everything else would be
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(6-3)

(6-4)

(6-1)

called surroundings or environment.  The system plus
surroundings is sometimes referred to as the universe.

1.  The First Law of Thermodynamics

The first law of thermodynamics asserts the con-
servation of energy and also the equivalence of work
and heat.  Work and heat are both regarded as energy
in transit.  Heat may be absorbed by a system from the
surroundings or evolved by a system and absorbed in
the surroundings.  Work can be done by a system on
the surroundings or it can be done on a system.  The
first law postulates that there is an internal energy E
(also designated U), which is dependent only on the
present state of the system and in no way is dependent
upon the history of the system.  The first law states
that E can be changed only by the flow of energy as heat or
by work.  In other words, energy can neither be created
nor destroyed.

In mathematical form, the first law is given as
follows:

∆E E E Q W= − = −(products) (reactants)

Here Q is the heat absorbed by the system from the
surroundings and W is the work done by the system
on the surroundings.  Energy, heat, and work are all
measured in the same units.  Chemists have tradition-
ally used the calorie (cal) or kilocalorie (kcal) but
are switching to the SI unit, the joule (Table 6-1).10a

Work done by the system may be mechanical (e.g., by
changing the volume of the surroundings), electrical
(e.g., by charging of a battery), or chemical (e.g., by
effecting the synthesis of a polypeptide from amino
acids).

2.  Enthalpy Changes and Thermochemistry

We are most often interested in the changes in the
thermodynamic functions when a chemical reaction
takes place; for example, the heat absorbed by the
system within a bomb calorimeter where the volume
stays constant (QV) is a direct measure of the change in E:

Q EV = ∆

To measure ∆E for combustion of a biochemical com-
pound, the substance may be placed in a bomb together
with gaseous oxygen and the mixture ignited within
the calorimeter by an electric spark.  In this case, heat
will be evolved from the bomb and will pass into the
surroundings.  QV and ∆E will be negative.  The bomb
calorimeter is designed to measure QV and thereby to
give us a way of determining ∆E for reactions.

Processes at constant pressure. Chemical and
biochemical reactions are much more likely to be con-
ducted at constant pressure (usually 1 atm) than they
are at constant volume.  For this reason, chemists tend
to use the enthalpy H more often than the internal
energy E.

H = E + PV

It follows from Eq. 6-3 that if the pressure is constant, ∆HP

is equal to ∆EP + P ∆V .  Since in a process at constant
pressure, P ∆V is exactly the pressure–volume work
done on the surroundings, the heat absorbed at constant
pressure (Q

P
) is a measure of ∆HP.

Since enthalpy changes can be obtained directly
from measurement of heat absorption at constant
pressure, even small values of ∆H for chemical and
biochemical reactions can be measured using a micro-
calorimeter.11,12  Using the technique of pulsed acoustic
calorimetry, changes during biochemical processes can
be followed on a timescale of fractions of a millisecond.
An example is the laser-induced dissociation of a
carbon monoxide–myoglobin complex.13

The term enthalpy was coined to distinguish H from
E, but we sometimes tend to be careless about language
and many discussions of energy in the literature are
in fact about enthalpy.  The difference is often not
significant because if the pressure–volume work is
negligible, E and H are the same.

Enthalpies of combustion and physiological
fuel values. The heat of combustion (–∆Hc) of an
organic substance is usually determined from ∆Ec,
which is measured in a bomb calorimeter.  Since ∆EV

and ∆EP  are nearly identical, it follows that ∆HP = ∆EV

+ P ∆V.  Here ∆V is the volume change which would
have occurred if the reaction were carried out
at constant pressure P; thus, ∆HP can be estimated by
calculation.  Since ∆H is desired for combustion to
carbon dioxide, water, elemental nitrogen (N2), and
sulfur, correction must be made for the amounts of the
latter elements converted into oxides.  By these proce-
dures, it has been possible to obtain highly accurate
values of ∆Hc both for biochemical compounds and
for mixed foodstuffs.  In nutrition, – ∆Hc is sometimes
referred to as the gross energy.  Values are usually
expressed in kilocalories (kcal) by chemists but often
as Cal (with a capital C) in the nutritional literature.

Caloric values of foods (physiological fuel values)
are enthalpies of combustion but with an opposite
sign, (– ∆Hc), and corrected for energy lost in urine
(e.g., as urea) and feces.  While enthalpies of combustion
of foods are all negative, the caloric values are given
as positive numbers.  Caloric values for proteins are

(6-2)

QP = ∆EP + P ∆V = ∆HP
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calculated for the conversion of the nitrogen to urea,
the major nitrogenous excretion product in mammals,
rather than to elemental nitrogen.  Typical values are
shown in Table 6-2.

From a thermochemical viewpoint, can a human
or animal be regarded as just a catalyst for the com-
bustion of foodstuffs?  To answer this question, large
calorimeters were constructed into which an animal or
a human being was placed.  If, while in the calorimeter,
the subject neither gained nor lost weight, the heat
evolved should have been just equal to –∆H for com-
bustion of the food consumed to CO2, water, and urea.
That this prediction was verifed experimentally does
not seem surprising, but at the time that the experi-
ments were first done in the early years of the century
there may have been those who doubted that the first
law of thermodynamics applied to mammals.

In practice, animal calorimetry is quite complicated
because of the inherent difficulty of accurate heat
measurements, uncertainties about the amount of food
stored, and the necessity of corrections for ∆Hc of the
waste products.  However, the measurement of energy
metabolism has been of considerable importance in
nutrition and medicine.  Indirect methods of calorime-
tery have been developed for use in measuring the basal
metabolic rate of humans.  For a good discussion see
White et al.14

The basal metabolic rate is the rate of heat evolution
in the resting, postabsorptive state, in which the subject
has not eaten recently.  In this condition, stored foods
provide the energy and are oxidized at a relatively
constant rate.  The basal metabolic rate tends to be
proportional to the surface area; which can be approxi-
mated (in units of m–2) as 1/60 [height (cm) × mass
(kg)].15  For a young adult female, the basal metabolic
rate is typically ∼154 kJ h–1 m–2 and for a young adult
male ∼172 kJ h–1 m–2.  This is ∼320 – 360 kJ h–1 for a 70-kg
person.  Note that 360 kJ h–1 is the same as the power
output of a 100-watt lightbulb.  While there is consid-
erable variation among individuals, basal metabolic
rates far below or above normal may indicate a patho-
logical condition such as an insufficiency or oversupply
of the thyroid hormone thyroxine.  Metabolic rates fall
somewhat below the basal value during sleep and are
much higher than basal during hard exercise.  A human
may attain rates as high as 2500 kJ (600 kcal) per hour.
At a basal rate of 320 kJ (76 kcal) per hour, a person
requires 7680 kJ (1835 kcal) each 24 h to supply his or
her basal needs, plus additional energy during periods
of muscular exercise.  Routine light exercise as in the
office or during housework increases metabolism to
about double the basal rate.  Although the caloric values
in Table 6-2 are reliable for prediction of metabolic
energy needs, they must be adjusted to predict the
efficiency of utilization for growth.  In one study16 a
group of rats deposited 28% of the available energy
from sucrose as body protein and fats, but fats were
deposited with an efficiency of 36%.

The joule, SI unit of energy
1 J = 1 kg m2 s–2

= 1 N m (newton meter)
= 1 W s (watt second)
= 1 C V (coulomb volt)

Thermochemical calorie
1 cal = 4.184 J

Large calorie
1 Cal = 1 kcal = 4.184 kJ

Work required to raise 1 kg 1 m on earth
(at sea level) = 9.807 J

Gibbs energy of hydrolysis of 1 mole of ATP
at pH 7, millimolar concentrations =
– 12.48 kcal = – 52.2 kJ

Work required to concentrate 1 mole of a substance
1000-fold, e.g., from 10–6 to 10–3 M
= 4.09 kcal = 17.1 kJ

Avogadro’s number, the number of particles in a mole
N = 6.0220 x 1023

Faraday 1 F = 96,485 C mol–1 (coulombs per mole)

Coulomb 1 C = 1 A s (ampere second)
= 6.241 x 1018 electronic charges

The Boltzmann constant
kB = 1.3807 x 10–23 J deg–1

The gas constant, R = N kB

R = 8.3144 J deg–1 mol–1

= 1.9872 cal deg –1 mol–1

= 0.08206 1 atm deg–1 mol–1

and at 25°C RT = 2.479 kJ mol–1

The unit of temperature is the kelvin (K); 0°C =
273.16 K

ln x = 2.3026 log x

One atmosphere (atm) = 101.325 kilopascals (kPa)

TABLE 6-1
Units of Energy and Work and the Values of Some
Physical Constants

TABLE 6-2
Caloric Values of Food Components

Component Caloric values per gram

Carbohydrates 4.1 kcal 17 kJ

Pure glucose 3.75 kcal 15.7 kJ

Lipids 9.3 kcal 39 kJ

Proteinsa 4.1 kcal 17 kJ
a Nitrogen excreted as urea.

A.  Thermodynamics
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(6-5)

(6-6)

3.  The Second Law of Thermodynamics

Why does heat flow from a warm body into a cold
one?  Why doesn’t it ever flow in the reverse direction?
We can see that differences in temperature control the
direction of flow of heat, but this observation raises
still another question:  What is temperature?  Reflec-
tion on these questions, and on the interconversion of
heat and work, led to the discovery of the second law
of thermodynamics and to the definition of a new
thermodynamic function, the entropy S.

Consider the melting of ice.  This is a phase transi-
tion that usually takes place at constant temperature
and pressure.  At a temperature just above 0°C ice
melts completely, but at a temperature just below 0°C
it does not melt at all.  At 0°C we have an equilibrium.
In the language of thermodynamics, the melting of ice
at 0°C is a reversible reaction.  What criterion could
be used to predict this behavior for water?  For many
familiar phenomena, e.g., combustion, a spontaneous
reaction is accompanied by the evolution of a large
amount of heat, i.e., ∆H is negative.  However, when
ice melts it absorbs heat.  The ∆H of fusion amounts to
6.008 kJ mol–1 at 0°C and is nearly the same just below
0°C, where the ice does not melt, and just above 0°C,
where the ice melts completely.  In the latter case, the
melting of ice is a spontaneous reaction for which ∆H
is positive.  It is clear from such facts that the sign of the
enthalpy change does not serve as a criterion of spontaneity.

A correct understanding of the ice–water transi-
tion came when it was recognized that when ice melts
not only does H increase by 6.008 kJ mol–1, as the mole-
cules acquire additional internal energy of translation,
vibration, and rotation, but also the molecules become
more disordered.  Although historically entropy was
introduced in a different context, it is now recognized
to be a measure of “microscopic disorder.”  When ice
melts, the entropy S increases because the structure
becomes less ordered.

The second law of thermodynamics is stated in
many different ways, but the usual mathematical
formulation asserts that for the universe (or for an
isolated system)

∆S (system + surroundings) = 0
for reversible processes

∆S > 0
for real (nonreversible) processes

The second law is sometimes stated in another way:
The entropy of the universe always increases.

The second law also defines both S and the thermo-
dynamic temperature scale as follows:

dS q Treversible =

Here q is an infinitesimal quantity of heat absorbed
from the surroundings by the system and T is measured
in kelvins (K).  For a reversible phase transition such as
the melting of ice at constant pressure and temperature,
the change in entropy of the H2O is just ∆H/T.

∆ ∆S Q T H TP T) , , reversible = =

Entropy is measured in units of joules per kelvin (or °C)
or calories per K, the latter sometimes being abbreviated
as e. u. (entropy units).  Since the melting of ice at 0°C
is a reversible process, the second law asserts that the
entropy of the surroundings decreases by the same
amount that the entropy of the water increases.  The
value of T ∆S is numerically equal to the heat of fusion,
6.008 kJ mol–1 in the case of water at 0°C.  Thus, the
entropy increase in the ice as it melts at 0°C is 6.008 x
103 J/273.16 K = 22.0 J K–1.

The thermodynamic temperature. The definition
of thermodynamic temperature in kelvins (Eq. 6-8) also
follows from Eq. 6-6.  See textbooks of thermodynamics
for further treatment.

T E S H SV P= =( ) ( )∂ ∂ ∂ ∂

The entropy of a substance can be given a precise
mathematical formulation involving the degree of
molecular disorder (Eq. 6-9).

S k= B ln Ω

Here kB is the Boltzmann constant (see Table 6-1)
and Ω is given precisely as the number of microscopic
states (different arrangements of the particles) of the
system corresponding to a given macroscopic state,
i.e., to a given temperature, pressure, and quantity.  It
increases as volume or temperature is increased and in
going from solid to liquid to gaseous states.  Equation
6-9 is not part of classical thermodynamics (which
deals only with macroscopic systems, i.e., with large
collections of molecules).  However, using the methods
of statistical thermodynamics,17 this equation can be
used to predict the entropies of gases.

The racemization of an amino acid provides a bio-
chemical example that can be related directly to Eq. 6-9.
A solution of an L-amino acid will be efficiently changed
into the racemic mixture of 50% D and 50% L by the
action of an enzyme (a racemase) with no uptake or
evolution of heat.  Thus, ∆H = 0 and the only change
is an entropy change.  Let us designate Ω for the pure
isomer as Ω’.  Since there are just two choices of con-
figuration for each of the N molecules in 1 mole of the
racemate we see that for the racemate

Ω Ω= ′2 N

(6-7)

(6-8)

(6-9)

(6-10)
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Applying Eq. 6-9 we calculate ∆S as follows:

∆ Ω ΩS k k

Nk R

N= + ′ − ′

= = = − −

B B

B
1J K mol

(ln ln ) ln

ln ln .

2

2 2 5 76 1

Entropies from measurement of heat capacities.
It follows from Eq. 6-9 that S = 0 when T = 0 for a
perfect crystalline substance in which no molecular
disorder exists.  The third law of thermodynamics asserts
that as the thermodynamic temperature T approaches
0 K the entropy S also approaches zero for perfect
crystalline substances.  From this it follows that at any
temperature above 0 K, the entropy is given by Eq. 6-12.

S C d Tp

T
= ∫ ln

0

In this equation CP is the heat capacity at constant
pressure:

C H TP P= ( )∂ ∂

If CP is measured at a series of low temperatures down
to near zero K, Eq. 6-12 can be used to evaluate the
absolute entropy S.  If phase transitions occur as the
temperature is raised, entropy increments given by Eq.
6-7 must be added to the value of S given by Eq. 6-12.
For a few compounds, such as water (Chapter 2),

molecular disorder is present in the crystalline state
even at 0 K.  For these substances a term representing
the entropy at 0 K must be added to Eq. 6-12.

The entropies of a few substances are given in
Table 6-3.  Notice how the entropy increases with
increasing complexity of structure, with transitions
from solid to liquid to gas, and with decreasing hard-
ness of solid substances.

Measurements of Cp versus temperature for solu-
tions of macromolecules or for biological membranes
(Fig. 8-9) over a narrower temperature range are also
of interest.  These can be obtained with a differential
scanning calorimeter18,19 or by an indirect procedure.20

Denaturation of polymers or phase changes in mem-
branes may be observed.  Larger values of Cp are ob-
served for open, denatured, or random-coil structures
that are usually present at higher temperatures than
for tightly folded molecules.

4.  A Criterion of Spontaneity:  The Gibbs
Energy

We have seen that while many spontaneous pro-
cesses, e.g., combustion of organic compounds, are
accompanied by liberation of heat (negative ∆H), others
are accompanied by absorption of heat from the sur-
roundings (positive ∆H).  An example of the latter is
the melting of ice at a temperature just above 0°C,
during which there is a large increase in the entropy of
the water.  As we have seen, at 0°C at equilibrium T ∆S
is just equal to – ∆H (Eq. 6-7).

The recognition that ∆H – T ∆S = 0 for a system at
equilibrium led J. W. Gibbs to realize that the proper
thermodynamic function for determining the sponta-
neity of a reaction is what is now known as the Gibbs
energy or Gibbs function G (Eq. 6-14).

G H TS= −

In the older literature the Gibbs energy was usually
called the free energy or Gibbs free energy and was
often given the symbol F.  For a process at constant
temperature and pressure the change in G is given by
Eq. 6-15 in which all quantities refer to the system.

∆ ∆ ∆G H T ST P, = −

For a reversible (equilibrium) process doing only
pressure–volume work:

∆ ∆ ∆G H T ST) , reversible = − = 0

It can also be shown readily that ∆G is negative for any
spontaneous (irreversible) process.  Such a process is
called exergonic.  Likewise, if ∆G is positive, a given

(6-11)

(6-12)

(6-13)

C (diamond) s 0.55 2.3

C (graphite) s 1.36 5.7

Cu s 8.0 33

Na s 12.2 51

H2O (ice) s 9.8 41

H2O l 16.7 70

H2O g (1 atm) 45.1 189

He g 30.1 126

H2 g 31.2 131

N2 g 45.8 192

CO2 g 51.1 214

Benzene g 64.3 269

Cyclohexane g 71.3 298

Entropy S

Substance Stateb cal K–1 mol–1    J K–1 mol–1

a All values are given in entropy units (e.u.) of calories per Kelvin
per mole and in joules per Kelvin per mole at 25°C (298.16 K).

b Here s stands for solid, l for liquid, and g for gaseous.

A.  Thermodynamics

(6-14)

(6-15)

(6-16)

TABLE 6-3
Entropies of Selected Substancesa



286 Chapter 6.  Thermodynamics and Biochemical Equilibria

reaction will not proceed spontaneously and is called
endergonic.  The magnitude of the decrease in the
Gibbs energy (–∆G) is a direct measure of the maximum
work which could be obtained from a given chemical
reaction if that reaction could be coupled in some
fashion reversibly to a system able to do work.  It
represents the maximum amount of electrical work
that could be extracted or the maximum amount of
muscular work or osmotic work obtainable from a
reaction in a biological system.  In any real system,
the amount of work obtainable is necessarily less than
– ∆G because real processes are irreversible, i.e., entropy
is created.

Returning to the older assumption that the magni-
tude of ∆H might be an index of work obtainable, we
note that T ∆S amounts to only a few kilojoules for
most reactions.  Therefore, if ∆H is large, as in the
combustion of foodstuffs, it is not greatly different from
∆G for the same process.  Therefore, we can justify use
of the caloric value of a food as an approximate measure
of the work obtainable from its metabolism in the
body.

5.  Practical Thermochemistry

For thermodynamic data to be useful in chemical
calculations, we must agree upon standard states for
elements and compounds.  If we wish to talk about the
change in the Gibbs energy that occurs when one or
more pure compounds are converted to other pure
substances, we must agree upon a state (crystalline,
liquid, gaseous, or in solution) and upon a pressure
(especially when gases are involved) at which the data
apply.  The standard pressure is usually 1 atm.  Stan-
dard states of the elements are the pure crystalline, solid,
or gaseous materials, e.g., C (graphite), S (crystalline,
rhombic), P (crystalline, white), and N2, O2, and H2
(gaseous).  It is also essential to specify the temperature.
Thermodynamic data are most often given for 25°C,
but there is a standard state for each substance at each
temperature.

It is usually impractical to measure the values of
G or H, but ∆G and ∆H for a chemical reaction can be
evaluated.  Changes in Gibbs energy can be calculated
from tables of ∆G for formation of compounds from
the elements (Eq. 6-17).  These values of ∆Gf can be
obtained experimentally by measuring ∆H of combus-
tion for the compound of interest and for H2, elemental
carbon, and other elements present in the compound
and also by obtaining entropies from heat capacity
measurements.  Many other tabulated ∆Gf values have
been obtained indirectly utilizing data from equilibrium
constants.  The resulting standard Gibbs energies
of formation are given the symbol ∆Gf°. The values of
∆Gf° for the elements in their standard states are all exactly
zero.

Summing changes in Gibbs energy. A conve-
nient feature of thermodynamic calculations is that if
two or more chemical equations are summed, ∆G for
the resulting overall equation is just the sum of the
∆G’s for the individual equations as illustrated in Eqs.
6-17 to 6-20.  The same applies for ∆H and ∆S.

CH COOH C H O

for acetic acid kJ mol

O C CO

for CO kJ mol

O H H O

for H O kJ mol
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−

−

∆

∆

∆

∆
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G °° = − −for acetic acid kJ mol866 8 1.

In this example an equation for the decomposition of
acetic acid into its elements (Eq. 6-17) has been summed
with Eqs. 6-18 and 6-19, which represent the formation
of the proper number of molecules of CO2 and H2O
from the elements.  The sum of the three equations
gives the equation for the combustion of acetic acid to
CO2 and water, and the sum of the ∆G values for the
three equations gives ∆G for combustion of acetic acid.
The resulting value of ∆G is for combustion of pure
liquid acetic acid by oxygen at 1 atm to give CO2 at 1
atm and pure liquid water, all reactants and products
being in their standard states.

The process described in the preceding paragraph
is represented by Eq. 6-21, which is a general equation
for calculation of ∆G° for any reaction from ∆Gf° of
products and reactants.

∆ Σ∆ Σ∆G G G° = ° − °f fproducts reactants( ) ( )

How does the change in Gibbs energy vary if we go
from the standard state of a compound to some other
state?  Consider a change of pressure in a gas.  It is
easy to show (see any thermodynamics text) that

( )∂ ∂G P VT =

Using Eq. 6-22 together with the perfect gas law, we
obtain the relationship (Eq. 6-23) between the Gibbs
energy G of one mole of a substance at pressure P and
the standard Gibbs energy G° at pressure P°.

G G RT
P
P

RT P− ° =
°

=ln ln∆

(6-17)

(6-18)

(6-19)

(6-20)

(6-21)

(6-22)

(6-23)
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(6-28)

(6-27)

Here the bar over the symbol G indicates that the
Gibbs energy is for one mole of substance.  Since P° is
by definition 1 atm, the Gibbs energy change per mole
upon changing the pressure from P ° to P is just RT ln P.

Reactions in solution.  It is customary in books
on thermodynamics to develop most of the important
thermodynamic equations as applied to a perfect gas,
but we will move at this point to a consideration of
biochemical substances in solution. Biochemists are
usually interested in the behavior of substances dis-
solved in relatively dilute aqueous solutions but also
in cytoplasm, in which some concentrations may be
very high.  Sometimes the interest may be in nonaque-
ous solutions.  In any case, it is necessary to establish
a standard state for the solute.  The standard state of a
substance in aqueous solution is customarily taken as
a strictly hypothetical one molal solution (one mole of
solute per kilogram of water) whose properties are those
of a solute at infinite dilution.  An equation exactly anal-
ogous to Eq. 6-23 can be written relating the Gibbs
energy of one mole of dissolved solute Gi to the Gibbs
energy Gi° in the hypothetical standard state of unit
activity and to the activity ai of the solute (Eq. 6-24).

G G RT ai i i= ° + ln

Here the subscript i designates a particular component
in a solution which also contains solvent and, perhaps,
other components.  To be precise, Gi is a partial molar
Gibbs energy, i.e., the changes in total Gibbs energy of
a very large volume of solution when one mole of the
component is added.

From Eq. 6-24 it follows that the Gibbs energy change
for dilution from one activity a1 to another a2 is:

∆G a a RT a a( ) ln ( )dilution from to1 2 2 1=

Equation 6-24 and the equations that follow from it
apply to molal activities.  However, the concentration
can be substituted for activity in very dilute solution
where the behavior of the dissolved molecules approx-
imates that of the hypothetical ideal solution for which
the standard state is defined.  For any real solution, the
activity can be expressed as the product of an activity
coefficient and the concentration (Eq. 6-26).

a c= γ

where a = activity, γ = activity coefficient, and c = molal
concentration.  Thus, to use the tabulations of thermo-
dynamic functions for substances in solution to predict
behavior in other than very dilute solution, we must
multiply the concentration of every component by the
appropriate activity coefficient.  For the approximate

calculations which are often of interest to biochemists,
it is customary to equate concentration with activity.
Furthermore, in dilute solutions, the more usual molar
concentrations (moles per liter) are nearly equal to molal
concentrations.  The same equations can be used with
mole fractions rather than molal concentrations.

�G° and the equilibrium constant. Consider
the following generalized chemical equation (Eq. 6-27)
for reaction of a moles of A with b moles of B to give
products C and D, etc.

    a A  +  b B  + .  .  .   =  c C  +  d D .  .  .

The standard Gibbs energy change ∆G° for the process
is given by Eq. 6-28:

   ∆G°  =  c G°(C) + d G°(D) + .  .  .

– a G°(A) – b G°(B) .  .  .

The symbol G° (A) designates the Gibbs energy of
A, etc.  The value of ∆G for any desired concentrations
of reactants or products can be related to this ∆G° by
applying to each component Eq. 6-24 with the follow-
ing result:

Here aC represents the activity of component C, etc.
This useful equation permits us to calculate ∆G for
the low concentrations usually found in biochemical
systems.  These are more often in the millimolar range
or less rather than approaching the hypothetical 1 M of
the standard state.  Often concentrations are substituted
in Eq. 6-29 for activities:

∆ ∆G G RT
c d

a b
≈ ° + ln

[ ] [ ]
[ ] [ ]
C D
A B

Equation 6-29 is used in another way by noting that
∆G = 0 when a system is at equilibrium and that at
equilibrium the product aC

c aD
d . . ./aA

a aB
b . . . is just the

equilibrium constant K.  It follows that

∆G RT K RT K

T K

K

K

° = − = −
= −
= − °
= − °

−

−

−

ln . log

. log

. log

. log

2 303

19 145

5 708 25

1 364 25

1

1

1

J mol

kJ mol at C

kcal mol at C

Although the units of ∆G° are kJ mol–1, the Gibbs energy
change in Eq. 6-31 is that for the reactions of a moles of

A.  Thermodynamics

(6-24)

(6-25)

(6-29)

(6-30)

(6-31)

(6-26)

∆G  = ∆G° + RT ln
aC

c aD
d .  .  .

aA
a aB

b .  .  .
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(6-35)

(6-33)

(6-34)

A, b moles of B, etc., as in the equation used to define
K (Eq. 6-27 in this instance).  It is also important to
realize that the log term in Eq. 6-31 must be unitless.
Although we usually write ln K or log K, K here repre-
sents K/Q, where Q = 1 because it has the same form
as K but with all components in their standard states.
Since the units of K and Q are the same, log K is unit-
less.  Similar considerations apply to expressions of K
in exponential form.

Activity coefficients and concentration
equilibrium constants.  Strictly speaking, Eq. 6-31
applies only to thermodynamic equilibrium constants
–that is, to constants that employ activities rather than
concentrations.  The experimental determination of
such constants requires measurements of the apparent
equilibrium constant or concentration equilibrium
constant21 Kc at a series of different concentrations
and extrapolation to infinite dilution (Eq. 6-32).

K c

c d

a b

=

=

concentration equilibrium constant

C D
A B

at equilibrium
[ ] [ ]
[ ] [ ]

Extrapolation of Kc to infinite dilution to give K is
usually easy because the activity coefficients of most
ionic substances vary in a regular manner with ionic
strength and follow the Debye–Hückel equation
(Eq. 6-33) in very dilute solutions (ionic strength < 0.01).

The integers z1 and z2 are the numbers of charges
(valences) for the cation and anion of the salt.  The
ionic strength (µ, or I) is evaluated as follows:

Here ci are the molar concentrations of the ions.  The
summation is carried out over all the ions present.  The
activity coefficient γ (Eq. 6-33) is the mean activity
coefficient for both the cation and anion.

Equation 6-33 suggests that extrapolation of equi-
librium constants to infinite dilution is done appropri-
ately by plotting log Kc vs      .  For example, Fig. 6-1
shows plots of pK’a for dissociation of H2PO4

–, AMP–,
and ADP2–, and ATP3– vs      .  The variation of pK’a
with       at low concentrations (Eq. 6-35) is derived by
application of the Debye-Hückel equation (Eq. 6-33):

Straight lines of slope – 0.509 (zA
2 – zHA

2) are expected.
The observed (negative) slopes (Fig. 6-1) are ~ 1.5 for
H2PO4

– and AMP–, ~ 2.5 for ADP2–, and ~ 3.5 for ATP3–.
The data over the entire range of ionic strength are
fitted by empirical relationships of the type of Eq. 6-35a:

in which a and b are empirically determined constants.
For example, for H2PO4

– a = 1.52 and b = 1.96.  The
value of pKa found was 7.18, about 0.22 greater than
the value at µ = 0.2, an ionic strength more commonly
used in the laboratory and close to that found in tissues.
Note that the difference between the extrapolated pKa
for ATP3– of 7.68 and the observed value of ~ 7.04 at µ =
0.2 is even greater.  Serious errors can be introduced
into calculations by using extrapolated values for K for
solutions of appreciable ionic strength.  The errors will
be maximal for ions of high charge type such as ATP3–

and ATP4–.

(6-32)

(6-35a)

Another problem with equilibrium constants for
reactions that use or produce hydrogen ions is that
there is no rigorous relationship between pH and aH+
or [H+].  Indeed, the concept of an activity of a single
ion has little meaning in thermodynamics.  Neverthe-
less, in the pH range of interest to biochemists, results
that are very close to those obtained by more rigorous
methods are achieved by assuming that the pH meter

Figure 6-1 The apparent pKa values for secondary ionizations
of AMP, ADP, ATP, and H3PO4 (abbreviated ortho) plotted
against       .  Temperature:  25°C.  From R. C. Phillips et al.22
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responds to hydrogen ion activity.  The almost univer-
sal practice of biochemists is to assume the pH meter
reading obtained with a glass electrode equal to – log
aH+ and to substitute the value of aH+ so obtained for
[H+] in defining the concentration equilibrium constant,
Kc.  It is also customary in most branches of chemistry
to use values of equilibrium constants and of Gibbs
energy which have not been extrapolated to µ = 0.
Thus most values of K and ∆G, including many of those
in this book, are actually of Kc and ∆Gc.  An international
Commission on Biothermodynamics21 recommended
that values of Kc be measured with the lowest effective
buffer concentration and that the ionic strength be
brought to 0.1 with KCl.

Changes in equilibria with temperature. At
constant pressure ∆G varies with absolute temperature
as follows:

d G T
dT

H T
( )∆ ∆= − 2

The corresponding variation in K is described by the
van’t Hoff equation:

d K
dT

H
RT

d K
d T

H
R

H
d K

d T

ln

ln
( )

( )
. log

( )

= °

= − °

° =
−

−

∆

∆

∆

2

1 10

1

0 01914

1
kJ mol

If ∆H ° can be assumed constant over the temperature
range of an experiment, a plot of  ln K vs 1/T provides
a convenient estimate of ∆H ° (or ∆H’ if ln K’ is plotted).
The slope of the line will be –∆H°/R.  Since ∆G° can
be calculated from K, the method also permits evalua-
tion of ∆S° using Eq. 6-15.  However, unless great care
is taken the method is of low accuracy23 and it is prefera-
ble to establish ∆H by direct calorimetry.  Also, espe-
cially for proteins, the assumption that ∆H° is constant
over a significant temperature range may be erroneous.

From observations at only two temperatures, T1,
and T2, Eq. 6-37 becomes

∆H R K K T T T T° = − −ln ( )[ ( )]2 1 1 2 2 1
1kJ mol

6.  Thermodynamics and Life Processes

Can thermodynamics be applied to living organ-
isms?  Classical thermodynamics deals with equilibria,

but living beings are never in equilibrium.  The laws
of thermodynamics are usually described as statistical
laws.  How can such laws apply to living things, some
of which contain all of their genetic information in a
single molecule of DNA?24,25  The ideal, reversible
reactions of classical thermodynamics occur at infini-
tesimal speeds.  How can thermodynamics be applied
to the very rapid chemical reactions that take place in
organisms?  One answer is that thermodynamics can
be used to decide whether or not a reaction is possible
under given conditions.  Thus, if we know the steady-
state concentrations of reactants and products within
a cell, we can state whether a reaction will or will not
tend to go in a given direction.

We may still ask whether there are generalities
comparable to the laws of thermodynamics that apply
to the kind of steady state or “dynamic equilibrium”
that exists in organisms.  Lars Onsager showed that
such relationships can be found for conditions that are
near equilibrium.  Ilya Prigogine and associates extended
Onsager’s findings and showed that under conditions
that are far from equilibrium the system tends to become
unstable and to spontaneously develop new structures,
which Prigogine calls dissipative structures.26– 28

Vortices in flowing water, tornados and hurricanes are
examples of dissipative structures.  The maintenance
of dissipative structures depends upon a flow of energy
and matter through the system.  The flow of energy is
sufficient to “organize” a system.  Thus, if a flask of
water is placed on a hot plate, a cycle is established.
The water moves via cyclic convection currents that
develop as a result of the flow of energy through the
system.  Morowitz reckoned that the 6 ± 3 x 1018 kJ/year
of solar energy that falls on the earth supplies the
organizing principle for life.28  Just as it drives the great
cycles within the atmosphere and within the seas, it
gives rise to the branching and interconnecting cycles
of metabolism.  This idea may even make the sponta-
neous development of the organized systems that we
call life from inanimate precursors through evolution
seem a little more understandable.

A characteristic of this nonequilibrium or irrever-
sible thermodynamics is that time is explicitly intro-
duced.  Furthermore, open systems, in which materials
and energy flow into and out of the system, are con-
sidered.  Clearly, a living organism is an open system
not a closed one of classical thermodynamics.  Because
of the flow of materials concentration gradients are set
up and transport phenomena often become of primary
importance.  Articles and books that provide an intro-
duction to nonequilibrium thermodynamics and to the
literature in the field include the following.10,26,28– 34

Whether these methods can be applied in a practical
way to metabolic systems has been debated.35,36

A.  Thermodynamics

(6-36)

(6-37)

or

or

(6-37a)
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Acetaldehyde C2H4O –139.7 –1123.5  171.5 –28.3 10
Acetic acid C2H4O2 –369.4   –866.8  169.2 9.3 8
Acetate– –369.2   –894.0  142.0 22.1 8
Acetyl-CoA  –374.1*   –889.1*  146.9* –13.0*   8
Acetyl-P –1218.4   –901.7  134.3 –25.6  8
Acetylenec C2H2 209.2 –1235.2     59.8 –140.0 10
Acetoacetate– C4H5O3

– –493.7 –1795.4   276.5 –3.2 16
Acetone C3H6O –161.2 –1733.6 338.4 18.7 16
cis-Aconitate3– C6H3O6

3– –920.9 –2157.0   173.9  –65.8 18
L-Alanine C3H7O2N –371.3 –1642.0   300.4  0.8 15
L-Asparagine C4H8O3N2 –526.6 –1999.7   331.2 –28.4 18
L-Aspartate– C4H6O4N– –700.7 –1707.0   235.4 –24.3 15
n-Butanol C4H10O –171.8 –2591.7   516.2 36.7 24
n-Butyric acid C4H8O2 –380.2 –2146.1   443.8 44.2 20
n-Butyrate– C4H7O2

– –352.6 –2173.7   416.2 56.6 20
Butyryl-CoA –357.5* –2168.8*   421.1* 21.5* 20
Caproate– C6H11O2

– –329.7 –3459.7   684.1 84.7 32
CO2 (g) –394.4         0.0       0.0 0.0  0
CO2 (aq) –386.2       –8.2     –8.2 –8.2  0
HCO3

– –587.1     –44.5   –44.5 –4.6   0
CO (g) –137.3   –257.1       1.9 –38.1   2
Citrate3– C6H5O7

3– –1166.6 –2148.4   182.5 –57.3 18
Creatine C4H9O2N3 –264.3 –2380.6   338.8 –80.8 21
Creatinine C4H7ON3 –28.9 –2378.8   340.6 –79.0 21
Crotonate– C4H5O2

– –275.7 –2013.4   317.5  –2.1 18
Cysteine C3H7O2NS –339.8 –2178.3   541.1 121.5 21
Cystine C6H12O4N2S2 –665.3 –4133.8 1046.0 246.9 40
Dihydroxyacetone-Pd –1293.2 –1458.4     95.5 –144.2 12
Erythrose 4-P d –1439.1 –1944.1   127.8 –191.9 16
Ethanol C2H6O –181.5 –1318.8   235.1 –4.6 12
Ethylene (g)c C2H4O 68.1 –1331.3   222.7 –17.1 12
Formaldehyde CH2O –130.5 –501.0   16.9 –63.0 4
Formic acid CH2O2 –356.1 –275.5 –16.5  –56.5 2
Formate– CHO2

– –350.6 –281.0 –22.0 –22.0 2
Fructose C6H12O6 –915.4 –2874.1 233.8 –245.7 24
Fructose 6-P d –1758.3 –2888.1 219.8 –259.7 24
Fructose di-P d –2600.8 –2902.5 205.4 –274.1 24
Fumaric acid C4H4O4 –647.1 –1404.8 149.2 –90.6 12
Fumarate– C4H3O4

– –604.2 –1447.7 106.2 –93.6 12
α-D-Galactose C6H12O6 –923.5 –2865.9 242.0 –237.5 24
α-D-Glucose C6H12O6 –917.2 –2872.2 235.6 –243.8 24
Glucose 6-P –1760.3 –2886.0 221.8 –257.6 24
L-Glutamate– C5H8O4N– –696.8 –2342.5 376.9 –2.7 21
L-Glutamine C5H10O3N2 –524.8 –2633.1 474.8 –4.7 24
3-P glycerate– d –1515.7 –1235.9  59.0 –100.8 10
2-P glycerate– d –1509.9 –1241.8 53.2 –106.6 10
Glyceraldehyde 3-P d –1285.6 –1466.0 87.9 –151.8 12
Glycerol C3H8O3 –488.5 –1643.4 169.5 –110.2 14
Glycerol-P –1336.2 –1652.6 160.3 –119.3 14
Glycine C2H5O2N –373.5 –1008.3 157.2 –22.6 9
Glycogen C6H10O5 –665.3 –2887.0 220.9 –258.6 24
Glycolate– C2H3O3

– –523.4 –739.7 37.2  –42.7 6
Glyoxylate– C2HO3

– –461.1 –564.9 –46.9 –86.9 4
H2O (l) –237.2 0.0  0.0 0.0 0
OH– –157.3 –79.9 –79.9 –39.9 0
H+ 0.0 0.0 0.0 0
H2 (g) 0.0 –237.2 21.8 –18.2 2
H2O2 –136.8 –100.4 –359.4 –319.4 –2
H2S –27.4 –714.6 321.3 161.5 8
HS– 12.6 –754.5 281.4 161.5 8
β-Hydroxybutyric acid C4H8O3     –531.4 –1994.9     336.0 –23.6 18
β-Hydroxybutyrate– C4H7O3

– –506.3 –2020.0     310.9 –8.8 18
Hydroxypyruvate C3H4O4 –615.9 –1041.6       –5.7 –165.5 8

TABLE 6-4
Gibbs Energies of Formation and of Oxidation at 25°C for Compounds of Biochemical Interesta,b

For oxidation by NAD+

Compound Formula
∆Gf°

(kJ mol–1)
∆Gc°

(kJ mol–1)
∆G°ox

(kJ mol–1)
∆G°ox (pH 7)

(kJ mol–1)
Number of
electrons
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Hypoxanthine C5H6O         89.5 –2773.0     334.8 –144.6 24
Isocitrate3– C6H5O7

3– –1160.0 –2155.1     175.8 –63.9 18
α-Ketoglutarate2– C5H4O5

2– –798.0 –1885.5     186.4 –53.3 16
Lactate– C3H5O3

– –516.6 –1378.1     175.9  –23.9 12
α-Lactose C12H22O11 –1515.2 –5826.5     389.3 –569.7 48
L-Leucine C6H13O2N     –356.3 –3551.7     721.6 62.3 33
Mannitol C6H14O6 –942.6 –3084.0     282.8 –236.6 26
Malate2– C4H4O5

2– –845.1 –1444.0     109.9 –49.9 12
Methane (g) CH4 –50.8   –818.0     218.0 58.2 8
Methanol CH4O –175.2   –693.5 83.4 –36.4 6
NH4

+ –79.5   –276.3     112.2 12.3 3
NO2

– –34.5     –84.1   –472.6 –372.7 –3
NO (g)  86.7     –86.7   –345.7 –305.7  –2
NO3

– –110.5       –8.1   –655.6 –515.7    –5
Oxalate2– C2O4

2– –674.9   –351.1     –92.1 –52.1 2
Oxaloacetate2– C4H2O5

2– –797.2 –1254.7       40.2 –79.7 10
H3PO4 (aq)e –1147.3         0.0         0.0 0.0 0
H2PO4

– (aq)e –1135.1     –12.1     –12.1 27.8  0
HPO4

2– (aq)e –1094.1     –53.1     –53.1 26.8 0
n-Propanol C3H8O     –175.8 –1956.1     374.8 15.2 18
Isopropanol C3H8O     –185.9 –1946.0     384.9 25.3 18
Propionate– C3H5O2

– –360.0 –1534.7     278.2 38.5 14
Pyruvate– C3H3O3

– –474.5 –1183.1     111.9 –47.9 10
Phosphoenolpyruvate3– –1269.5 –1245.0       50.0 –109.8 10
Ribose 5-P d –1599.9 –2414.9     175.0 –224.6 20
Ribulose 5-P d –1597.6 –2417.1     172.8 –226.8 20
Sedoheptulose 7-P d –1913.3 –3364.6     261.2  –298.2 28
Sedoheptulose di-P d –2755.8 –3379.0     246.9 –312.5 28
Sorbitol C6H14O6 –942.7 –3083.9     282.9 –236.5 26
Succinate2– C4H4O4

2- –690.2 –1598.9     214.1 14.3 14
Succinyl-CoA –686.7* –1602.4*     210.6*   –29.2* 14
Sucrose C12H22O11 –1551.8 –5789.9     425.9 –533.1 48
SO4

2– –742.0         0.0         0.0 79.9   0
SO3

2– –497.1   –244.9       14.1  54.0    2
S2O3

2– –513.4   –733.4     302.5 222.6   8
L-Threonine C4H9O3N     –514.6 –2130.3     330.1 –49.5 19
L-Tyrosine C9H11O3N     –387.2 –4466.8     842.5  23.4 41
Urea CH4ON2 –203.8   –664.9     112.0 –7.8   6
Uric acid C5H4O3N4 –356.9 –2089.4     241.5 –118.1 18
L-Valine C5H11O2N     –360.0 –2916.5     579.9 40.5 27
Xanthine C5H5O2N4 –139.3 –2425.6     293.8 –125.7  21
D-Xylulose C5H10O5 –748.1 –2409.8     180.1 –219.5  20

a The quantities tabulated are ∆Gfº, the standard free energy of formation from the elements; ∆Gcº, the standard free energy of combustion;
∆G ºox, the standard free energy of oxidation by NAD+ to products NADH + H+, CO2, H2O, N2, HPO4

2–, and SO4
2–; ∆G ‘ox (pH 7), the apparent

standard free energy change at pH 7.  All values are in kJ mol–1 at 25ºC in aqueous solution unless indicated otherwise.  If a compound is
designated (g) the values are for the gaseous phase at 1 atm pressure.  The number of electrons involved in complete oxidation to CO2,
H2O, N2, and H2SO4 is given in the final column.  If this number is negative, the compound must be reduced to obtain the products, e.g.,
2 NO3

– + 10 e – + 12 H+ → N2 + 6 H20.  The data for phosphate esters refer to the compounds with completely dissociated phosphate groups
(– O – PO3

2–).  The values of ∆Gfº for many of these compounds were calculated as ∆Gfº (nonphosphorylated compound) – ∆G º for hydrolysis
(to HPO4

2–, Table 6-6) –∆Gfº for H2O (one molecule for each phosphate ester formed) + ∆Gfº for HPO4
2– (from this table).  Data from Bassman

and Kraused were used directly.  For acyl-CoA derivatives CoA (– SH) is treated as an “element,” i.e., the values of ∆Gfº given and designated
with an asterisk (*) are for formation from the elements plus free CoA.  The values of ∆Gcº and ∆Gox are for oxidation to the usual products
plus CoA.  Values of ∆G º of hydrolysis (Table 6-6) were used in computing ∆Gfº for each of these compounds from that of the corresponding
alcohol or carboxylate anion.  Another source containing an extensive table of Gibbs energy values is Wilhoit, R. C. (1969) in Biochemical
Microcalorimetry (Brown, H. D. ed.), pp.  305 – 317.  Academic Press, New York

b The major source is Long, C., ed. (1961) Biochemists Handbook,  pp. 90 – 92.  Van Nostrand, Reinhold, Princeton, New Jersey.  Most of the
values in this collection are from  Burton, K. (1957) Ergeb. Physiol., Biol. Chem. Exp. Pharmakol. 49, 275 – 298

c From Stull, D.R., Westrum, E. F., Jr., and Sinke, G. C. (1969) The Chemical Thermodynamics of Organic Compounds.  Wiley, New York
d Bassham, J. A. and  Krause, G. H.  (1969) Biochim. Biophys. Acta. 189, 207 – 221
e Van Wazer, J. R. (1958) Phosphorus and Its Compounds, Vol. I, p. 889.  Wiley (Interscience), New York

TABLE 6-4
(continued)

For oxidation by NAD+

Compound Formula
∆Gf °

(kJ mol–1)
∆Gc°

(kJ mol–1)
∆G°ox

(kJ mol–1)
∆G°ox (pH 7)

(kJ mol–1)
Number of
electrons

A.  Thermodynamics
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B. Tables of �G° Values for Biochemical
Compounds

1.  Gibbs Energies of Formation

Table 6-4 gives, in the first column, standard values
of Gibbs energies of formation from the elements ∆Gf°
for a variety of pure solids, gases, and liquids as well
as values for substances in solution at the hypothetical
1 M activity.  As an example, consider the value of ∆Gf °
for pure liquid acetic acid, – 389.1 kJ mol–1.  The equa-
tion for its formation from the elements is:

2 2 1

1

389 1

2

2 2 4 2

1

C s H g, atm

O g, atm C H O l

kJ molf

( ) ( )

( ) ( )

.

+

+ −→

° = − −∆G

To obtain the Gibbs energy of formation in aqueous
solution, we must have solubility data as well as activity
coefficients of acetic acid at various concentrations.
From these data the change in Gibbs energy for solu-
tion of the liquid acetic acid in water to give aqueous
acetic acid in the hypothetical 1 molal standard state
(Eq. 6-39) can be obtained.

Acetic acid l acetic acid aq

kJ mol

( ) ( )

.

−→
= − −∆G 7 3 1

Summing Eqs. 6-38 and 6-39 we obtain:

2 2

396 4
2 2

1

C H O acetic acid aq

kJ molf

+ + −→

° = − −

( )

.∆G

In many computations it is convenient to have ∆G
values for single ions, e.g., for acetate–.  We can obtain
∆Gf ° of acetate– (aq) from that of acetic acid (aq) by
making use of ∆G° of dissociation (Eq. 6-41).

Acetic acid H acetate
p

kJ mol at C
a a

−→ +
° = − =

= + °

+ −

−

∆G K K5 708 5 708

27 2 251

. log .

.

By convention we define the Gibbs energy of formation of
H+ as zero.  Then, by summing Eqs. 6-40 and 6-41 we
obtain ∆Gf° of acetate– = – 369.2 kJ mol–1.

2.  Gibbs Energies of Dissociation of Protons

Table 6-5 gives thermodynamic dissociation con-
stants and values of ∆G ° and ∆H ° for a number of acids
of interest in biochemistry.  Some of these values were
used in obtaining the values of ∆Gf° for the ions of
Table 6-4.  The data of Table 6-5 can also be used in
evaluation of Gibbs energy changes for reactions of
ionic forms not given in Table 6-4.

3.  Group Transfer Potentials

Recall that the equilibria for reactions by which
monomers are linked to form biopolymers (whether
amides, esters, phosphodiesters, or glycosides) usually
favor hydrolysis rather than formation (condensation).
The equilibrium positions depend on the exact struc-
tures.  Some linkages are formed easily if monomer
concentrations are high enough, but others are never
formed in significant concentrations.  Likewise, hydro-
lysis may be partial at equilibrium or it may be 99.9%
or more complete.

Let us compare the hydrolysis of the two organic
phosphates adenosine triphosphate (ATP) and
glucose 6-phosphate (Eqs. 6-42 and 6-43).

HATP H O HADP H PO

kJ mol

kJ mol at C

3
2

2
2 4

1

1

32 9

22 6 25 0 25

− − −

−

−

+ −→ +

° ≈ −
° ≈ − ° =

∆
∆

G

H

.

. , .µ

α - -Glucose -phosphate H O

glucose H PO

kJ mol at C

D 6

16 4 25

2

2 4

1

−

−

−

+ −→

+

° = − °∆G .

The decrease in Gibbs energy upon hydrolysis is
twice as large for ATP as it is for glucose 6-phosphate.
Glucose phosphate is thermodynamically more stable
than ATP.  It would be easier to form than would ATP
by a reversal of the hydrolysis reaction and also easier
to form biosynthetically.  From the Gibbs energies of
hydrolysis it follows that a phospho group could be
transferred spontaneously from ATP to glucose in the
presence of a suitable catalyst but not vice versa.

Because it reflects quantitatively the thermodynamic
tendency for a group to be transferred to another

(6-38)

(6-39)

(6-40)

(6-41)

(6-42)

(6-43)

P O

OH

O

–

Phospho (phosphoryl) group
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TABLE 6-5
Values of pKa, �G º, and �H º for Ionization of Acids at 25ºC a,b

Acid pKa ∆G° (kJ mol –1) ∆H° (kJ mol–1)

a These are thermodynamic values (infinite dilution) except for those labeled apparent.
The latter apply at an ionic strength of 0.2 –0.25.

b Most data are from  Jencks, W. P. and  Regenstein, J. (1976) in Handbook of Biochemistry
and Molecular Biology, 3rd ed., Vol. I (Fasman, G. D. ed.), pp. 305 – 351,  CRC Press,
Cleveland, Ohio.

c Here, pK1 is for K1 = [H+][HCO3
–] / [CO2] + [H2CO3].  From Forster, R. E.,  Edsall, J. T.,

Otis, A. B., and Roughton, F. J. W., eds. (1969) NASA Spec. Publ. 188.
d From Phillips, R. C., George, P., and Rutman, R. J.  (1963) Biochemistry 2, 501– 508.
e From Alberty, R. A. (1969) J. Biol. Chem. 244, 3290 – 3302.
f Values used by Alberty, R. A. (1972) Horizons of Bioenergetics, pp. 135 – 147,  Academic

Press, New York,  calculated for 0.2 ionic strength from equations of  Phillips, R. C.,
George, P., and Rutman, R. J. (1966) J. Am. Chem. Soc. 88, 2631– 2640.

Formic acid 3.75 21.4 0.04
Acetic acid 4.76 27.2 – 0.1
Propionic acid  4.87 27.8 – 0.6
Lactic acid 3.97 (35°C) 23.4 2.2
Pyruvic acid  2.49 14.2 12.1
NH4

+ 9.25 52.8 52.2
CH3NH4

+ 10.59 60.4 55.4
Alanine

– COOH 2.35 13.4 3.1
–NH3

+ 9.83 56.1 45.4
β-Alanine

– COOH  3.55 20.3  4.5
–NH3

+ (apparent) 10.19 58.2
L-Alanyl-L-alanine 3.34 19.1 – 0.5
Aspartic acid

– COOH 2.05 11.7 7.7
– COOH 3.87 22.1 4.0
–NH3

+ 10.60 60.5 38.8
H2CO3, pK1  6.35c 36.2  9.4

pK2 10.33 59.0  15.1
H3PO4, pK1 2.12 12.1 – 7.9

pK2 7.18d 41.0  3.8
(apparent)  6.78e 38.7  3.3
pK3 12.40 70.8 17.6

Glycerol 1-phosphate, pK2 6.66 38.0 – 3.1
Glucose 6-phosphate 6.50 37.1 – 1.8
Pyrophosphoric acid, H4P2O7

pK3 6.7 38.1 – 1.3
(apparent) 6.12e 34.9 0.5
pK4  9.4 53.6 – 7.1
(apparent) 8.95e 51.2 1.7

Adenosine 3.5 20.1 13.0
AMP

pK1 (ring, apparent) 3.74e 21.3 4.2
pK2 (phosphate)  6.67d 38.1 3.6
(apparent) 6.45e 36.8 3.6

ADP
pK2 (ring, apparent) 3.93e 22.4 4.2
pK3 (diphosphate)  7.20d 41.1 – 5.7
(apparent) 6.83f 39.0 – 5.7

ATP
pK3 (ring, apparent) 4.06 23.2 0
pK4 (triphosphate)  7.68d 43.8  – 7.0
(apparent) 7.06d 40.2 – 7.0

Pyridine 5.17 29.5 20.1
Phenol  9.98 56.9 23.6

nucleophile (see Chapter 12), the
Gibbs energy decrease (–∆G°) upon
hydrolysis is sometimes called the
group transfer potential.  During
the hydrolysis of ATP (Eq. 6-42) the
phospho group of ATP is transferred
to a hydroxyl ion from water with
a value ∆G° = – 32.9 kJ mol–1. The
group transfer potential of this
phospho group is 32.9 kJ/mol and
that of the phospho group of glucose
6-phosphate is only 27.6 kJ mol–1.
While the choice of water as the
reference nucleophile for expression
of the group transfer potential is
somewhat arbitrary, it is customary.
Transfer of groups is important in
energy metabolism and in biosyn-
thesis of polymers.  Gibbs energies
of hydrolysis are given in Table 6-6
for several compounds.

4.  “Constants” That Vary with
pH and Magnesium Ion
Concentrations

Equation 6-42 is written for
hydrolysis of HATP3– to HADP2– +
H2PO4

–, a stoichiometry that applies
well in the pH range around 6.  How-
ever, at a pH above ~ 7 most of the
ATP is in the form ATP4– and is
cleaved to HPO4

2– according to Eq.
6-44.

ATP 4 – + H2O → ADP 3– + HPO4
2– + H +

∆G° ≈ + 5.4 kJ mol–1 at 25°C, µ = 0.25
∆H° ≈ – 19.7 kJ mol–1

The value of ∆G ° = + 5.4 kJ mol–1

for this reaction is hardly the large
negative number expected for a
highly spontaneous reaction.  What
is the matter?  The problem is that
H+ is produced and that the stan-
dard state of H+ is 1 M, not 10–7 M.
Because of this, biochemists often
prefer to use another kind of appar-
ent dissociation constant and an
apparent �G such that the standard
state of H+ is taken as that of the pH
at which the experiments were done,
usually pH 7.  The symbol K ‘ has
often be used and is used in this
book to represent the following

B.  Tables of �G° Values for Biochemical Compounds

(6-44)
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(6-46)

pH-dependent equilibrium constant (Eq. 6-45) which
will be a constant only at a single pH.

If one proton is produced in the reaction as in Eq. 6-44,
the following relationship will hold.

∆G ‘ = ∆G° – 5.708 x pH kJ mol–1 at 25°C

Note that ∆G ‘ = –RT ln K ‘ and that [H+] does not
appear in the expression for K ‘ given by Eq. 6-45.
From the value ∆G° = + 5.4 kJ mol–1 and applying Eq.

′ =
− −

−
K

[ ][ ]

[ ]

ADP HPO

ATP

3
4

2

4 (6-45)

TABLE 6-6
Gibbs Energies of Hydrolysis at 25°C (in kJ mol-1)a

a Unless indicated otherwise, the values are based on tables from Jencks, W. P.  (1976) Handbook of Biochemistry and Molecular Biology, 3rd ed.,
Vol I (Fasman,G.D.  ed.), pp. 296 –304.  CRC Press, Cleveland, Ohio.  For a reaction producing one proton at pH 7 ∆G’ = – 39.96 kJ mol–1.

b Guynn, R.W. and Veech, R.L. (1973) J. Biol. Chem. 248, 6966 – 6972.
c Based on +11.80 kcal mol–1 for hydrolysis to P2O7

4– plus ∆G° of dissociation of HP2O7
3– as quoted by Alberty, R. A. (1969) J.Biol.Chem. 244, 3290–

3324.  However, 1.017 kcal mol–1 was added to the value of 11.80 to make it consistent with that for hydrolysis of ATP to ADP.  Reevaluation by
Frey and Arabshahi (1995) Biochemistry 34, 11307 –11310, indicates that ∆G’ (pH 7) for hydrolysis of ATP to AMP + PPi is ~ 10 kJ mol–1 more
negative than is shown here.

d Alberty, R.A. (1972) Horizons of Bioenergetics, Academic Press, New York, pp. 135 – 147.
e George, P. , Witonsky, R.J., Trachtman, M., Wu, C., Dorwart, W., Richman, L., Richman, W., Shurayh, F., and Lentz, B. (1970) Biochim. Biophys.

Acta. 223, 1–15.
f Based on ∆G† = 3.0 kcal mol–1 for acetyl phosphate + CoA → acetyl-CoA + Pi from Stadtman, E. R. (1973) The Enzymes, (Boyer, P.D., ed.), 3rd

ed., Vol. 8. pp. 1 –49.  Academic Press, New  York, together with ∆G’ (pH 7) for hydrolysis of acetyl-CoA.
g Estimated from ∆G° for ATP hydrolysis + ∆G’ = –19.9 kJ mol–1 for the 3-phosphoglycerate kinase reaction:  Burton, K. and Krebs, H. A. (1953)

Biophys. J. 54, 94– 107; and (1955) Biophys. J. 59, 44– 46.
h Estimated from data at pH 7.7 or 8.0 (tables of Jencks).
i Guynn, R. W., Gelberg, H. J., and Veech, R. L. (1973) J. Biol. Chem. 248, 6957 – 6965 found ∆G° = –35.75 kJ mol–1 at 38°C.  Without data on ∆H,

correction to 25°C is difficult.  Burton, K., (1955) Biophys. J. 59, 44 – 46, gave ∆G’ (pH 7) for ATP4– + acetate– + CoA → ADP3– + acetyl-CoA +
HPO4

2– as approximately zero at 25°C. Guynn et al. found –0.56 kJ mol–1 at 38°C.  This same value (–0.56 kJ) at 25°C was assumed to obtain the
figure given here.  This is equivalent to assuming ∆H° of hydrolysis as almost the same for ATP and acetyl-CoA, an unsupported assumption.

j Assumed 2 kcal mol–1 more negative than that of acetyl-CoA as in tables of Jencks.

Compound Products ∆G° ∆G’(pH 7) ∆H°

H2N C

O

O–

ATP4– ADP3– + HPO4
2– + H+   5.41b –34.54 –19.71

ATP4– AMP2– + HP2O7
3– + H+    2.54c –37.4 –19.0

MgATP2– MgADP– + HPO4
2– + H+ 16.0d –24.0 –14.2

ADP3– AMP2– + HPO4
2– + H+   3.67c –36.3 –13.5

AMP2– Adenosine + HPO4
2– –9.6e –9.6 0

ATP4– Adenosine + HP3O10
4– –36.0e –36.0  –7.9

HP2O7
3– 2 HPO4

2– + H+ 6.54c –33.4 –12.6
Acetyl phosphate2– Acetate– + HPO4

2– + H+ –7.7f –47.7
1,3-Diphosphoglycerate4– 3-Phosphoglycerate3– + HPO4

2– + H+ –14.5g –54.5
Phosphoenolpyruvate3– Pyruvate– + HPO4

2– –61.9 –61.9 –25.1

Carbamoyl phosphate2–                                  + HPO4
2– + H+ –11.5 –51.5

Creatine phosphate– Creatine+ + HPO4
2– –43.1 –43.1

Phosphoarginine– Arginine +  HPO4
2– –38.1h (Mg2+ present)

Glycerol phosphate2– Glycerol + HPO4
2–    –9.2 –9.2

α-D-Glucose 6-phosphate2– α-D-Glucose + HPO4
2– –13.8 –13.8 –2.5

Glucose 1-phosphate2– Glucose + HPO4
2– –20.9 –20.9

Maltose (or glycogen) 2-Glucose –16.7 –16.7
Sucrose Glucose + fructose –29.3 –29.3
UDP glucose2– Glucose + UDP3– + H+  9.4 –30.5
N10-Formyltetrahydrofolic acid Formate– + H+ + tetrahydrofolic acid   14.1 –25.9h

Acetic anhydride 2-Acetate– + 2H+ 31.1 –48.9
Acetyl-CoA Acetate– + H+ + CoA 4.9 –35.1i

Succinyl-CoA– Succinate2– + H+ + CoA  –3.5 –43.5j

Ethyl acetate Ethanol + acetate– + H+   20.2 –19.7
Asparagine Aspartate– + NH4

+ –15.1 –15.1
Glycine ethyl ester+ (39°C) Glycine + ethanol + H+  4.9 –35.1
Valyl-tRNA+ Valine + tRNA + H+  4.9 –35.1
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6-46, we obtain for the hydrolysis of ATP at 25°C,
µ = 0.25:

∆G ‘ (pH 7) = – 34.5 kJ mol–1

= – 8.26 kcal mol–1

An additional set of standard states is frequently

met in the biochemical literature.  An equilibrium
constant, designated in this book as K †, is used to
relate the total concentrations of all ionic forms of the
components present at the pH of the experiment.
Thus,

BOX 6-A  MEASUREMENT OF INTRACELLULAR pH

What is the pH within a cell?  Is it constant or
does it vary with physiological conditions?  Do all
cells operate at similar pH?  The answers to these
important questions have been sought using a
variety of techniques.a  Tiny microelectrodes with
tips only 1 µm in diameter have been inserted into
cells.  Indicator dyes have been diffused into cells
and either light absorption or fluorescenceb mea-
sured.  The distribution of a suitable radiolabeled
weak acid or weak base, such as [14C]methylamine,
that is able to permeate cells can be used to calculate
the difference between internal and external pH.c

The activity of the enzyme carbonic anhydrase,
which is very pH sensitive, can be used to monitor
the pH of mitochrondia.d  Since 1973 NMR methods
have been popular.e– l  The chemical shifts of 31P in
inorganic phosphate (pKa = 6.9), ATP, glucose 6-
phosphate, and of other metabolites of 13C in citrate
and bicarbonate,l give direct estimates of pH.  How-
ever, caution must be exercised if internal pH values
good to ± 0.1 unit are to be obtained.g  More sensitive
measurements over the pH range 1.3 – 9.1 can be
made by diffusing one of a series of aminophospho-
nates into cells and measuring the 31P chemical
shift.h  Fluorinated probes such as dimethylfluoro-
alanine (pKa = 7.3) are also useful because of their
low toxicity and high sensitivity of the 19F NMR
signal.  These alanine derivatives can be diffused
into cells as their methyl esters, which are rapidly
cleaved within cells, allowing the fluorinated amino
acids to accumulate.i,m

The pH within cells appears to be tightly con-
trolled although small variations are sometimes
observed.  Red blood cells, thymocytes, liver, skele-
tal muscles, and intact hearts all maintain a pH in
the range 7.0 – 7.3.b,h,i  However, the pH can fall to 6.2
within 13 minutes of oxygen deprivation (ischemia)
and to 6.1 after exhaustive exercise.n,o  The 31P NMR
technique permits the monitoring of pH as well as
the state of the adenylate system (Section D) in human
limbs suffering from circulatory insufficiency.c

In higher plants the pH of cytoplasm is 7.4 – 7.5
but vacuoles are acidic with a pH of 4.5 – 6.l  The
cytoplasm of maize root tips has a pH of 7.1 but the
vacuoles are at a pH of 5.5.f  The pH of granules of

the chromaffin cells of the adrenal cortex, which
accumulate high concentrations of ATP and
catecholamines, is also low, ~ 5.7.p  The bacterium
Streptococcus faecalis maintains a higher internal pH
of ~ 8.0, even when the pH of the medium varies
from 6.5 to 8.0q while E. coli operates at pH 7.6, the
extremes of variation being 7.4 – 7.8 when the external
pH changes from 5.5 – 9.r

Changes of internal pH during developmental
events such as fertilization of sea urchin eggs (+ 0.3
unit) have been recorded.  However, the significance
of pH changes in metabolic regulation remains
uncertain.c

a Kotyk, A., and Slavik, J. (1989) Intracellular pH and its Measure-
ment, CRC Press, Boca Raton, Florida

b Rogers, J., Hesketh, T. R., Smith, G. A., and Metcalfe, J. C. (1983)
J. Biol. Chem. 258, 5994 – 5997

c Nuccitelli, R., and Deamer, D. W., eds. (1982) Intracellular pH:
Its Measurement, Regulation and Utilization in Cellular Functions,
Liss, New York

d Dodgson, S. J., Forster, R. E., II, and Storey, B. T. (1982) J. Biol.
Chem. 257, 1705 – 1711

e Moon, R. B., and Richards, J. H. (1973) J. Biol. Chem. 248, 7276–
7278

f Roberts, J. K. M., Ray, P. M., Wade-Jardetsky, N., and Jardetsky,
O. (1980) Nature (London) 283, 870– 872

g Avison, M. J., Hetherington, H. P., and Shulman, R. G. (1986)
Ann. Rev. Biophys. Biophys. Chem. 15, 377 – 402

h Pietri, S., Miollan, M., Martel, S., Le Moigne, F., Blaive, B., and
Culcasi, M. (2000) J. Biol. Chem. 275, 19505– 19512

i Taylor, J. S., and Deutsch, C. (1983) Biophys. J. 43, 261– 267
j Bailey, I. A., Williams, S. R., Radda, G. K., and Gadian, D. G.

(1981) Biochem. J. 196, 171 –178
k Barton, J. K., Den Hollander, J. A., Lee, T. M., MacLaughlin, A.,

and Shulman, R. G. (1980) Proc. Natl. Acad. Sci. U.S.A. 77, 2470 –
2473

l Gout, E., Bligny, R., and Douce, R. (1992) J. Biol. Chem. 267,
13903– 13909

m Deutsch, C. J., and Taylor, J. S. (1987) Ann. N.Y. Acad. Sci. 508, 33
n Garlick, P. B., Radda, G. K., and Seeley, P. J. (1979) Biochem. J.

184, 547 –554
o Pan, J. W., Hamm, J. R., Rothman, D. L., and Shulman, R. G.

(1988) Proc. Natl. Acad. Sci. U.S.A. 85, 7836 –7839
p Pollard, H. B., Shindo, H., Creutz, C. E., Pazoles, C. J., and

Cohen, J. S. (1979) J. Biol. Chem. 254, 1170– 1177
q Kobayashi, H., Murakami, N., and Unemoto, T. (1982) J. Biol.

Chem. 257, 13246– 13252
r Slonczewski, J. L., Rosen, B. P., Alger, J. R., and MacNab, R. M.

(1981) Proc. Natl. Acad. Sci. U.S.A. 78, 6271 –6275
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ADP,  all forms phosphate,  all forms

ATP,  all forms (6-48)

(6-47)

K† =
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and

∆G † = –RT ln K †

The Gibbs energy change ∆G † can be related to ∆G ‘
by considering the relationship of K † to K ‘.  For ATP
hydrolysis in the pH range of 2 – 10, K † is given by Eq.
6-50.

In this equation KHADP2–, etc., are consecutive dissocia-
tion constants as given in Table 6-4.  The expressions in
parentheses are the Michaelis pH functions, which
were considered in Chapter 3 (Eqs. 3-4 to 3-6).  In Eq.
6-50 they relate the total concentration of each compo-
nent to the concentration of the most highly dissociated
form.  Thus, for the pH range 2 – 10

[Pi]total = [HPO4
2–](1 + [H+] / KH2PO4

–)

Using apparent pKa values (µ = 0.2) for H2PO4
–, HADP2–,

and HATP3– of 6.78, 6.83, and 7.06 (Table 6-5) and taking
∆G ‘ at pH 7 as – 34.5 kJ mol–1, we compute ∆G † = – 35.0
kJ mol–1 at pH 7.  The difference between ∆G ‘ and ∆G †

in this case is small, but it would be larger if the ionic
forms in Eq. 6-44 were not the ones predominating at
pH 7.

To obtain the Gibbs energy change for a reaction
under other than standard conditions, Eq. 6-29 must be
applied.  Thus, at pH 7 and 0.01 M activities of ADP3–,
ATP4 –, and HPO4

2–, ∆G for hydrolysis of ATP according
to Eq. 6-44 is – 34.5 – (2 x 5.71) = – 45.9 kJ mol–1 = – 11.0
kcal mol–1.  We see that at concentrations existing in
cells (usually in the millimolar range) ATP has a sub-
stantially higher group transfer potential than under
standard conditions.

The reader should bear in mind that there is no
accepted standard usage of K ‘ and that K † is just for
this book!  An international committee21 has recom-
mended that K ‘ be used with the same meaning as K † in
this book and more changes may be coming (see the
next section).

To obtain ∆G at a temperature other than 25°C, we
must know ∆H for the reaction.  Using Eq. 6-37a it is
easy to show that ∆G at temperature T2 is related to
that at T1 as follows:

The enthalpy of hydrolysis of ATP according to
Eq. 6-44 is approximately – 19.7 kJ mol–1.  Using this
value and applying Eq. 6-52 we can calculate that ∆G ‘
(pH 7) for the hydrolysis of ATP at 38°C is – 35.2 kJ
mol–1.  The value of ∆G ‘ (25°C, pH 7), used in obtain-
ing this answer, is – 35.54 kJ mol–1 which was computed
from the value of ∆G ‘ (pH 7), 38°C of 35.19 kJ mol–1

reported by Guynn and Veech37 using Eq. 6-52.  Bear
in mind that all of the foregoing Gibbs energy changes
are apparent values applying to solutions of ionic
strength ~ 0.25.

Both ADP and ATP as well as inorganic pyrophos-
phate form complexes with metal ions.  Since the mag-
nesium complexes are often the predominant forms of
ADP and ATP under physiological conditions, we must
consider the following Gibbs energy changes.  These
are apparent values for µ = 0.2 at 25°C.

ATP 4– + Mg 2 + → Mg ATP 2–

∆G° = – 26.3; ∆H° = 13.8 kJ mol–1

ADP 3– + Mg 2 + → Mg ADP–

∆G° = – 19.8; ∆H° = 15.1 kJ mol–1

Combining the apparent ∆G ° values for Eqs. 6-47, 6-53,
and 6-54, we obtain

MgATP 2– + H2O → MgADP– + HPO2
2– + H+

∆G ‘ (pH 7) = – 28.0 kJ mol–1

The stoichiometry of Eq. 6-55 never holds exactly.
Some of the Mg2 + dissociates from the MgADP–; both
protons and Mg2 + bind to H2PO4

–; and HATP3– and
HADP2– are present and bind Mg2 + weakly.38  Thus,
the observed value of ∆G † varies with both pH and
magnesium concentration as well as with changes in
ionic strength.  Tables and graphs showing the appar-
ent value of ∆G † under various conditions have been
prepared by Alberty38 and by Phillips et al.39  An exam-
ple is shown in Fig. 6-2.  From this graph we find that
∆G † for hydrolysis of ATP at pH 7, 25°C, µ = 0.2, and
1 mM Mg2 + (a relatively high intracellular concentra-
tion40) is – 30.35 kJ mol–1 (– 7.25 kcal mol–1).

Figure 6-2 was drawn using the equations of
Alberty, but the value of ∆G ‘ (pH 7) of hydrolysis of
ATP = 34.54 kJ mol–1 at [Mg2 +] = 0 based on results
of Guynn and Veech37 was used.  The pKa values and
formation constants of Mg2 + complexes were those of
Alberty.38  Note that George et al.40 provided formation
constants of these complexes at infinite dilution where
the values of ∆G° of formation are considerably more
negative than those given in Eqs. 6-53 to 6-55.

From the foregoing considerations we see that
complexing with Mg2 + somewhat decreases the group
transfer potential of the phospho group of ATP.  Fur-
thermore, changes in the concentration of free Mg2 +

with time and between different regions of a cell may

K
K K K K

K K K

[ ] [ ] [ ]

[ ] [ ]

′ + +








 +










+ +










+ + +

+ +

− − − −

− − −

1 1

1

2 2
2 4

2

3 3
2

2

2

2

H H H

H H

HADP HADP H ADP HPO

HATP HATP H ATP (6-50)

(6-49)

(6-51)

∆
∆ ∆

G
T G T T H

T2
2 1 2 1

1
≈

− −( )

(6-52)

(6-53)

(6-54)

(6-55)

K†  =



297

– 40

– 44

– 48

– 52

– 36

– 32

– 28

– 24

10
1
0.1
0

4 5 6 7 8 9 10
pH

kJ
 m

ol
–1

have significant effects.41  While Mg2 + is a principal
cation in tissues, it is by no means the only one.  Thus,
Ca2 +, Mn2 +, and even K+ will affect equilibria involving
polyphosphates such as ATP.

It is not easy to measure the group transfer poten-
tial of ATP and published values vary greatly.  George
et al.40 reported ∆G° for Eq. 6-42 as – 39.9 kJ mol–1 at
25°C, µ = 0.2, and as – 41.25 kJ mol–1 at infinite dilution.
They regarded these values as good to ± 4 kJ mol–1.
However, most other estimates have been at least 4 kJ
mol–1 less negative.42 – 44  The self-consistent set of thermo-
dynamic data used throughout this book are based in
part on the value of ∆G for hydrolysis of ATP obtained
by Guynn and Veech.37

5.  A New Standard for Biochemical
Thermodynamics?

Because of the complexities of the equilibria in-
volved in biochemical reactions Alberty and others45– 47

and a Panel on Biochemical Thermodynamics48 have
suggested that tables of thermodynamic properties for
biochemical use be tabulated for the following condi-
tions: T = 298.15 K, P = 1 bar (0.1 MPa ≡ 0.987 atm),
pH = 7, pMg = 3 ([Mg2+] = 10–3 M), and ionic strength
I (µ in this chapter) = 0.25 M.  There appears to be both
advantages and disadvantages to this.  The proponents
suggest that the symbols ∆G ‘, K ‘, etc. be used for this

Figure 6-2 Plots of the apparent Gibbs energy ∆G † for
hydrolysis of ATP as a function of pH at a series of different
concentrations of free magnesium ions.  Millimolar [Mg2 +] is
indicated by the numbers by the curves.  Computer-drawn
graphs courtesy of Carol M. Metzler.

new standard.  To change all of the numbers in this
book, which uses a self-consistent set of thermodynamic
quantities, is impractical.  However, it is worthwhile to
compare the value of Alberty and Goldberg for  ∆G ‘°
for hydrolysis of ATP to ADP + Pi under the proposed
biochemical standard conditions with other values
given in this chapter, all at 25°C.

∆G ‘° = – 32.49 kJ mol–1  (new proposed biochemical
standard)

∆G †  (pH 7) – 35.0  kJ mol–1 (Eq. 6-50)
∆G ‘ (pH 7) – 34.5  kJ mol–1 (for ATP 4– → ADP 3– +

HPO4 2–; Eq. 6-47)
∆G ‘ (pH 7) – 28.0  kJ mol–1 (for MgATP 2– →

MgADP– + HPO4 2–; Eq. 6-55)

6.  Bond Energies and Approximate Methods
for Estimation of Thermodynamic Data

For approximate estimation of enthalpy changes
during reactions, use can be made of empirical bond
energies (Table 6-7) which represent the approximate
enthalpy changes (–∆H°) for formation of compounds
in a gaseous state from atoms in the gas phase.  Other
more comprehensive methods of approximation have
been developed.49,50

7.  Gibbs Energies of Combustion by O2 and
by NAD+

Since oxidation processes are so important in the
metabolism of aerobic organisms, it is often convenient
to discuss Gibbs energies of combustion.  These are
easily derived from the Gibbs energies of formation.
For example, ∆Gc for acetate ion (aqueous) may be
obtained as follows:

Acetate– + H + → 2 C + 2 H2 + O2
∆G° = + 369.2 kJ mol–1

= – ∆Gf°  of acetate (from Table 6-3)

2 H2 + O2 → 2 H2O
∆G° = 2 x –  237.2 = – 474.4 kJ mol–1

= 2 x ∆Gf° of H2O

2 C + 2 O2 → 2 CO2
∆G° = 2 x – 394.4 = – 788.8 kJ mol–1

= 2 x ∆Gf° of CO2

Acetate– (1 M) + H + (1 M) + 2 O2 (1 atm) →
2 CO2 (1 atm) + H2O (l)

∆G° = – 894.0 kJ mol–1

= ∆Gc° of acetate–

B.  Tables of �G° Values for Biochemical Compounds

(6-56)



298 Chapter 6.  Thermodynamics and Biochemical Equilibria

Benzene 155
Naphthalene 314

Styrene 155 + 21
Phenol 155 + 29

Benzaldehyde 155 + 17
Pyridine 180
Pyrrole 130
Indole 226

117

100

88

Urea 155
CO 439
CO2 151

TABLE 6-7
Empirical Bond Energies and Resonance Energiesa

Energy values
for single

bonds
(kJ mol–1)

Energy values
for multiple

bonds
(kJ mol–1)

C=C 615
N=N 418
O=O 402 (‘∆ state)
C=N 615
C=O 686 (formaldehyde)

715 (aldehydes)
728 (ketones)

C=S 477
C≡C 812
N≡N 946 (N2)
C≡N 866 (HCN)

891 (nitriles)

Empirical
resonance

energy values
(kJ mol–1)

H–H 436
C–C 346
Si–Si 177
N–N 161
O–O 139
S–S 213
C–H 413
Si–H 295
N–H 391
P–H 320
O–H 463
S–H 339
C–Si 290
C–N 292
C–O 351
C–S 259
C–F 441
C–Cl 328
C–Br 276
C–I 240

Si–O 369

a From Pauling, L. ( 1960) The Nature of the Chemical Bond, 3rd ed., pp. 85, 189, and
195– 198,  Cornell Univ. Press, Ithaca, New York

C OH
O

C OR
O

C NH2

O

Table 6-4 lists values of ∆Gc° as well as those of ∆Gf °.
Besides CO2 and H2O, the other products assumed in
calculating the values of ∆Gc° in Table 6-4 are N2 (1atm),
H3PO4 (1 M), and H2SO4 (1 M).

Much of the oxidation occurring in cells is carried
out by the biological oxidizing agent nicotinamide
adenine dinucleotide (NAD+) or by the closely related
NADP+ (Chapter 10). It is convenient to tabulate values
of ∆G° for complete oxidation of compounds to CO2
using NAD+ rather than O2 as the oxidizing agent.
These values, designated ∆G°ox and ∆G ‘ox (pH 7), are
also given in Table 6-3.  Notice that these values are
relatively small, corresponding to the fact that little
energy is made available to cells by oxidation with
NAD+; for example (Eq. 6-57):

Acetate– + 2 H2O + 4 NAD + → 2 CO2 + 4 NADH +
3 H + (10–7 M)

∆G ‘ox (pH 7) = + 22.1 kJ mol–1

When the reduced NAD+ (designated NADH) so formed
is reoxidized in mitochondria (Eq. 6-58), a large amount
of energy is made available to cells.

4 NADH + 4 H + + 2 O2 → 4 H2O + 4 NAD +

∆G ‘ox (pH 7) = – 876.1 kJ mol–1

The sum of Eqs. 6-57 and 6-58 is the
equation for combustion of acetate
by O2 (Eq. 6-59) and the two ∆G
values sum to ∆Gc for acetate–.

Acetate– + H + + 2 O2 →
2 CO2 + 2 H2O

∆Gc° = – 894.0 kJ mol–1

∆Gc’ (pH 7) = – 854.0 kJ mol–1

The values of ∆Gox (Table 6-4)
not only give an immediate indica-
tion of the relative amounts of energy
available from oxidation of substrate
with NAD+ but also are very conve-
nient in evaluating ∆G for fermenta-
tion reactions.  For example, consider
the fermentation of glucose to ethanol
(Eq. 6-60):

α-D-Glucose → 2 CO2 + 2 ethanol

The Gibbs energy change ∆G ‘
(pH 7) for fermentation of glucose
to ethanol and CO2 can be written
immediately from the data of Table
6-4 (Eq. 6-61).

∆G ‘ (pH 7) = – 243.8 – 2 (– 4.6)
= – 234.6 kJ mol–1

The values of ∆Gox for H2O, CO2, and H+ are always
zero and need not be considered.  The same computa-
tion can be made using the awkwardly large values of
∆Gc° or using values of ∆Gf °  The latter are also large,
and CO2 and water must be considered in the equa-
tions.  Table 6-4 can be used to obtain values of ∆G° for
many metabolic reactions considered later in the book.
Data from any column in the table may be used for
this purpose, but for simplicity try the values in the
∆G ‘ox column.

Note, however, that for reactions involving oxida-
tion by O2 or by any oxidant, other than NAD+, not
appearing in Table 6-4, the following two-step proce-
dure is necessary if the ∆Gox values are used.  From the
∆Gox values compute ∆G ° or ∆G ‘ for the reaction under
consideration using NAD+ as the oxidant.  Then add
to this the Gibbs energy of oxidation by O2 (or other
oxidant) of the appropriate number of moles of NADH
formed.  The latter is given for O2 in Table 6-8 and can
also be evaluated for a number of other oxidants, such
as Fe3+ and cytochrome c, from the data in Table 6-8.

(6-57)

(6-58)

(6-59)

(6-60)

(6-61)
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BOX 6-B  MAGNESIUM

After potassium ion Mg2+ is the most abundant
cation present in tissuesa,b.  The average adult ingests
~10– 12 mmol of magnesium ion daily (~ 1/ 4 g).  Of
this, about one-third is absorbed from the digestive
tract.  An equivalent amount is excreted in the urine
to maintain homeostasis.  Sixty percent of the mag-
nesium in the body is found in the bones.  The total
Mg2+ concentration in serum is ~ 1 mM, while vari-
ous tissues contain as much as 5 – 17 mM.c  The con-
centration of free Mg2+ is difficult to measure.  A
variety of measurements using 31P NMR spectroscopy
of ATP,d– f 19F NMR of added fluorine-containing
chelators,g  fluorescent chelators,h  ion selective
electrodes,c  and other indirect proceduresg,i,j indicate
that the free magnesium concentration is almost the
same in extracellular fluids, cytosol, and mitochondria.h

Most values have been about 0.5 mM, somewhat
less in erythrocytes.  However, the most recent
estimates indicate an intracellular [Mg2+] of 0.8 – 1.1
mM.c,f

The additional Mg2+ present in cells is bound to
proteins, nuclei acids, and soluble compounds such
as ATP, ADP, citrate,k and other phosphate- and
carboxylate-containing substances.  The binding is
reversible and equilibration is usually rapid.  It has
been suggested that [Mg2+], like [H+], remains rela-
tively constant within cells and that these two ions
are in free equilibrium in the blood serum.l   Never-
theless, there are instances in which at least tempo-
rary alterations in concentrations of both free Mg2+

and H+ occur.m   During rapid catabolism of carbo-
hydrates the formation of lactic acid by glycolysis
leads to acidification of muscle cells, the pH falling
from 7.3 to as low as 6.3.  This drop in pH causes a
large decrease in the extent of binding of Mg2+ to
molecules such as ATP and to a transient increase
in [Mg2+].  Similarly, the release of bisphosphogly-
cerate from hemoglobin upon oxygenation leads to
a decreased concentration of free Mg2+ as the latter
coordinates with bisphosphoglycerate.n   The 0.25
mM [Mg2+] of aerobic red blood cells rises to 0.67
mM under anaerobic conditions.d  Such changes in
the free Mg2+ concentrations will affect many equi-
libriumo and may be of significance in metabolic
regulation.

The magnesium ion has a smaller radius than
Ca2+, a fact that may account for its more ready
entry into cells.  Mg2+ can often be replaced by Mn2+

with full activity for enzymes that require it.  On the
other hand, high concentrations of Ca2+ are often
antagonistic to Mg2+.  This antagonism  is clearly
seen in the effect of the two ions on irritability of
protozoa.p  Both deficiency of magnesium and excess
of calcium in the surrounding medium cause in-

creased irritability.  Excess magnesium leads to
anesthesia.  The Mg2+ concentration is high in hiber-
nating animals.

Over 300 enzymes are dependent upon Mg2+,
the largest single group being the phosphotrans-
ferases, for which MgATP complex may be regarded
as the substrate.q  Magnesium has a special role in
photosynthesis as a component of chlorophyll.

One of the most toxic metals is beryllium.  It
has been suggested that Be2+ competes with Mg2+

at many enzyme sites, including those of phospho-
glucomutase and of phosphatases.  However, as
pointed out by Petsko,r  because of its small size
beryllium tends not to form Be2+ ions but, rather,
covalent complexes such as BeF3·OH2

–, BeF4
2–, and

MgADP·-BF2(OH).  In the latter complex beryllium
is covalently linked to the oxygen atom of the β
phospho group of ADP to give an analog of MgATP,
which inhibits many enzymes.  See for example, Fig.
19-16A, in which MgADP·BeFx occupies the active
site of myosin.

a Cowan, J. A., ed. (1995) The Biological Chemistry of Magnesium,
VCH Publ., New York

b Strata, P., and Carbone, E., eds. (1991) Mg2+ and Excitable
Membranes, Springer-Verlag, Berlin and New York

c McGuigan, J. A. S., Blatter, L. A., and Buri, A. (1991) in Mg2+ and
Excitable Membranes (Strata, P., and Carbone, E., eds), Springer-
Verlag, Berlin and New York

d Gupta, R. K., and Moore, R. D. (1980) J. Biol. Chem. 255, 3987 –
3993

e Garfinkel, L., and Garfinkel, D. (1984) Biochemistry 23, 3547 –
3552

f Clarke, K., Kashiwaya, Y., King, M. T., Gates, D., Keon, C. A.,
Cross, H. R., Radda, G. K., and Veech, R. L. (1996) J. Biol. Chem.
271, 21142– 21150

g Levy, L. A., Murphy, E., Raju, B., and London, R. E. (1988)
Biochemistry 27, 4041 – 4048

h Jung, D. W., Apel, L., and Brierley, G. P. (1990) Biochemistry 29,
4121 –4128

i Corkey, B. E., Duszynski, J., Rich, T. L., Matschinsky, B., and
Williamson, J. R. (1986) J. Biol. Chem. 261, 2567 – 2574

j Magneson, G. R., Puvathingal, J. M., and Ray, W. J., Jr. (1987)
J. Biol. Chem. 262, 11140– 11148

k Kwack, H., and Veech, R. L. (1992) Curr. Top. Cell. Regul. 33,
185– 207

l Veloso, D., Guynn, R. W., Oskarrson, M., and Veech, R. L. (1973)
J. Biol. Chem. 248, 4811 – 4819

m Purich, D. L., and Fromm, H. J. (1972) Curr. Top. Cell. Regul. 6,
131– 167

n Bunn, H. F., Ransil, B. J., and Chao, A. (1971) J. Biol. Chem. 246,
5273 –5279

o Cornell, N. W. (1979) J. Biol. Chem. 254, 6522 – 6527
p Meli, J., and Bygrave, F. L. (1972) Biochem. J. 128, 415 – 420
q Vink, R., McIntosh, T. K., and Faden, A. I. (1991) in Mg2+ and

Excitable Membranes (Strata, P., and Carbone, E., eds), Springer-
Verlag, Berlin and New York

r Petsko, G. A. (2000) Proc. Natl. Acad. Sci. U.S.A. 97, 538 – 540
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C.  Electrode Potentials and Gibbs Energy
Changes for Oxidation–Reduction
Reactions

We live under a blanket of the powerful oxidant O2.
By cell respiration oxygen is reduced to H2O, which is a
very poor reductant.  Toward the other end of the scale
of oxidizing strength lies the very weak oxidant H+,
which some bacteria are able to convert to the strong
reductant H2.  The O2 –H2O and H+ – H2 couples define
two biologically important oxidation–reduction (redox)
systems.  Lying between these two systems are a host
of other pairs of metabolically important substances
engaged in oxidation –reduction reactions within cells.

There are two common methods for expressing the
oxidizing or reducing powers of redox couples in a
quantitative way.  On the one hand, we can list values
of ∆G for oxidation of the reduced form of a couple to
the oxidized form by O2.  A compound with a large
value of – ∆G for this oxidation will be a good reductant.
An example is H2 for which ∆G of combustion at pH 7
(Table 6-4) is – 237 kJ / mol.  Poor reductants such as Fe2 +

are characterized by small values of ∆G of oxidation
(– 8.5 kJ mol–1 for 2 Fe2 + → 2 Fe3 +).  The Gibbs energies
of oxidation of biological hydrogen carriers, discussed
in Chapter 15, for the most part fall between those of
H2 and Fe2 +.

A second way of expressing the same information
is to give electrode potentials (Table 6-8).  Electrode
potentials are also important in that their direct mea-
surement sometimes provides an experimental
approach to the study of oxidation –reduction reac-
tions within cells.  To measure an electrode potential
it must be possible to reduce the oxidant of the couple
by flow of electrons (Eq. 6-62) from an electrode sur-
face, often of specially prepared platinum.

A + 2 H + + 2 e– → AH2

Equation 6-62 represents a reversible reaction taking
place at a single electrode.  A complete electrochemical
cell has two electrodes and the reaction occurring is
the sum of two half-reactions.  The electrode potential
of a given half-reaction is obtained from the measured
electromotive force of a complete cell in which one
half-reaction is that of a standard reference electrode
of known potential.  Figure 6-3 indicates schematically
an experimental setup for measurement of an electrode
potential.  The standard hydrogen electrode consists of
platinum over which is bubbled hydrogen gas at one
atmosphere pressure.  The electrode is immersed in a
solution containing hydrogen ions at unit activity (aH+
= 1).  The potential of such an electrode is convention-
ally taken as zero.  In practice it is more likely that the
reference electrode will be a calomel electrode or some
other electrode that has been established experimentally
as reliable and whose potential is accurately known.

The standard electrode is connected to the experi-
mental electrode compartment by an electrolyte-filled
bridge.  In the experimental compartment the reaction
represented by Eq. 6-62 occurs at the surface of another
electrode (often platinum).  The voltage difference
between the two electrodes is measured with a poten-
tiometer.  The difference between the observed voltage
and that of the reference electrode gives the electrode
potential of the couple under investigation.  It is im-
portant that the electrode reaction under study be
strictly reversible.  When the electromotive force (emf)
of the experimental cell is balanced with the potenti-
ometer against an external voltage source, no current
flows through the cell.  However, for a reversible
reaction a slight change in the applied voltage will
lead to current flow.  The flow will be in either of the
two directions, depending upon whether the applied
voltage is raised or lowered.

Not all redox couples are reversible.  This is espe-
cially true of organic compounds; for example, it is not
possible to determine readily the electrode potential
for an aldehyde –alcohol couple.  In some cases, e.g.,
with enzymes, a readily reducible dye with a potential
similar to that of the couple being measured can be
added.  A list of suitable dyes has been described by
Dutton.51  If the dye is able to rapidly exchange elec-
trons with the couple being studied, it is still possible
to measure the electrode potential directly.  In many
cases electrode potentials appearing in tables have
been calculated from Gibbs energy data.  The student
should be able to calculate many of the potentials in
Table 6-8 from Gibbs energy data from Table 6-4.  If
A, H+, and AH2 are all present at unit activity in the
experimental cell, the observed potential for the half-
reaction will be the standard electrode potential E°.
If the emf of the hypothetical cell with the standard
hydrogen electrode is positive when electron flow is
in the direction indicated by the arrow in Fig. 6-3, the
potential of the couple A / AH2 is also taken as positive
(and is often called a reduction potential).  This is the
convention used in establishing Table 6-8, but poten-
tials of exactly the opposite sign (oxidation potentials)
are used by some chemists.  To avoid confusion in
reading it is best to be familiar with values of one
or two potentials such as those of the O2

–H2O and
NAD+– NADH couples.

When electrons flow in the external circuit the
maximum amount of work that can be done per mole
of electrochemical reaction (–∆G) is given by Eq. 6-63

∆G = nEF = nE x 96.487 kJ mol–1 V–1

= – nE x 23.061 kcal mol–1 V–1

where F equals the number of coulombs per mole
of electrons (Avogadro’s number multiplied by the
charge on the electron = 96,487 coulombs).  E is mea-
sured in volts and represents the difference of the

(6-63)

(6-62)
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(6-64)

electrode potentials of the two half-cells.  In the case
of a cell using the standard hydrogen electrode, E is
the electrode potential of the experimental couple.
The number of moles of electrons transferred in the
reaction equation (n) is usually 1 or 2 in biochemical
reactions (2 for Eq. 6-62).

Since the reactants and products need not be at
unit activity, we must define the observed electrode
potential E as a function of E° and the activities (con-
centrations) of A, AH2, and H+ (Eq. 6-64).

In the biochemical literature values of the appar-
ent standard electrode potential at pH 7 (E°’) are
usually tabulated instead of values of E° (Table 6-8,
second column).  Note that E°’ (pH 7) for the hydro-
gen electrode is not zero, as it is at pH 0, but – 0.414 V.
Values of E are related to E°’ by Eq. 6-64 with [H+]2

O2 + 4 H+ + 4e– → 2 H2O + 1.229 + 0.815 0.0
Fe3+ + e– → Fe2+ 0.771 0.771 8.5
NO3

– + 2 H+ + 2e– → NO2
– + H2O0.42176.0

Cytochrome f (Fe3+) + e– → cytochrome f (Fe2+) 0.365 86.8
Fe (CN)6

3– (ferricyanide) + e– → Fe (CN)6
4– 0.36 87.8

O2 + 2H + + 2 e– → H2O2 0.709 0.295 100.3
Cytochrome a (Fe3+) + e– → Cytochrome a (Fe2+) 0.29 101.3
p-Quinone + 2 H+ + 2 e– → hydroquinone 0.699 0.285 102.3
Cytochrome c (Fe 3+) + e– → cytochrome c (Fe2+) 0.254 108.3
Adrenodoxin (Fe3+) + e– → adrenodoxin (Fe2+) 0.15 128.3
Cytochrome b2 (Fe3+) + e– → cytochrome b2 (Fe2+) 0.12 134.1
Ubiquinone + 2 H+ + 2 e– → ubiquinone H2 0.10 138.0
Cytochrome b (Fe3+) + e– → cytochrome b (Fe2+) 0.075 142.8
Dehydroascorbic acid + 2 H+ + 2 e– → ascorbic acid 0.058 146.1
Fumarate2– + 2 H+ + 2 e– → succinate2– 0.031 151.3
Methylene blue + 2 H+ + 2 e– → leucomethylene blue (colorless) 0.011 155.2
Crotonyl-CoA + 2 H+ + 2 e– → butyryl-CoA – 0.015 160.2
Glutathione + 2 H+ + 2 e– → 2-reduced glutathione ~ – 0.10 176.6
Oxaloacetate2– + 2 H+ + 2 e– → malate2– – 0.166 189.3
Pyruvate– + 2 H+ + 2 e– → lactate1– – 0.185 193.0
Acetaldehyde + 2 H+ + 2 e– → ethanol – 0.197 195.3
Riboflavin + 2 H+ + 2 e– → dihydroriboflavin – 0.208 197.4
Acetoacetyl-CoA + 2 H+ + 2 e– → β-hydroxybutyryl-CoA – 0.238 (38ºC) 203.2
S + 2 H+ + 2 e– → H2S 0.14 – 0.274 210.2
Lipoic acid + 2 H+ + 2 e– → dihydrolipoic acid – 0.29 213.2
NAD+ + H+ + 2 e– → NADH – 0.113 – 0.32 219.0
NADP+ + H+ + 2 e– → NADPH – 0.324 219.8
Ferredoxin (Fe3+) + e– → ferredoxin (Fe2+) (Clostridia) – 0.413 237.0
2 H+ + 2 e– → H2 0 – 0.414 237.2
CO2 + H+ + 2 e– → formate– – 0.42 (30ºC) 238.3
Ferredoxin (Fe3+) + e– → ferredoxin (Fe2+) (spinach) – 0.432 240.6

TABLE 6-8
Reduction Potentials of Some Biologically Important Systemsa,b

–∆G’ (pH 7)
(kJ mol–1)

for oxidation by O2
(per 2 electrons)Half-reaction

E°’
(pH 7)

(V)E° (V)

a A compound with a more positive potential will oxidize the reduced form of a substance of lower potential with a standard free energy
change ∆G° = –nF ∆E° = –n ∆Ε° × 96.49 kJ mol–1 where n is the number of electrons transferred from reductant to oxidant.  The temperature
is 25°C unless otherwise indicated. E° refers to a standard state in which the hydrogen ion activity = 1; E°’ refers to a standard state of pH 7,
but in which all other activites are unity.

b The major source is Loach, P. A. (1976) in Handbook of Biochemistry and Molecular Biology 3rd ed. Vol. I  (Fasman, G. D. ed.),
pp. 122 –130,  CRC Press,  Cleveland, Ohio.
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Figure 6-3  Device for measurement of electrode potentials.
The electrode reactions are indicated below each half-cell.
The maximum electrical work that can be done by such a cell
on its surroundings is – ∆G = nEF, where E = V2 – V1 as measured
by a potentiometer.  If A is reduced to AH2 by H2, electrons
will flow through an external circuit as indicated.  A will be
reduced in the right-hand cell.  H2 will be oxidized to H+ in
the left-hand cell.  Protons will flow through the gel bridge
from left to right as one of the current carriers in the internal
circuit.

Gel-filled
bridge

Direction of
electron flow
through wire if
emf is positive

Standard
hydrogen
electrode

Platinum
electrodes

H2     2H+ + 2e– A + 2H+ + 2e– 2H2

AH2

A
+aH

+=1

H2
(1 atm)

V1 V2

E ≡ V2 – V1

deleted from the numerator (since the term in log [H+]
is contained in E °’).  On the scale of E °’ (pH 7) the poten-
tial of the oxygen–water couple is 0.815 V, while that
of the NAD+– NADH couple is – 0.32 V.

D.  The Adenylate System

Of central importance to the energy metabolism
of all cells is the adenylate system which consists of
adenosine 5'-triphosphate (ATP), adenosine 5'-diphos-
phate (ADP), and adenosine 5'-monophosphate
(AMP) together with inorganic phosphate (Pi),
pyrophosphate (PPi), and magnesium ions.  Remem-
ber that Pi refers to the mixture of ionic forms of phos-
phoric acid present under experimental conditions.
Between pH 4 and pH 10 this will be mainly H2PO4

–

N

N

NH2

N

N

O

OH HO

CH2

O
P O

P

O O

Adenosine triphosphate
ATP4–

O

O

O

P

O

O

O

γβ
α

Hydrolysis here 
yields AMP + 

pyrophosphate (PPi)

Hydrolysis here yields 
ADP + inorganic 

phosphate (Pi)

–

–

––

5 '

(pKa = 6.8) and HPO2
2–.  Likewise, the symbols AMP,

ADP, and ATP refer to mixtures of ionic forms and PPi
refers to a mixture of the ions of pyrophosphoric acid.
Above pH 4.4 only H2P2O7

2– (pKa = 6.1), HP2O7
3–

(pKa = 9.0), and P2O7
4– contribute appreciably to PPi.

1.  Storage and Utilization of Energy

ATP is a thermodynamically unstable molecule
with respect to hydrolysis to either ADP or AMP as
is indicated in the foregoing diagram.  The standard
Gibbs energy of hydrolysis, ∆G ‘, of ATP4– to ADP3– +
HPO4

2– at pH 7 is – 34.5 kJ mol–1 and that of hydrolysis
of ADP3– to AMP2– + HPO4

2– is – 36.3 kJ mol–1 at 25°C
(Table 6-6).  The exact value of these changes in Gibbs
energy depends on pH and on the concentration of
Mg2 + as is detailed in Sections B, 4, 5.  Rates of reaction
of components may also depend upon metal ions.
Magnesium ion is especially important and complexes
such as MgATP2– are regarded as the true substrates
for many ATP-utilizing enzymes.

The large Gibbs energy decreases upon hydrolysis
(high group transfer potentials) enable cells to use ATP
and ADP as stores of readily available energy.  Energy
from the adenylate system is used for many purposes
including biosynthesis, transport of ions and molecules
across membranes, and for doing mechanical work.
The mechanisms by which this energy is utilized are
considered later (see Chapters 10, 12, and 17 – 19).  The
first step most often involves transfer of either the
terminal γ-phospho group of ATP to a site on a differ-
ent molecule or transfer of the entire AMP portion of
the molecule onto another group.  Thus the products
of cleavage of ATP in these energy-utilizing processes
may be either ADP + Pi or AMP + PPi.  In the latter
case the pyrophosphate is usually hydrolyzed rapidly
to two molecules of Pi by pyrophosphatases.  This
process, too, serves an essential function in the adeny-
late system, because it removes a product of the initial
ATP cleavage reaction, shifting the overall equilibrium
of the reaction sequence in the direction of the products.

The adenylate system provides the major store
of rapidly available energy but the whole family of
nucleoside triphosphates that are related to ATP in
structure have similar functions.  These include gua-
nosine triphosphate (GTP), uridine triphosphate (UTP),
cytidine triphosphate (CTP), and deoxyribonucleotide
triphosphates (Table 5-1).  These compounds are formed
by successive transfer to the nucleoside monophosphate
(GMP, UMP, CMP, dGMP, etc.) from two different mole-
clues of ATP of two phospho groups.  The resulting
compounds are used to provide energy for a variety of
specific biosynthetic processes, including synthesis of
RNA and DNA.  Inorganic polyphosphates, linear
polymers of orthophosphate (Pi), are present in nearly
all living forms.52– 54  Like ATP, they can also store
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energy and in some organisms substitute for ATP in
certain enzymatic reactions.

2.  Synthesis of ATP

The phosphate anhydride (pyrophosphate)
linkages of ATP are generated by the joining of
ADP and inorganic phosphate by means of special
phosphorylation reactions.  The most important of
the latter occur in the photosynthetic membranes of
chloroplasts (photosynthetic phosphorylation) and
in oxygen-utilizing membranes of  bacteria and of
mitochondria (oxidative phosphorylation).  Con-
version of AMP to ADP is accomplished by transfer of
the terminal phospho group from an ATP molecule to
AMP in a reaction catalyzed by the extremely active
enzyme adenylate kinase (Chapter 12) which is found
in all cells.  The following equations indicate how one
of the special phosphorylation reactions must be used
twice for the conversion of one molecule of AMP into
one molecule of ATP.

Various measures of the phosphorylating potential
of the adenylate system within cells have been pro-
posed.  One measure is the product [ATP] /  [ADP][Pi],
which will be called the phosphorylation state ratio
or Rp in this book.  It is also sometimes called the “phos-
phorylation potential.”  This ratio directly affects the
Gibbs energy of hydrolysis of ATP, as is shown by Eq.
6-29.  The value of Rp may be as high as 104 to 105 M–1

within cells55 adding – 22.8 kJ mol–1 to ∆G of hydrolysis
of ATP.  Another quantity that is sometimes cited is the
“energy charge,” the mole fraction of adenylic acid
“charged” by conversion to ATP.  ADP is regarded as
“half-charged.”56,57

The energy charge varies from 0 if only AMP is
present to 1.0 if all of the AMP is converted to ATP.

AMP

Adenylate
kinase

Phosphorylation system

ATP

ADP

Pi H2O

ATP

ADP

Pi H2O

(6-65)

Energy charge
ATP ADP

ATP ADP AMP
=

+
+ +

[ ] [ ]
[ ] [ ] [ ]

1
2

(6-66)

Measurements on a variety of cells and tissues show
that the energy charge is usually between 0.75 and
0.90.  Although it is easy to calculate its numerical
value, the energy charge cannot be used in chemical
equations and the idea that the energy charge of a cell
plays a key role in regulation of metabolism has been
challenged.58

3.  Creatine Phosphate, an Energy Buffer

Although ATP provides the immediate source of
energy for operating muscle, its concentration is only
about 5 mM.  However, muscle contains, in addition,
a phosphagen, an N-phospho derivative of a guanidin-
ium compound.  In mammalian muscle, the phosphagen
is creatine phosphate.  Related compounds including
arginine phosphate serve in various invertebrates.
The group transfer potential (–∆G°’ of hydrolysis) for
creatine phosphate is 43.1 kJ mol–1.  Thus, the transfer
of a phospho group from creatine phosphate to ADP to
form ATP (Eq. 6-67) is spontaneous with ∆G ‘ = – 8.6 kJ
mol–1.  Recent values under a variety of conditions
have been reported by Taugue and Dobson.59  Creatine
phosphate, which is present at a concentration of 20
mM, provides a reserve of high-energy phospho groups
and keeps the adenylate system of muscle buffered at
a high value of Rp.

4.  Phosphorus-31 NMR

A spectacular development is the ability to observe
components of the adenylate system as well as phos-
phocreatine and other phosphate esters in living cells
by 31P NMR.60– 61a  Spectra can be recorded on suspen-
sions of cells60 or of mitochondria,62 on individual
excised muscles (Fig. 6-4),63,64 or on perfused organs65,66

including beating rat hearts and surgically exposed
animal organs.61,61a  Metabolism can be observed in
human erythrocytes67 and even in human limbs, liver,
hearts, and brain.68– 70  The method can play a valuable
role in understanding human diseases.63,67,70   As is
seen in Fig. 6-4, each phosphorus atom of ATP gives
a distinct resonance.  The area of the Pγ peak provides
a direct measure of the ATP concentration, and

D.  The Adenylate System
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(6-72)

(6-70)

(6-71)

(6-68)

(6-69)

phosphocreatine (creatine-P) and Pi can be estimated
in a similar way.  Knowing the concentrations of ATP,
Pi, and creatine-P, the amount of ADP present, usually
too low to be estimated by NMR, may be calculated.61

Barnacle muscle contains, instead of phosphocreatine,
a high concentration of phosphoarginine which has
also been measured by NMR.71

Usually no ADP can be seen in NMR spectra,
although there may be about 0.5 mM ADP according
to chemical analysis of rapidly frozen tissues.  It has
been concluded that most ADP is bound to proteins.
In muscle the proteins myosin and actin (Chapter 20)
hold most of the ADP leaving only about 0.02 mM
free.62,72  The same conclusion has been reached on
the basis of other evidence.55

If a perfused heart in an NMR spectrometer is
deprived of oxygen, the level of phosphocreatine
drops rapidly and that of Pi increases while that of ATP
remains relatively constant until the phosphocreatine
is gone.  Then it too falls and becomes undetectable
after 17 min.72  Similar changes occur when a tourniquet
is placed on a human arm in the NMR spectrometer.
Study of the rate and extent of recovery of the adeny-
late system when oxygen is readmitted is helping to
provide a better means of protecting kidneys and
other organs during transplantation operations.  Diag-
nosis of circulatory ailments in human limbs by 31P
NMR may soon be routine.  Use of radiofrequency
coils placed on the body surface allows monitoring
of the adenylate system in the heart, brain, and other
tissues deep within the body.69,73  Changes of concen-
tration in the adenylate system and of phosphocreatine
can be monitored very rapidly and evenly throughout
the cardiac heartbeat cycle.74

Pi
sugar
phosphates

Creatine-P

Pβ

PγPα

20 10 0 -10

Chemical shift (ppm)

ATP

Figure 6-4  Phosphorus-31 NMR spectrum of an excised
rat muscle (vastus lateralis) in Ringer solution at 15°C.  The
spectrum represents the accumulation of 400 scans.  From
P. J. Seeley et al.64

E.  Complex Biochemical Equilibria

The binding of small molecules to larger ones is
basic to most biological phenomena.  Substrates bind
to enzymes and hormones bind to receptors.  Metal
ions bind to ATP, to other small molecules, and to
metalloproteins.  Hydrogen ions bind to amino acids,
peptides, nucleotides, and most macromolecules.  In
this section we will consider ways of describing math-
ematically the equilibria involved.

The strength of bonding between two particles can
be expressed as a formation constant (or association
constant) Kf.  Consider the binding of a molecule X to
a second molecule P, which may be a protein or some
other macromolecule.  If there is on the surface of P
only one single binding site for X, the process can be
described by Eq. 6-68 and the equilibrim constant Kf
by Eq. 6-69.

X + P → PX

Kf = [PX] / [P][X]

The units for Kf are liters per mole (M–1).  The constant
Kf is a direct measure of the strength of the binding:
The higher the constant, the stronger the interaction.
This fact can be expressed in an alternative way by
giving the standard Gibbs energy change (∆G°) for the
reaction (Eq. 6-70).  The more negative ∆Gf °, the stronger
the binding.

∆Gf° = –RT ln Kf = – 2.303RT log Kf
= – 5.708 log Kf  kJ mol–1 at 25°C

To avoid confusion, it is important to realize that the
frequently used dissociation constants (Kd) are recip-
rocal association constants (Eq. 6-71).  The use of

Kd = 1 / Kf

association constants and of dissociation constants is
firmly entrenched in different parts of the chemical
literature; be sure to keep them straight.  Dissociation
constants are customarily used to describe acid–base
chemistry, while formation constants are more often
employed to describe complexes with metal ions or
associations of macromolecules (Section C).  However,
both types of equilibria can be described using either
formation constants or dissociation constants.

Logarithms of formation constants, which are
proportional to the Gibbs energies of association, are
often tabulated.  The logarithms of formation constants
and pKa values of dissociation constants are identical
(Eq. 6-72) and are a measure of the standard

log Kf = – log Kd = pKd
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Gibbs energy decrease in the association reaction.  The
difference in ∆G° corresponding to a change of one
unit in log Kf or pKd is – 5.7 kJ mol–1, a handy number
to remember.

1.  Effects of pH on Equilibria

Compounds that contain several acidic or basic
groups can exist in a number of different ionic forms,
HnA, Hn–1A, H2A, HA, A, etc., as is indicated in the
following equation, which is identical in form to Eq. 3-3.

The dissociation constants K1 - - - - Kn for a multi-
protic acid HnA are defined as stepwise or macroscopic
constants (also called molecular constants).  For some
compounds, e.g. alanine, the pKa values are far apart
(pK1 and pK2 are 2.4 and 9.8, respectively).  The macro-
scopic constants can be assigned specifically,  K1 to the
carboxyl group and K2 to the protonated amino group.
At the isoelectric pH of 6.1 the alanine exists almost
entirely as the dipolar ion.  However, for compounds
in which the macroscopic pKa values are closer togeth-
er, they cannot be assigned to specific groups.  We will
consider some specific examples in the next section.

2.  Microscopic Dissociation Constants and
Tautomerization

A microscopic constant applies to a single site.
Consider the dissociation of a simple carboxylic acid:

R— COOH         R— COO – + H +

The dissociation constant is about 1.7 x 10–5 and pKa =
4.8.  Since there is only one proton, the observed disso-
ciation constant is also the microscopic dissociation
constant.  Now consider the cation of pyridoxine
which has two dissociable protons bound to distinctly
different sites, the phenolic oxygen and the ring nitrogen.

(6-73)

N

HOH2C

CH3

OH

CH2OH

+
H pKB* = 5.62

KB* = 2.04 × 10–6

pKA* = 5.04

KA* = 7.9 × 10–6

Pyridoxine
(vitamin B6)

HnA Hn–1A H2A HA A
K1 Kn+1 Kn

Either of the two protons might dissociate first as
the pH is raised (Eq. 6-75).  However, the two micro-
scopic dissociation constants pKA* and pKB* are dis-
tinctly different.  The result is that at 25°C in the neutral
(monoprotonated) form 80% of the molecules carry a
proton on the N, while the other 20% are protonated
on the less basic – O–.  Notice that the subscripts a and b
used in this discussion do not refer to acidic and basic but
to the individual dissociation steps shown in Eq. 6-75.
Microscopic constants will always be indicated with
asterisks in this discussion.

The two monoprotonated forms of pyridoxine are
the tautomeric pair shown in Eq. 6-75 and whose con-
centrations are related by the tautomeric ratio, R =
[neutral form]/[dipolar ion], a pH-independent equilibrium
constant with a value of 0.204/0.796 = 0.26 at 25°C.75

Evaluation of microscopic constants for dissociation
of protons from compounds containing non-identical
groups depends upon measurement of the tautomeric
ratio, or ratios if more than two binding sites are present.
In the case of pyridoxine, a spectrophotometric method
was used to estimate R.

To calculate microscopic constants from stepwise
constants and tautomeric ratios, consider Eq. 6-76 in
which [HP]A and [HP]B are the concentrations of the
two tautomers and K1 is the first stoichiometric or
macroscopic dissociation constant for the diprotonated
species H2P.

pK1 = 4.94; K1 = 1.15 x 10–5 = 9.1 x 10–6 + 2.4 x 10–6

E.  Complex Biochemical Equilibria
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(6-78)

(6-79)

(6-80)

(6-81)

(6-77)

We see that K1 is just the sum of the two microscopic
constants KA* and KB* for dissociation of H2P to the
pair of tautomers HP(A) and HP(B).  In a similar
fashion it can be shown that the second stoichiometric
constant K2 is related to the microscopic constants KC*
and KD* for dissociation of HP(A) and HP(B) to form P
(Eq. 6-77).

1 / K2= 1 / KC* + 1 / KD*

Since the tautomeric ratio R equals [HP]B/ [HP]A, Eqs.
6-76 and 6-77 can be rearranged to Eqs. 6-78 to 6-81.
These allow the evaluation of all of the microscopic
constants from the two stoichiometric constants K1
and K2 plus the tautomeric ratio R.

pKA* = pK1 + log (l + R)

pKB* = pKA* – log R

pKC* = pK2 – log (l + R)

pKD* = pKC* + log R

For pyridoxine pK1 and pK2 were determined
spectrophotometrically as 4.94 and 8.89.  These values,
together with that of R given above, were used to
estimate the microscopic constants that are given in
Eq. 6-74.75  Notice that the microscopic constants of
Eq. 6-74 are not all independent; if any three of the five
equilibrium constants are known the other two can be
calculated readily.  In describing and measuring such
equilibria it is desirable to select one pathway of disso-
ciation, e.g., H2P → HP(A) → P, and to relate the species
HP(B) to it via the pH-independent constant R.

Often more complex situations arise in which
additional tautomers or other forms arise via pH-
independent reactions.  These can all be related back
to the reference ionic species by additional ratios R,
which may describe equilibria for tautomerization,
hydration, isomerization, etc. (Eq. 6-82).76  In the case
illustrated, only one of the ratios, namely R2 or R3, is
likely to be a tautomerization constant because, as a
rule, H2P and P will not have tautomers.  Equations
analogous to Eqs. 6-76 to 6-82 can be written easily to
derive KC*, KD* and any other microscopic constants
desired from the stoichiometric constants plus the ratios
R1 to R4.  While it is easy to describe tautomerism by
equations such as Eqs. 6-76 and 6-82 it is often difficult

HP(A)

HP(B)H2P(B)

P(A)
Ka*

R1

HP(C)

R4

H2P(A)

R3R2

Kb*

P(B)

(6-82)

to measure the tautomeric ratios R.77  In favorable cases
measurements of spectra of one kind or another allow
their evaluation.  However, because tautomerism may
be extremely rapid, NMR spectra will often show only
one peak for a proton present in a mixture of tautomers.

As was pointed out in Chapter 2, tautomerization
ratios are often affected strongly by changes in solvent.
Tautomerism among monoprotonated forms of cysteine,
glutathione, and histidine (Eq. 2-6) has received con-
siderable attention by biochemists77– 79 as has tautom-
erism in binding of protons and other small ligands to
proteins.80,81  For cysteine,78,79 for which the following
species coexist in the alkaline pH range, the distribution
of the various ionic species including the two tautomers
is shown in Fig. 6-5.  A similar situation is met in the
small protein thioredoxin (Box 15-C) which has a buried
aspartate carboxylate that interacts with a nearby
cysteine – SH group,82 in papain where – SH and imi-
dazole groups interact (Fig. 12-15),83 and in carbohy-
drases where two or more carboxyl and carboxylate
side chains interact (Chapter 12).84
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Figure 6-5 Distribution of various ionic species of cysteine
as a function of pH.  The function in each ionic and tauto-
meric form is plotted.  Microscopic pKa values are given
numerically and macroscopic pKa’s are indicated by the
vertical lines.  From Dixon and Tipton.79
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Because it is usually difficult to measure tautomeric
ratios, dissociation constants are frequently assumed
identical to those of compounds in which one of the
acidic groups has been modified by methylation or
esterification or in some other manner to prevent
dissociation of a proton.  For example, the cation of 
1-methyluracil can be dissociated to the two tautomers
shown in Eq. 6-83.

The apparent pKa values were estimated for dissociation
of the following two dimethylated cations which
resemble that of Eq. 6-83.

It can reasonably be assumed that these pKa values
approximate pKA* and pKB* as indicated.  Thus, applying
Eq. 6-85, log R ≈ – 3.25 – 0.65 + 3.90.  This result indi-
cates that tautomer A of Eq. 6-89 is overwhelmingly
predominant in water.85,86  It also suggests that, within
experimental error, the pKa for 1-methyluracil will
equal pKA*, namely, – 3.25.  In fact, it is close to this
(– 3.40).85
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3.  The Binding of Metal Ions

Equilibria in the formation of complex ions with
metals are treated exactly as is the binding of small
molecules and ions to macromolecules.87– 89  Stepwise
constants are defined for the formation of complexes
containing one, two, or more ligands L bound to a
central metal ion M.  The binding constants Kf‘s are
usually referred to as β’s as in Eq. 6-84.

β1 = Kf1 βn = Kf 1   Kf 2 ... Kf n

Many important questions can be asked about the
binding of metal ions within living cells.  For example,
What fraction of a given metal ion is free and what
fraction is bound to organic molecules?  To what ligands
is a metal bound?  Since many metal ions are toxic in
excess, it is clear that homeostatic mechanisms must
exist.  How do such mechanisms sense the free metal
ion activity within cells?  How does the body get rid of
unwanted metal ions?  Answers to all these questions
depend upon the quantitative differences in the binding
of metal ions to the variety of potential binding sites
found within a cell.

Table 6-9 gives formation constants for 1:1 complexes
of several metal ions and a number of inorganic as well
as organic ligands.89  Only the values of log K1 are
given when a series of stepwise constants have been
established.  However, in many cases two or more
ligands can bind to the same metal ion.  Thus for
cupric ion and ammonia there are four constants.

Cu2 + + NH3     log Ki = 4.0, 3.3, 2.7, 2.0

They are all separated by more than the “statistical
distance,” which in this case is less than the 0.6 loga-
rithmic units for two equivalent binding sites (see
Chapter 7, Section A,2).  Thus, the second ligand binds
less tightly than the first and anticooperativity in
binding of successive ligands is observed.  Most metal
ions will also bind two or three successive amino acids.
In the case of copper, whose preferred coordination
number is four, two ligands may be bound.  Again, a
distinct anticooperativity is evident in the spread of
the two constants.

Cu2 + + alanine     log Ki =  8.1, 6.8

Factors affecting the strength of binding of a
metal in a complex.  More basic ligands tend to bind
metal ions more tightly just as they do protons.  How-
ever, the strength of bonding to metal ions to a group
is more nearly proportional to the nucleophilic char-
acter (Chapter 12) which is only partly determined by
basicity to protons.

E.  Complex Biochemical Equilibria
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BOX 6-C   LINEAR GIBBS ENERGY RELATIONSHIPS

Organic functional groups exert characteristic
electronic effects upon other groups to which they
are attached.  The quantitative expression of such
effects can sometimes be correlated by linear Gibbs
energy relationships.  The best known of these is the
Hammett equation, which deals with the trans-
mission of electronic effects across a benzene or
other aromatic ring.  Consider the acid dissociation
constants of three classes of compounds:

The values of pKa given in the following table have
been observed for the parent compounds and for
the meta-chloro- and the meta-nitro-substituted
compounds.

changes in the dissociation constant of benzoic acid
define the substituent constants σ, which are used
in the Hammett equation and are given in the fol-
lowing table.  In this equation we use the symbol
pK0 to represent the pKa of the unsubstituted parent
compound and pK to represent the pKa of the sub-
stituted molecule.

For substituted benzoic acids:  pK0 – pK = σ

The decreases in the pK of phenylacetic acid
occasioned by replacement of the meta-hydrogen
with Cl or NO2 are – 0.18 and – 0.34, respectively,
substantially less than for the benzoic acids.  On the
other hand, for the phenols the differences amount
to – 0.90 and – 1.53, much greater than for the benzoic
acids.  The Hammett equation asserts that for reac-
tions such as the dissociation of protons from phe-
nylacetic acids or from phenols, the changes in ∆G
occasioned by meta substitutions are proportional
to the σ values, i.e., to the changes in ∆G for the
standard reaction – dissociation of a proton from
benzoic acid.b– d

Since pKa is the negative logarithm of a dissoci-
ation constant, it follows from Eq. 6-30 that values
of pKa are directly proportional to values of ∆G° for
dissociation of protons.  In the Hammett treatment
differences in pKa values, rather than differences in
∆G°, are considered.  When a hydrogen atom in the
meta position of benzoic acid is replaced by the
electron-withdrawing Cl or NO2, pKa is lowered,
i.e., the basicity of the conjugate base of the acid is
decreased.  The decrease in pKa amounts to – 0.365
for m-chlorobenzoic acid and – 0.742 for m-nitroben-
zoic acid.  The Hammett treatment asserts that these
changes in pKa are a measure of the electron-with-
drawing power of the meta substituent.b  Thus, the
nitro group is about twice as strong as the chloro
group in this respect.  The numerical values of these

Substituent Constants for Use in
the Hammett and Taft Equationsb-d

Substituent σm σp σp
– σp

+ σ* (Taft)

— H (parent compound) 4.202 4.31 9.92
— Cl 3.837 4.13 9.02
— NO2 3.460 3.97 8.39

Values of pKa for Unsubstituted and Substituted
Benzoic Acids, Phenylacetic Acids, and Phenols

* For an independent set of pKa values for substituted benzoic
acids see Bolton and Fleming.a  The values of σ calculated from
them are slightly different from those given here.

Meta
substituent

Benzoic
acids*

Phenylacetic
acids Phenols

C

OH

O

C

OH

OX

Benzoic acids

CH2

X

OH

X

Phenol

Phenylacetic

– O– – 0.71 – 0.52
– NH2 – 0.16 – 0.66 –1.11 0.62
– OH 0.121 – 0.37 – 0.85 1.34
– OCH3 0.115 – 0.27 – 0.78 1.81
– CH3 – 0.069 – 0.17 – 0.31 0.00
– NH – COCH3 0.21 – 0.01 – 0.25
– H 0 0 0 0.49
– CH2OH 0.08 0.08 0.56
– COO– – 0.10 0.00 0.11 –1.06
– SO3

–0.05 0.09 0.12
– SH 0.25 0.15 0.019 1.68
– CH2Cl 0.18 1.05
– CONH2 0.28 0.36
– F 0.337 0.06 0.02 – 0.07
– I 0.352 0.18 0.135
– Cl 0.373 0.227 0.114
– CHO 0.36 0.22 0.37
– COCH3 0.376 0.502 0.85
– COOH 0.37 0.45 0.42 2.08
– COOCH3 0.39 0.31 0.49
– SO2NH2 0.55 0.62 0.61
– CN 0.56 0.66 0.89 0.66
– C ≡ CH 2.18
– CF3 0.43 0.54 0.61 2.61
– CCl3 2.65
– NO2 0.710 0.778 1.25 0.790 4.0
– NH3

+ 1.13 1.70 3.76

N (pyridine) 0.73 0.83

NH+ (pyridine) 2.18 2.42 4.0
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BOX 6-C  (continued)

log (K/K0) = pK0 – pK = ρσ
The Hammett equation

The proportionality constant ρ, which also appears
in the equation, is a measure of the sensitivity of the
reaction to the presence of electron-withdrawing or
electron-donating substituents in the ring.  For ben-
zoic acid, ρ is taken as 1.00.  Using the data from the
accompanying table together with many other data,
an average value of ρ = 0.49 has been found for
phenylacetic acids.  Likewise, ρ = 2.23 for phenols,
and ρ = 5.7 for dissociation of protons from substi-
tuted pyridinium ions.  The sensitivity to substitu-
ent changes is highest (highest ρ) in the latter case
where proton dissociation is directly from an atom
in the ring and is lowest when the basic center is
removed farthest from the ring (phenylacetic acid).

Through knowledge of the value of ρ for a
given reaction, it is possible to predict the effect of
a substituent on pKa using the tabulated values of σ.
In many cases the effects are additive for multisub-
stituted compounds.

pKa = pK0 – ρΣσ

Since substituents in o, m, and p positions have quan-
titatively different influences, different substituent
constants σ are defined for each position.  Moreover,
since special complications arise from ortho inter-
actions, it is customary to tabulate σ values only for
meta and para positions.  These are designated σm
and σp.  Apparent σ values for ortho substituents are
also available.d  An additional complication is that
certain reactions are unusually sensitive to para
substituents that are able to interact by resonance
directly across the ring.  An example is the acid
dissociation of phenols.  While σp for the nitro
group is ordinarily 0.778, a correct prediction of the
effect of the p-nitro group on dissociation of phenol
is given only if σp is taken as 1.25.  This higher σ value
is designated σp

–.  The resonance in the phenolate
anion giving rise to this enhanced effect of the nitro
group may be indicated as follows:

(Here the curved arrows represent the direction of
flow of electrons needed to convert from the one
resonance structure to the other.)  For similar rea-
sons, some reactions require the use of special σp

+

constants for strongly electron-donating substitu-

ents such as OH which are able to interact across
the ring by resonance.  Thus σp for the OH group is
– 0.37, while σp

+ is – 0.85.e  For the methoxyl group
( OCH3) σp = – 0.27, σp

+ = – 0.78, and σm = + 0.12.
The use of different kinds of substituent con-

stants complicates the application of the Hammett
equation and over 20 different sets of σ values have
been proposed.  A simplification is the representation
of substituent constants as linear combinations of
two terms, one representing “field” or “inductive”
effects and the other resonance effects.e,f

Many other linear Gibbs energy relationships
have been proposed; for example, the acid strengths
of aliphatic compounds can be correlated using the
“Taft polar substituent constants” σ*.

log (K/K0) = ρ* σ*

For example, the following give good approximations
of pKa values.d

for R  COOH pKa = 4.66 – 1.62 σ*
for R  CH2 COOH pKa = 5.16 – 0.73 σ*

While the examples chosen here concern only
dissociation of protons, the Hammett equation has
a much broader application.  Equilibria for other
types of reactions can be treated.  Furthermore,
since rates of reactions are related to Gibbs energies
of activation, many rate constants can be correlated.
For these purposes the Hammett equation can be
written in the more general form in which k may be
either an equilibrium constant or a rate constant.b

The subscript j denotes the reaction under consider-
ation and i the substituent influencing the reaction.

log k ij – log k 0j = ρi σj

An example of a linear Gibbs energy relationship
that is widely used in discussing mechanisms of
enzymatic reactions is the Brönsted plot (Eqs. 9-90
and 9-91).

a Bolton, P. D., Fleming, K. A., and Hall, F. M. (1972) J. Am. Chem.
Soc. 94, 1033 –1034

b Hammett, L. P. (1970) Physical Organic Chemistry, 2nd ed.,
p. 356, McGraw-Hill, New York

c Wells, P. R. (1963) Chem. Rev. 63, 171– 219
d Barlin, G. B., and Perrin, D. D. (1966) Q. Rev., Chem. Soc. 20,

75–101
e Swain, C. G., and Lupton, E. C., Jr. (1968) J. Am. Chem. Soc. 90,

4328– 4337
f Hansen, L. D., and Hepler, L. G. (1972) Can. J. Chem. 50, 1030 –

1035
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The pH of the medium always has a strong effect
on metal binding.  Competition with protons means
that metal complexes tend to be of weak stability at
low pH.  Anions of carboxylic acids are completely
protonated below a pH of ~ 4 and a metal can combine
only by displacing a proton.  However, at pH 7 or
higher, there is no competition from protons.  On the
other hand, in the case of ethylenediamine, whose pKa
values are 10.2 and 7.5 (Table 6-9), protons are very
strong competitors at pH 7, even with a strongly com-
plexing metal ion such as Cu2 +.  At high pH there may
be competition between the ligand and hydroxyl ion.
At pH 7 about one-half of Cu2 + dissolved in water is
complexed as CuOH+.  Aluminum forms soluble
complexes Al(OH)2 +, Al(OH)2

+, and Al(OH)4
+ (Box 12-F).

TABLE 6-9
Logarithms of Binding Constants for Some 1:1 Metal 
Complexes at 25°Ca

Ligand H + Mg2+ Ca2+ Mn2+ Cu2+ Zn2+

 a All values are for log K1.  Included is the highest pKa for protons.  Data for amino acids
are from Martell, A.E. and Smith, R.M. (1974, 1975) Critical Stability Constants, 3 vols.,
Plenum, New York.  Others are from Sillén, L.G. and Martell, A.E. (1964) Stability Constants
of Metal – Ion Complexes, Spec. Publ. No. 17,  Chemical Society, London.  Most constants
for amino acids are for ionic strength 0.1.  Some (designated by asterisks) are for zero
ionic strength.  The values shown for other ligands have been selected from a large
number reported without examination of the original literature.

b Ethylenediaminetetraacetic acid (EDTA), a chelating agent widely used by biochemists
for

preventing unwanted reactions of metal ions.  The high formation constants ensure
that most metal ions remain bound to the EDTA.

c EGTA is similar to EDTA but has the group – CH2– CH2– O – CH2– CH2– O – CH2– CH2–
joining the two nitrogen atoms in place of – CH2– CH2– of EDTA.  Note that EGTA has
a higher selectivity for Ca2+ compared to Mg2+ than does EDTA.

Hydroxide, OH– 14.0 2.5 1.4 6.5 4.4
Acetate– 4.7 ~0.65 0.5 ~1.0 2.0 1.5
Lactate– 3.8 ~1.0 ~1.2 1.3 3.0 2.2
Succinate 2– 5.2 1.2 1.2 3.3 2
NH3 9.3 ~0 –0.2 0.8 4.0 2.4
Ethylenediamine 10.2 0.4 2.8 10.8 6.0
Glycine– 9.6 2.2 1.4* 2.8 8.2 5.0
Glycine amide 8.1 ~1.5 5.3 3.3
Alanine– 9.7 2.0* 1.2* 3.0* 8.1 4.6
Aspartate 2– 9.6 2.4 1.6 8.6 5.8
Glycylglycine– 8.1 1.2* 2.2* 5.5 3.4
Pyridine 5.2 0.1 2.5 1
Imidazole 7.5 1.6 4.6 2.6
Histidine 9.1 3.3 10.2 6.6
Adenine 9.8 8.9 6.4
Citrate 3– 5.6 3.2 4.8 3.5 ~4 4.7
EDTA 4– b 10.2 8.8 10.6 13.8 18.7 16.4
EGTA4– c 9.4 5.3 10.9 12.2 17.6 12.6
ATP 4– 6.5 4.2 3.8 4.8 6.1 4.9

CH2 CH2N N

H2C

H2C
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CH2
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OOC

OOC
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One of the most important
factors in determining the affinity
of organic molecules for metal ions
is the chelate effect.  The term
chelate (pronounced “keel-ate”) is
from a Greek word meaning crab’s
claw.  It refers to the greatly enhanced
binding of metal ions resulting from
the presence of two or more com-
plexing groups in the same organic
molecule.  The chelate effect has been
exploited by nature in the design of
many important metal-binding
molecules, including porphyrins
(Fig. 16-5), chlorophyll (Fig. 23-20),
the siderophores (Fig. 16-1), and
metal-binding proteins.  Structures
of two chelate complexes are shown
here.  Notice from Table 6-9 that
many simple compounds, such as
the α-amino acids and citric acid,
often form strong chelate complexes
with metal ions.

Co

N

N

C

CH2

C

CH2

C

H2C
N

O

O

3+

–

O–

H H

H H

O–

O

H
H

O

Co

N

N

C

CH2

C

CH2

C
H2

O

O

3+

–

O–

O–C

O

O–

CH2C

O

O

CH2

CH2



311

How properties of the metal ion affect chelation.
The charge, the ionic radius (Table 6-10), the degree
of hydration, and the geometry of orbitals used in
covalent bonding between metal and chelating groups
all affect the formation constants of a complex.  Multi-
charged ions form stronger complexes than do mono-
valent ions, which have a lower charge density.

Among ions of a given charge type (e.g., Na+ vs
K +; Mg2 + vs Ca2 +), the smaller ions are more strongly
hydrated than are the larger ions in which the charge
is dispersed over a greater surface area.  Most cations,
except for the large ones, have a primary hydration
sphere containing about six molecules of water.  Four
molecules of water can be placed around the ion in
one plane as shown in the following drawing of water
molecules coordinated to Mg2 +.

One additional water molecule can be bound above
and another below to provide six molecules in an

O

H H

O
H

H

O

H H

H

H

O

array of octahedral geometry.  An alternative tetra-
hedral arrangement of four molecules of water around
the ion has been suggested for Li+ and Na+.90  In either
case additional solvent molecules are held in a looser
secondary sphere.  For instance, electrochemical trans-
ference experiments indicate a total of ~ 16 molecules
of water around Na+ and ~ 10 around K+.

To form a chelate complex a metal ion must usually
lose most of its hydration sphere.  For this reason, the
larger, less hydrated metal ions often bind more strongly
than do the smaller, more hydrated ones.  For example,
Ca2 + binds to EDTA more tightly than does Mg2 + (Table
6-9).  However, the reverse order may be observed with
negatively charged ligands such as OH– in which the
charge in highly concentrated.  The same is true for
ATP4–, which binds Mg2  +  more tightly than  Ca2 + (Table
6-9; Section B,5).

Differences in both the charge density and the
hydration of ions determine the Hofmeister series
(lyotropic series).91

Ba2 + > Ca2 + > Mg2 + > Li+ > Na+ > K+ > Cs+ > NH4
+

This was originally defined as the order of effectiveness
in precipitating colloids or protein molecules.  The ions
to the left are less hydrated than those to the right.  A
similar series can be defined for anions.  The following,
a well-known sequence of the stabilities of complexes
of metals of the first transition series, applies to many
different types of complexes including those of the
α-amino acids, as is shown in Fig. 6-11.

Mn2 + < Fe2 + < Co2 + < Ni2 + < Cu2 + > Zn2 +

Simple electrostatic theory based upon differences
in the ionization potentials or electronegativity of the
ions would predict a gradual monotonic increase in
chelate stability from manganese to zinc.  In fact, with
nitrogen-containing ligands Cu2 + usually forms by far
the strongest complexes.  Cobalt, nickel, and iron ions
also show an enhanced tendency to bind to nitrogen-
containing ligands.  The explanation is thought to lie
in the ability of the transition metals to supply d orbitals
which can participate in covalent bond formation by
accepting electrons from the ligands.  Iron, copper,
and cobalt are often located in the centers of nitrogen-
containing structures such as the heme of our blood
(iron, Fig. 16-5) and vitamin B12 (Box 16-B).

Metal binding sites in cells.  Functional groups
that participate in metal binding include negatively
charged carboxylate –COO–, thiolate –S–, phenolate –O–,
and phosphate– as well as uncharged amino, imida-
zole, – OH, and the polarizable carbonyl groups of
peptide and amide side chains.  To which of these
ligands will specific ions tend to bind?  The alkali
metal ions Na+ and K+ are mostly free within cells

E.  Complex Biochemical Equilibria

Mn2+ 0.080
Li+ 0.060 Fe2+ 0.076 H– 0.21
Na+ 0.095 Co2+ 0.074 F– 0.136
K+ 0.133 Ni2+ 0.069 Br– 0.195
Rb+ 0.148 Cu2+ 0.072b I– 0.216

Zn2+ 0.074
Cd2+ 0.097

Be2+  0.031
Mg2+  0.065 Al3+ 0.050
Ca2+  0.099 Fe3+ 0.064
Sr2+  0.113 Mo4+ 0.070
Ba2+  0.135 Mo6+ 0.062

TABLE 6-10
Ionic Radii in Nanometers for Some Metallic and
Nonmetallic Ionsa

a Radii are calculated according to the method of Pauling and
are taken from Cotton, F.A. and Wilkinson, G. (1972) Advanced
Inorganic Chemistry, 3rd ed. Wiley (Interscience), New York .

b From Ahrens, L. H. as given by Sienko,  M. J. and  Plane, R. A.
(1963) Physical Inorganic Chemistry, pp. 68 – 69. Benjamin, New
York.
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(Box 5-A) but are in part bound to defined sites in
proteins. Both Ca2 + and Mg2+ tend to remain partially
free and complexed with the numerous phosphate and
carboxylate ions present in cells.  However, they may
find very specific tight binding sites such as that of
Mg2 + in chlorophyll (Fig. 23-20).  The heavier metal
ions, including those of zinc, copper, iron, and other
transition metals, usually bind to nitrogen or sulfur
atoms.92  For example, small peptides react with Cu2 +

to form chelate complexes in which the peptide carbonyl
oxygen binds to the metal (Eq. 6-85, step a).93,94  By
losing a proton the peptide NH can sometimes also
function as a metal ligand (Eq. 6-85, step b).

In many metalloproteins the metals are found
in prosthetic groups such as the porphyrin of heme
proteins and the molybdopterin of molybdenum con-
taining enzymes (Fig. 16-31).  Very often clusters of
carboxylate, imidazole, and other groups are used to
create binding sites.  In carboxypeptidase A (Fig. 12-16)
two imidazole groups and one carboxylate of a gluta-
mate site chain hold Zn2 +.  In carbonic anhydrases,
three imidazoles hold a zinc ion (Fig. 13-1), while in
one kind of superoxide dismutase both Zn2 + and Cu2 +

are bound in adjacent locations with six imidazoles and
one carboxylate group participating in the binding.  In
contrast, Zn2 + and Cd2 + are bound in metallothioneins
by clusters of thiol groups from cysteine side chains
(Box 6-E).  While Fe2 + is bound by from four to six
nitrogen atoms in heme proteins, it is also found attached
to oxygen atoms of tyrosine side chains, as is shown
for a transferrin in Fig. 16-2.  One imidazole, one
carboxylate group, and a bicarbonate ion also bind to
the iron.  This site is also quite satisfactory for Al3+

(Box 12-F), which tends to occupy a fraction of the
transferrin sites in blood, although it binds much more
weakly than does Fe.  Several other binding sites for
transition metals are pictured in Chapter 16.
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Figure 6-6  Logarithms of formation constants of metal
complexes of histidine, glycine, and ATP plotted against the
atomic number of elements from manganese to zinc.

Calcium-binding proteins.  Much information
about the functions of transition metal ions is given in
Chapter 16.  Here and in Box 6-D we consider calcium
ions which, because of their broad distribution and
range of functions, will be discussed in virtually every
chapter of this book.  The concentration of Ca2+ varies
greatly in different parts of a cell and also with time
(Box 6-D).   Many calcium-binding proteins participate
in mediating the physiological effects of these changes
and also in buffering the calcium ion concentration.
These include a large family of helix–loop–helix or
EF-hand proteins.95– 97  The first of these to be discov-
ered was parvalbumin, a 108-residue protein from
carp muscle.96,98-99a  The structure of the pair of metal-
binding sites of the protein is shown in Fig. 6-7.

Each consists of two helices that are almost per-
pendicular and connected by a loop that forms the 
Ca2+-binding site.  In the site at the left side in Fig. 6-7A
the Ca2+ is bound by four carboxylate groups from
aspartate and glutamate side chains, a hydroxyl group
of serine, and the residue 57 carbonyl oxygen of the
peptide backbone.99b  The same peptide group is hydro-
gen bonded to a carbonyl group of another segment of
peptide chain near the second Ca2 + site (to the right in
Fig. 6-7A).  This site contains four carboxylate ions, one
of which coordinates the Ca2+ with both oxygen atoms,
and another peptide carbonyl group.  By attaching
itself to several different side chain groups, the metal
ion can induce a substantial change in conformation
from that present in the calcium-free protein.97
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Figure 6-7  (A) Part of the 108-residue peptide chain of the calcium-binding protein of carp muscle.  The two calcium-binding
loops are shown together with a hydrogen bond between them.  (B) A view of the intricate network of hydrogen bonds linking
two segments of the peptide chain in the interior of the molecule.  Note especially the bonding of the guanidinium group from
arginine-75 to the carboxylate of glutamic acid 81 and to the peptide carbonyl of residue 18.  Note that the carboxylate group
also interacts with two different peptide NH groups.  From Kretsinger and Nockolds.98

Kretzinger, who discovered the structure of parval-
bumin, named the Ca2+-binding helix–loop–helix motif
an EF-hand because it is formed by helices E and F and
resembles a hand with pointer finger extended along
the E helix and the thumb in the direction of the F helix,
the flexed middle finger forming the Ca2+-binding
loop.  Helices C and D also form a hand. The resulting
pair of hands can be visualized better at the top of the
calmodulin structure in Fig. 4-8.  The EF-hand motif
has been identified in over 1000 proteins.100

Parvalbumins, which are also found in other verte-
brates, are high-affinity Ca2+-buffers.99  Additional
calcium buffers with EF-hand structures are the vitamin
D-induced calbindins.  One 9-kDa calbindin is found
in mammalian intestinal tissue and in skin.  It has
two helix–loop–helix Ca2+-binding sites of differing
affinity101,102 that presumably function in the absorption
of calcium.  A 28-kDa vitamin D-dependent protein
from chicken intestine contains six similar Ca2 +-binding
loops.97,103

Another group of calcium-buffering and storage
proteins with remarkable Ca2+-binding properties are
the 40 - to 45-kDa calsequestrins, which are found in
the lumen of the ER (sarcoplasmic reticulum) of skeletal
muscle.  Calsequestrins are not typical EF-hand proteins
but have a high content of glutamate and aspartate.
They bind ~ 50 Ca2+ per molecule of protein with Kd
~ 1 mM.104,105   Similar proteins called calreticulins
are found in most non-muscle cells.106,107

A very large number of EF-hand proteins have

signaling functions.  The best known of these is the
148-residue calmodulin, which regulates many enzymes
and cellular processes (Box 6-D; also Chapter 11).108,109

The protein, which is present in all eukaryotes, has a
conserved sequence that forms two pairs of helix–loop–
helix Ca2 +-binding sites that are separated by a long
helix (Fig. 6-8).108,110,111  Two of the sites bind Ca2 +

tightly and cooperatively,110,112 with Kd values in the
micromolar range.  Calmodulin from almost all species
contains the modified amino acid ε-N-trimethyllysine
at position 115.  However, octopus calmodulin has
ordinary lysine at this position and seems to function
well.108  Calmodulin’s controlling functions result from
Ca2+-induced conformational changes that modify
its affinity for other proteins whose activity may be
increased or decreased by bound calmodulin.109,113

A protein with a similar dumbell shape and structure
is troponin C of skeletal muscles.114,115  Troponin C
binds to a complex of proteins that assemble on the
thin actin filaments of muscle fibers and control con-
traction in response to changes in the calcium ion con-
centration (Chapter 19).116  Other proteins that contain
EF-hand motifs and are therefore responsive to Ca2+

include spectrin of cell membranes,117 clathrin light
chains from coated vesicles,118,119 the extracellular
osteonectin of bones and teeth,120  and a birch pollen
antigen.121  Another group of 17 or more small S100
EF-hand proteins play a variety of other roles.122–123a

One of these, which has a high affinity for Zn2+, has
been named psoriasin because of its 5-fold or greater

E.  Complex Biochemical Equilibria
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BOX 6-D  CALCIUM

The essentiality of calcium ions to living things
was recognized in the last century by S. Ringer, who
showed that ~1 µM Ca2+ was needed to maintain
the beat in a perfused frog heart.  Later, calcium was
shown essential for repair of ruptures in the cell
membrane of the protozoan Stentor and for the
motion of amebas.  The animals quickly died in its
absence.  The role in the frog heart was traced to
transmission of the nerve impulse from the nerve to
the heart muscle.  More recently it has been recog-
nized that Ca2+ is required for blood clotting and is
involved in triggering many responses by cells.  Cal-
cium ions are also an integral part of many enzymes
and have structural roles in proteins, carbohydrate
gels, and biological membranes.

Like Na+, the calcium ion is actively excluded
from cells.  Indeed, 99% of the calcium in the human
body is present in the bones.a– d  The blood serum
concentration of Ca2+ is ~3 mM, of which ~1.5 mM
is free.  The rest is chelated by proteins, carbohydrates,
and other materials.  Within cells the concentration
of free Ca2+ is < 1 µM and typically ~0.05 – 0.2 µM
for unexcited cells.d – f   However, the total intracellular
Ca2+ is considerably higher and may be in excess of
1 mM.  Approximate total concentrations are:  red
blood cells, 20 µM; liver, 1.6 mM; and heart, 4 mM.
A gradient in [Ca2+] of 103 or more is maintained
across membranes by the calcium ion pump (Chapter
8).  The action of this pump is counteracted by a very
slow diffusion of the external Ca2+ back through the
membrane via an Na+– Ca2+ exchange into the cells.g

Free Ca2+ lacks spectroscopic properties suitable
for its direct measurement at the low concentrations
present in cells.  However, it can be measured indi-
rectly by the use of chelating agents that are relatively
specific for Ca2+ and which have a measurable prop-
erty that changes upon calcium-binding.  The fluo-
rescent photoprotein aequorin (Chapter 23), which
may be injected into cells or synthesized within cells
from transferred genes is often employed.h,i   Various
synthetic Ca2+ indicators also fluoresce brilliantly
upon chelation.j – n  Others contain fluorine or a suit-
ably placed atom of 13C which changes its NMR
chemical shift upon chelation with Ca2+.o  These
compounds may be carried into cells in the form of
esters which pass through membranes but are then
hydrolyzed leaving the indicators trapped in the
cytoplasm.j  Chelate compounds that bind Ca2+

within cells and release it rapidly upon irradiation
with ultraviolet light have also  been developed.p,q

Consistent with their role in signaling, calcium
ions are unevenly distributed within cells.  Mito-
chondria, endoplasmic reticulum, Golgi, and nuclei
may all take up calcium ions.  Cytoplasmic Ca2+

may sometimes be sequestered in microvesicles
(calciosomes) or in intracellular granulesc,r,s in
which the [Ca2+] is ~ 0.5 – 1 mM but may reach 5 – 10
mM.f  Many regulatory mechanisms exist.  For
example, calcitonin and parathyroid hormone
interact with vitamin D and its metabolites in the
small intestine, bones, and kidneys to control the
deposition of calcium in bones, a topic considered
in Box 22-C.

A characteristic function of Ca2+ in living things
is activation of various metabolic processes.  This
occurs when a sudden change in permeability of
the plasma membrane or in the membranes of the
endoplasmic reticulum (ER) allows Ca2+ to diffuse
into the cytoplasm.  For example, during the con-
traction of muscle, the Ca2+ concentration rises from
~ 0.1 to ~10 µM as a result of release from storage in
the calciosomes of the ER.  The calcium ions bind to
troponin C initiating muscle contraction (Chapter
19).t  The ER membranes of muscle are rich in a Ca2+

pump proteinu,v (Fig. 8-26), and in a series of calcium-
binding proteins such as calsequestrin (see text).f

Their combined action soon restores the [Ca2+] to
the original low value.

Skeletal muscle is activated by nerve impulses
which induce Ca2+ release through the action of a
voltage sensor, a protein also known as the dihy-
dropyridine receptor,w,x together with a calcium
release channel known as the ryanodine

Calcium chelate compound that releases free calcium ion within
cells upon irradiation with ultraviolet light.p,q
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BOX 6-D  (continued)

receptor.w,y – aa  Inositol trisphosphate (Fig. 11-9),
cyclic ADP-ribose, as well as pH changesbb are
involved in controlling these channels,cc,dd a topic
discussed in Chapter 11, E.  The release of Ca2+ can
be visualized using high-speed digital imaging
microscopy and fluorescent [Ca2+] indicators.ee,ff

Release of Ca2+ stored in sea urchin eggs is induced
by cyclic ADP-ribose and by nicotinic acid adenine
dinucleotide phosphate (NAADP+, Eq. 15-16).dd,gg

In a similar manner, when a nerve impulse
reaches a neuron ending (synapse) calcium ions are
released into the cytoplasm and provide the trigger
that causes stored neurotransmitters to be dumped
into the narrow synaptic cleft that separates the
endings of two communicating neurons.y,hh  The
released neurotransmitter initiates an impulse in the
“postsynaptic neuron” usually again with an inflow
of Ca2+ (see Chapter 30).e  Hormones and various
other compounds often stimulate the flow of calcium
ions into cells.ii  There Ca2+ regulates enzymesjj,kk

(Chapter 11), microtubules, clathrin of coated vesicles
(Chapter 8), K+ channels in nerve membranes, and
events within mitochondria,ll,mm in the ER,op and in the
nucleus.nn,oo  A substantial fraction of these responses
are mediated by calcium-binding regulatory
proteins.  Among the most prominent of these is
calmodulin (Fig. 6-8), which, upon binding of Ca2+

activates a host of metabolic processespp as indicat-
ed in the following scheme, which is modified from
that of Cheung.qq

In many cases metabolic control by Ca2+ is mod-
ulated by phosphorylation and dephosphorylation

or other covalent modification of proteins.  Such
modification may alter the affinity for Ca2+, allow-
ing the latter to either bind and induce a conforma-
tional change or remain unbound,rr without a change
in [Ca2+].  Nevertheless, the free Ca2+ concentration
within cells can change greatly and very rapidly.
For example, the oscillatory change in intracellular
[Ca2+] shown above was observed in pancreatic
insulin-secreting β cells responding to stimulation
by the agonist carbamoylcholine.  The free [Ca2+]
was evaluated from fluorescence measurements
using the Ca2+ indicator dye fura 2 (From Prentki
et alss).  Oscillations in [Ca2+] have been observed

under many circumstances.ff,oo,tt – ww

These are of particular interest
because of the possible relation-
ship to the initiation of oscillatory
nerve conduction (Chapter 30).uu

Released Ca2+ often appears
to move across cells in waves
and sometimes to be released
as “puffs” or “sparks.”ee,ff,oo

Adenylate
cyclase

Phosphodiesterase

Phospholipase A2

Ca2+ ATPase (calcium pump)

Microtubule disassembly

Membrane phosphorylation

IRS-1 (insulin signalling)

Neurotransmitter release

Myosin light chain kinase

Phosphorylase kinase

Guanylate cyclase

Ca2+-dependent protein kinase

NAD
kinase

Calcineurin (phosphatase)

Smooth muscle activation

NO synthase Calmodulin

a Bianchi, C. P. (1968) Cell Ca++, Appleton, New York
b Means, A. R., ed. (1994) Calcium Regulation of Cellular Function,

Lippincott-Raven, Hagerstown, Maryland
c Volpe, P., Krause, K.-H., Hashimoto, S., Zorzato, F., Pozzan, T.,

Meldolesi, J., and Lew, D. P. (1988) Proc. Natl. Acad. Sci. U.S.A.
85, 1091–1095

d Carafoli, E. (1987) Ann. Rev. Biochem. 56, 395– 433
e Ghosh, A., and Greenberg, M. E. (1995) Science 268, 239 – 247
f Meldolesi, J., and Pozzan, T. (1998) Trends Biochem. Sci. 23,

10– 14
g Khananshvili, D. (1991) J. Biol. Chem. 266, 13764 –13769
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Calcium oscillations observed with six cultured pancreatic β cells
after a single infusion of 0.2 mM carbamoylcholine.  The fluores-
cence intensity of the Ca2+ indicator dye fura 2, with excitation at
380 nm, was recorded versus time.  From Pretki et al.ss
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BOX 6-D  (continued)
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increase above the normal level in keratinocytes of
patients with the skin disease psoriasis.123b

Calcium ions are often involved in holding nega-
tively charged groups together, for example, in the
binding of proteins to phospholipid membranes.  Among
these membrane-associated proteins are the vitamin K-
dependent proteins, all of which contain several residues
of the chelating amino acid γ-carboxyglutamate (Chapter
15) at their calcium-binding sites.124,125  Many of these
are involved in the clotting of blood (Chapter 12).  Some
of the membrane-binding proteins called annexins
(Chapter 8) are also Ca2+-dependent ion channels.126,127

Other Ca2+-requiring lipid-binding proteins include the
lipocortins, calpactins, and calelectrins.128  Cadherins
bind Ca2+ and help provide cohesion between cells.129

Many proteins contain bound Ca2+ in precisely defined
sites where it plays a structural role.  These include the

galactose-binding protein of bacterial transport and
chemotaxis (Fig. 4-18)130 and α-lactalbumin of milk.
Although α-lactalbumin does not contain the helix–
loop–helix pattern, its Ca2 +-binding site does consist
of three carboxylate groups and two backbone carbonyl
oxygen atoms.131  The α-amylases, thermolysin, and
staphylococcal nuclease (Chapter 12), and the lectin
favin (Fig. 2-15) all contain bound Ca2+.    Calcium ions
also bind to anionic groups in carbohydrates, e.g., to the
sulfate groups in carageenin gels (Chapter 4) where they
provide structural stability.
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Figure 6-8 Stereoscopic backbone
trace of a 148-residue recombinant
calmodulin.  The two helix–turn–
helix (EF-hand) loops and their bound
Ca2+ (as concentric circles) are at the
top and the two near the C terminus
are at the bottom.  The long central
helix, seen in this crystal structure,
may undergo conformational changes
during the functioning of this Ca2+-
sensing molecule.132  From Chatto-
padhyaya et al.111  Courtesy of F. A.
Quiocho.

E.  Complex Biochemical Equilibria

BOX 6-E   METALLOTHIONEINS

If animals ingest excessive
amounts of Zn(II), Cd (II), Hg(II),
or Cu(I) their livers and kidneys
accumulate these metals as com-
plexes of proteins called metallo-
thioneins.a– e  In mammals at least
three related genes encode these
metal-binding proteins.  The best
known, metallothionein II, has
a highly conserved 61-residue
sequence containing 20 cysteine
residues and no aromatic residues.
The protein is organized into two
domains, each able to bind a cluster
of metal ions via thiolate side chains.
The three-dimensional structure of
rat liver metallothionein containing
five Cd2+ and two Zn2+ ions is shown
in the accompanying stereoscopic
diagram.f  The 61 alpha carbons,
the beta carbon and sulfur atoms
(green) of cysteine residues and
the bound metal ions are indicated.
The N-terminal domain (residues 1– 29) contains one
Cd2+ and two Zn2 and nine cysteine sulfurs which
bind the metal ions.  Three of the sulfur atoms form
bridges between pairs of metals.  The second cluster
contains four Cd2+ held by 11 cysteine sulfur atoms,

Metallothionein containing bound Cd2+ and Zn2+.  From Robbins et al.f

five of which bridge between pairs of metals.  All of
the metal ions are tetrahedrally coordinated.  The
polypeptide chains of metallothioneins consist pre-
dominantly of beta turns.g  Important techniques in
the study of these proteins include 113Cd NMR,h,i
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BOX 6-E   METALLOTHIONEINS (continued)
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Birkhäuser, Basel, Berlin
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spectroscopic methods,j,k and X-ray absorption.l

Transcription of metallothionein genes is induced
by metal ions, and toxic metals such as Cd and Hg
accumulate as metallothionein complexes, suggesting
that one function is to protect against metal toxicity.m

However, synthesis is also induced by glucocorticoid
hormones,n  and accumulation of a high concentration
of copper and zinc in fetal metallothionein suggests a
role in storage of these essential metals.c  Another metal
that binds to metallothioneins is Au(I),o which is widely
used in thiolate salts as a chemotherapeutic agent for
rheumatoid arthritis.

Metallothioneins are also found in insects, lower
invertebrates, and even in bacteria.i,p  Nevertheless,
there are other metal-binding proteins.q,r  For example,
albacore tuna contain a 66-kDa glycoprotein that con-
tains eight mole percent histidine and binds three Zn2+,
each by a cluster of three His.s  Plants and fungi contain
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plants against toxicity of cadmium in the same manner
as do the metallothioneins in our bodies.
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Study Questions

1. a) From ∆G° for hydrolysis of sucrose (Table 6-6)
calculate the equilibrium constant

Κ  =  [glucose][fructose] / [sucrose]

at 25°C.  Call this hydrolysis reaction 1.
b) Is the sucrose in a 1 Μ solution stable?  Explain.
c) If acid is added to a 1 Μ sucrose solution to

catalyze its hydrolysis, what will be the final
sucrose concentration at equilibrium?  (Assume
that concentrations equal activities for the
purpose of these calculations.)

d) Reaction 2 is the hydrolysis of α-D-glucose
1-phosphate to glucose and inorganic phos-
phate (Pi).  Using ∆G° for this reaction (Table
6-6) calculate the equilibrium constant.

e) Sucrose phosphorylase from the bacterium
Pseudomonas saccharophila catalyzes the follow-
ing reaction (reaction 3):

Sucrose + P1→
α-D-glucose 1-phosphate + fructose

Calculate the equilibrium constant and the
standard Gibbs energy change at 25°C for
reaction 3 from the equilibrium constants
obtained above for reactions 1 and 2.  Show
that ∆G° for reaction 3 = ∆G° of reaction 1 - ∆G°
of reaction 2.

f) Could the bacterium carry out reaction 3 in  the
following two consecutive steps?  Explain.

Sucrose→ glucose + fructose
Glucose + Pi→ glucose 1-phosphate

2. For each of the following reactions, state whether
the equilibrium constant will be between 0.1 and
10 (i.e., about one), greater than 100, or less that
0.01.  Assume that the pH is constant at 7.0.
a) 2 ADP3– →  ATP 4– + AMP2–

b) ATP3– + glucose → glucose 6-phosphate2– +
ADP2– + H+

c) ADP2– + HPO4
2– + H+ →  ATP3–

d)  Glucose 6-phosphate2– →
fructose 6-phosphate2–

e) Phosphoenolpyruvate3– + glucose →  glucose
1-phosphate2– + pyruvate–

3. The combustion of 1 mol of solid urea to liquid
water and gaseous carbon dioxide and nitrogen
(N2) in a bomb colorimeter at 25°C (constant
volume) liberated 666 kJ of heat energy.  Calculate
∆H,  the change in heat content (enthalpy), for this
reaction.

4. Using data of Table 6-4 calculate ∆G’ (pH 7) for the
following reactions:
a) Glucose  →  2 lactate– + 2 H+

b) 2 NH4
+ + HCO3

– →  urea + 2 H2O + H+

c) 2-oxoglutarate2– +  1/ 2 O2 + CoA + H+ →
succinyl-CoA + H2O + CO2

5. What is the ionic strength of a 0.2 M solution of
NaCl?  of 0.2 M  Na2SO4?

6. The [ATP] / [ADP] ratio in an actively respiring
yeast cell is about 10.  What would be the intracel-
lular [3-phosphoglycerate] / [1,3-bisphospho-
glycerate] ratio have to be to make the phospho-
glycerate kinase reaction (Fig. 9-7, reaction 7)
proceed toward 1,3-bisphosphoglycerate synthesis
at 25°C, pH 7?

7. a) Using data from Table 6-8 determine the equi-
librium constant for the reaction between
malate and methylene blue, assuming all
reactants present initially at the same concen-
tration.  Indicate clearly the direction of the
reaction for which the Gibbs energy change is
written.

b) Calculate the percentage of the reduced (leuco)
form of methylene blue present at pH 7 and
25°C in a system for which the measured
electrode potential is 0.065 V.

8. NAD+ is a coenzyme for both pyruvate dehydro-
genase and ethanol dehydrogenase.  Using the
values of Εo’ from Table 6-8 calculate the Gibbs
energy change and the equilibrium constant for
the reaction.

Lactate– + acetaldehyde →  pyruvate– + ethanol

9. Consider the oxidation of acetate at 25°C:

           CH3COO– (0.1 M) + 2 O2 (g, 0.2 atm) +
H+ (10–7 M) →  2 H2O (l) + 2 CO2 (g)

a) What is the equilibrium pressure of CO2 if the
reaction is not coupled to any other reaction?

b) What is the equilibrium pressure of CO2 if the
reaction is coupled to the formation of 0.01 M
ATP from 0.02 M ADP and 0.01 M HPO4

2- in
the citric acid cycle?

c) What do the above calculations tell you about
the prospects of  gaining 100% efficiency of
energy storage in ATP from the citric acid cycle?

d) If the actual pressure of CO2 is 0.01 atm, what
is the efficiency of energy storage under the
conditions in (b)?
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10. The equilibrium constant for the following reac-
tion, which is catalyzed by creatine kinase, has
been determined by chemical analysis.  The data
are given below. [S. A. Kuby and E. A. Noltman, in
The Enzymes, 2nd ed. (P. D. Boyer, H. Lardy, and K.
Myrbäck, eds), Vol. VI, pp. 515 – 602.  Academic
Press, New York, 1962]

ATP 4– + creatine  →  ADP3– + creatine phosphate2– + H+

t (°C) K

20 6.30 x 10–9

30 5.71 x 10–9

38 5.47 x 10–9

a) What are ∆G°, ∆H°, and ∆S° for the reaction at
25°C?

b) What are ∆G’, ∆H ‘, and ∆S ‘ (pH 7) for the
reaction at 25°C?

c) What are ∆G’, ∆H ‘, and ∆S ‘ (pH 7) for the
hydrolysis of creatine phosphate at 25°C?

11. The following reaction was carried out in a
calorimeter at 25°C in 0.1 M phosphate buffer at
pH 7.4 in the presence of a particulate suspension
containing the mitochondrial electron transport
system [M. Poe, H. Gutfreund, and R. W.
Estabrook, ABB 122, 204 – 211 (1967)]:

NADH + H+ + 1/ 2 O2 (aq., sat.) →
NAD+ + H2O

The oxygen consumption was monitored continu-
ously with an oxygen electrode.  The temperature
was monitored simultaneously with a thermo-
couple immersed in the solution.  At the start of
the reaction 96 µmol NADH was added to 29.0 ml
buffer containing O2.  A nearly zero-order reaction
was observed with the rate of O2 consumption of
6.87 µmol/min and the rate of temperature rise of
0.01171 K/ min.  The heat capacity of the calorim-
eter and contents was 254.6 J/ K.  What is ∆H for
the above reaction?  NOTE:  The H+ is supplied by
the phosphate buffer, which has a ∆H of dissocia-
tion of 5.4 kJ mol–1.

12. Enthalpy and Gibbs energy changes for the
following reaction at 25°C are given in Table 6-6.

ATP 4– (1 M) + H2O →
ADP3– (1 M) + H+ (10–7 M) + HPO4

2– (1 M)

a) How much heat is evolved at constant tem-
perature and pressure if the reaction takes
place in a test tube without doing any work
other than p ∆V work?

b) How much heat is evolved or absorbed by the
foregoing reaction if it is coupled with 100%
efficiency to an endergonic reaction?

c) What efficiency of coupling to an endergonic
reaction is required in order that the foregoing
reaction neither evolve nor absorb heat?

13. Microorganisms use a great variety of fermenta-
tion reactions for obtaining energy.  Could the
following reaction be used for such a purpose?
Explain the reasons for your answer.

C4H6O4 (succinic acid) + H2O →
C3H8O3 (glycerol) + CO2

14. a) Calculate the work done in kJ and in kcal by a
70 kg person in climbing up stairs three stories
(13 m).

b) Calculate how much ATP (in mmol and in
grams) will be needed for the climb if muscles
can use the ATP with 50% efficiency and if the
phosphorylation state Rp = [ATP] / [ADP] [Pi] is
103 M–1.  The standard value of ∆G°’ (pH 7) for
hydrolysis of MgATP to MgADP and Pi may be
taken as – 31 kJ/ mol at 37°C.

c) How much of this ATP could be provided by
transfer of phospho groups from the stored
creatine phosphate (Cr-P) to ADP in muscle?
Assume that [Cr-P] = 20 mM and may fall to
10 mM during the climb. ∆G°’ (pH 7) for
hydrolysis of creatine phosphate is about
– 43 kJ/ mol.  If the creatine kinase reaction
attains equilibrium what will the value of Rp
be for the adenylate system?

15.  Acid – base titration gave the following three pKa
values for cysteine: 1.70, 8.36, and 10.53.  Spectro-
photometric data allowed H. B. F. Dixon and K. F
Tipton (1973, Biochem J. 133, 837– 842) to estimate
the following ratio of tautomeric species at pH 9.4
[ –OOC – C(NH3

+)– CH2S–] / [–OOC – C(NH2) –
CH2SH] = 2.12, as is also shown in Fig. 6-5.  Verify
and assign the four microscopic pKa values.

Study Questions
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16.  The coenzyme pyridoxal phosphate (PLP; structure
on p. 740) has pKa values of 3.62, 6.10, and 8.33,
as determined by acid – base titration or by spec-
trophotometric titration.  The pKa of 6.10 belongs
primarily to the phosphate group and is nearly
independent of the others.  However, the pKa
values of 3.62 and 8.33 are shared by the proto-
nated ring nitrogen and the phenolic – OH group.
PLP exists as an equilibrium mixture of aldehyde
together with its covalent hydrate (see Eq. 13-1).
The equilibrium constants for hydrate formation
(Kh = [hydrate] / [aldehyde]) are independent of
pH but differ for each ionization state of the ring.
Consider only the equilibria in the pH range 7– 12.

The UV-visible absorption spectrum of the
monoprotonated form of PLP was divided math-
ematically into individual bands for the aldehyde
with dipolar ionic ring (±), the aldehyde tautomer
with an uncharged ring (0) and the hydrate of the
dipolar ion.  The following fractions were esti-
mated (Harris et al., 1976, Biochem. Biophys. Acta.
521, 181– 194.

Aldehyde (±)   52%
Aldehyde (0)    28%
Hydrate (±)      16%
Hydrate (0)       4%, estimated indirectly

Study Questions

HPLP– (aldehyde, ±)

HPLP– (hydrate, ±)

KH

HPLP– (hydrate, 0)

KT(H)

HPLP– (aldehyde, 0)

KT(A) KB

KA
PLP2– (aldehyde)

KH’

KC
PLP2– (hydrate)

KD

From 300 MHz 1H NMR spectra areas for the
following hydrogen atoms were estimated by
Robitaille.

pH 7 pH 12

4'-H aldehyde .86 .900
4'-H hydrate .14 .012
6-H, aldehyde .96 1.059
6-H, hydrate .17 .014
2'-CH3, aldehyde 2.49 2.96
2'-CH3, hydrate .51 .038

Evaluate the tautomerization constants KT(A) and
KT(H), the hydration constants KH and KH’, and the
microscopic pKa values pKA, pKB, pKC, and pKD in
the foregoing scheme.  Assume that the hydration
ratios Kh and Kh’ are the same in H2O (spectropho-
tometric data) and in D2O (NMR data).
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Some ways in which protein subunits associate.  (Left)  The 3.66 MDa hemoglobin of the earthworm Lumbricus
terrestris contains 144 globin subunits organized as 12 cylindrical disulfide-linked dodecamers.  Two 6-dodecamer
layers, each a ring with 6-fold cyclic symmetry, lie back-to-back.  This reconstructed particle also contains three
types of linker proteins in the center region.  From Lamy et al. (2000) J. Mol. Biol. 298, 638.  (Center)  The iron storage
protein ferritin is formed from 24 19- to 21-kDa 4-helix-bundle subunits with cubic symmetry.  As many as 4500
atoms of iron, as hydrated iron oxide, may be stored in the internal cavity.  See Fig. 7-13.  From Trikha et al. (1995)
J. Mol. Biol. 248, 954.  Courtesy of Elizabeth Theil.  (Right) The 2 MDa molecular chaperone GroEL consists of two
back-to-back 7-subunit rings, each subunit formed from domains E, I and A.  A 7-subunit cap of the smaller
GroES may cover either end to form a compartment in which polypeptides fold.  See Box 7-A.
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How Macromolecules Associate 7

The complicated shapes and internal structures
of cells are determined to a large extent by the way in
which proteins and other macromolecules are bonded
one to another.  In addition, intimate association of
macromolecules is essential to such biological processes
as the motion of flagella, the contraction of muscle, the
action of antibodies, the transmission of nerve impulses,
the replication of DNA, and the synthesis of proteins.
Equally important is the binding of small molecules to
large ones.  In this chapter we will first examine methods
of measuring binding with an emphasis on protons
and small molecules.  Then we will consider the ways
in which macromolecules stick together as well as the
role of conformational changes within macromolecules.

A.  Describing Binding Equilibria

In previous discussions of pH we have dealt with
dissociation constants, but in this section we will use
formation constants Kf, where Kf = 1/Kd.  Measurement
of the strength of association of molecules is an every-
day aspect of modern biochemical research.  It may be
important to know how strongly a hormone binds to
a receptor in a cell membrane or how well a feedback
inhibitor binds to an enzyme to determine whether the
interaction is significant physiologically.  The binding
of O2 to hemoglobin and other oxygen carriers is vitally
important, but the description of these oxygenation
reactions is mathematically complex.  This is especially
so because we must consider effects of pH changes and
of changing concentrations of allosteric effectors on
the binding equilibria.

In considering such equilibria we must first exam-
ine the individual interactions of different domains of
a protein, one with another.  These can be described by

association constants or, alternatively, by the Gibbs
energy changes for the association reaction.1,2  The
average kinetic energy of motion of a molecule in
solution is about 3 / 2kBT, where kBT is Boltzmann’s
constant.  For one mole the kinetic energy is 3 / 2RT
or 3.7 kJ (0.89 kcal) mol–1 at 25°C.  Thus, if Kf = 10 M–1

(∆G° = – 5.7 kJ mol–1 or – 1.36 kcal mol–1) the binding
energy is only slightly in excess of the thermal energy
of the molecules and the complex is weakly bound.  In
this instance, if X and P are both present in 10– 4 molar
concentrations (typical enough for biochemical systems),
only 0.1% of the molecules will exist as the complex
([complex] = Kf [X][P]).  If the formation constant is
higher by a factor of 1000, i.e., Kf = 104 M–1 (∆G° = – 22.8
kJ mol–1), 38% of the molecules will exist as the com-
plex; while if Kf = 107 M–1 (extremely strong binding,
∆G° = – 40 kJ or – 9.55 kcal mol–1), 97% of the molecules
will be complexed.

1.  Analyzing Data

The extent of binding of a molecule X to another
molecule P (Eqs. 7-1, 7-2) is measured by varying the
concentrations of X and P and observing changes
in the concentration of the complex [PX].  The first

    Kf = [ PX ] / [ P ] [ X ])

prerequisite is to find a measurable property that is
different for the complex than for either of the free
components.  For example, the complex may be colored
and the components colorless.  More commonly, the
complex simply has a different light absorbance (A) at

X + P PX

(7-2)

(7-1)
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a certain wavelength than do the components.  Like-
wise, the circular dichroism or the chemical shift of a
peak in the NMR spectrum may change.  If P is an
enzyme, only the complex PX will undergo decompo-
sition to products.  Sometimes (but not always) the rate
of breakdown of PX (the enzyme–substrate complex)
to form products will be relatively slow compared to
the rate at which the equilibrium between X, P, and PX
is established.  In this case the concentration of complex
PX will be proportional to the observed rate of forma-
tion of product.

Whatever change of property is measured, its
value will increase with increasing concentrations of
X if the total concentration of the macromolecule P is
kept constant.  In the usual experimental design, the
molar concentration of P is small and it is possible to
increase the concentration of X to quite large values.
When this is done, it is usually observed that at high
enough values of [X] almost all of the P is converted
to PX, and the change being measured (e.g., ∆A for
increased light absorption) no longer increases.  This
effect is known as saturation and is observed in most
binding studies and also in many physiological phe-
nomena.

The property being measured (∆A) reaches a
maximum value ∆Amax at saturation and when all of
compound P has been converted to PX.  The ratio of
[PX] to the total concentration of all forms of P present
[P]t is known as the saturation fraction and is often
given the symbol Y.  If P has more than one binding
site for X, Y is defined as the fraction of the total bind-
ing sites occupied.  If n is the number of sites per
molecule, the total number of sites is n[P].  The value
of Y is often taken as ∆A/∆Amax, an equality that holds
for multisite macromolecules only if the change in A is
the same for each successive molecule of X added.  This
is not always true, but when it is Eq. 7-3 is followed.

Here i represents the number of ligands X bound to P
and may vary from 0 to n.  When n = 1 the saturation
fraction Y and ∆A are related to the concentration of
free unbound X and the formation constant as follows:

A plot of Y or ∆A against [X] is shown in Fig. 7-1.
This kind of plot is sometimes called an adsorption
isotherm because it describes binding only at a constant
temperature.  Notice, from both Fig. 7-1 and Eq. 7-4,

that Y reaches a value of 0.5 when [X] is just equal to
1/Kf (or to Kd).  Note also that as [X] increases saturation
is reached slowly and that even at the point represent-
ing the highest concentration of X (8 /Kf in Fig. 7-1)
saturation is less than 90%.  Since in the usual experi-
mental situation, we do not know Y but only ∆A, it is
difficult to estimate the limiting value ∆Amax from a
plot of this type unless Kf is very high.  However, we
need to know ∆Amax to evaluate Kf.  For this reason,
plots like that of Fig. 7-1 are seldom used, this one
being included mainly to illustrate a point of nomen-
clature.  The curve shown in Fig. 7-1 is a rectangular
hyperbola, and the type of saturation curve shown is
frequently referred to as hyperbolic.  This is in con-
trast to certain other binding curves (Section 3) which,
when plotted in this way, are sigmoidal (S-shaped).

A better type of plot is often that of Y against log
[X] (Fig. 7-2).  It has the following features.  (1) The
curve is symmetric about the midpoint at log [X] = log
Kf.  (2) No matter how high or low the concentration
range used in the experiments, it is easy to choose a
scale that puts all the points on the same sheet of
paper.  (3) Spacing between points tends to be more
uniform than in a plot against [X]; e.g., compare Figs.
7-1 and 7-2 for which the experimental points repre-
sent the same data and for which values of [X] for
successive points are each twofold greater than the
preceding one.  (4) The same logarithmic scale can be
used for all compounds, no matter how strong or weak
the binding, and the same shape curve is obtained for
all 1:1 complexes.  The midpoint slope, dY/d log [X],
is 0.576; the change in log [X] in going from 10 to 90%
saturation is 1.81.  The curve is familiar to most chem-
ists because it is frequently used for pH titration curves
in which pH substitutes for – log [X].  To represent a
complex with tighter binding, the curve is simply moved
to the left, and for weaker binding, it is moved to the
right.
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Figure 7-1  An adsorption isotherm, a plot of the saturation
fraction Y or of some change in a measured property ∆A vs
[X], the concentration of a substance that binds reversibly to
a macromolecule.  The curve is hyperbolic and [X] = 1/Kf
when Y = 0.5.
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Figure 7-2  A saturation curve plotted on a logarithmic scale
for [X].  The data points are the same as those used in Fig. 7-1.
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A.  Describing Binding Equilibria

Saturation data are often plotted in yet another form
known as the Scatchard plot (Fig. 7-3).  The value of
∆ A/ [X] (or of Y/ [X]) is plotted against ∆ A (or Y) and
a straight line is fitted to the points, preferably using
the “method of least squares.”  The intercept on the
x axis and the slope of the fitted line give values of
∆Amax/Kf and Kf, respectively, as indicated by Eq. 7-5,
which follows directly from Eq. 7-4.

Y/ [X] = K f – YKf
   ∆ A/ [ X ] = ∆ Amax K f – ∆ AK f

The Scatchard plot is the best of the various linear
transformations of the saturation equation and is pre-
ferred to “double reciprocal plots” analogous to that
shown in Fig. 9-3.

Scatchard’s original equation was formulated to

(7-5)

deal with the binding of two or more ligands to a
single macromolecule.3– 5  If we let [X]b represent the
concentration of bound X and [P]t the total molar
concentration of the protein or other macromolecule
and if there is only one binding site on the protein,
[X]b/ [P]t will equal Y.  However, if there are n inde-
pendent binding sites that have the same binding
constant Kf Eq. 7-5a will hold.

If [X]b/ [P]t[X] is plotted against [X]b/ [P]t the resulting
linear plot will have an intercept of Kf on the y axis and
n on the x axis.  Thus, n is directly apparent, whereas
in Eq. 7-5 it is incorporated into Y.  A problem arises if,
as discussed in the next section, the multiple binding
sites are not independent but interact.  Curved Scat-
chard plots result and attempts to extract more than
one binding constant can lead to very large errors.
Before measuring saturation curves, the student should
read additional articles or books on the subject.2,6–10

2.  Multiple Binding Sites on a Single Molecule

A macromolecule may often be able to bind sever-
al molecules of a second compound X.  Consider the
case in which the macromolecule P binds successively
one molecule of X, then a second, and a third, up to a
total of n.  We define the stepwise formation constants,
K1, K2, . . ., Kn, as follows:

Remember that these are reversible reactions even
though unidirectional arrows are used.  The general
expression for the ith stepwise formation constant is
given by Eq. 7-7.

Remember that Y is the fraction of total binding sites
saturated.  The number of moles of X bound per mole
of P is nY and is obtained by summing the concentra-

(7-5a)

P + X PX
K1

PX + X PX2 . . .
K2

PXn-1 + X PXn

Kn
(7-6)

Kf · ∆Amax

0.5 1.00

∆A
[x] [x]
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∆Amax∆A

0

Y

Y

Figure 7-3  A Scatchard plot of the same data shown in Figs.
7-1 and 7-2.  This is the best of the linear plots for studying
binding.
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tions [PX] + 2[PX2] + . . . and dividing the sum of all
the forms of P:

The summations are over all of the integral values
of i from 1 to n.  Now, by expressing each concentration,
[PXi], in terms of the concentrations [X] and [P] of free
X and P, together with the stepwise formation constants,
we obtain Eq. 7-10.

A similar equation can be written for the general
case.  Note that the concentration of P does not appear
in Eq. 7-10 and that Y is a function only of [X] and the
stepwise formation constants.  Such equations define
the isotherms for binding of two or more molecules of
X to P.  From an experimental plot of Y (or of ∆A) vs
[X] or log [X], it is possible in favorable cases to deter-
mine the stepwise constants K1, K2, ..., Kn.  However,
this becomes quite complicated.  To simplify Eq. 7-10
and the corresponding equation for the general case,
we can group the constants together and designate the
products of constants (K1, K1K2, K1K2K3, etc.) as ψ1, ψ2, .
. ., ψn.  Our equations are now as follows:

From experimental data, it is usually easiest to first
determine the ψ’s (there are n of them), and then to
calculate from the ψ’s the stepwise constants.  For
example:

For two binding sites
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(7-12)

While Eq. 7-12, known as the Adair equation,11 might
seem to provide a complete description of the binding
process, it usually does not.  In many cases, there is
more than one kind of binding site on a macromolecule
and Eq. 7-12 tells us nothing about the distribution of
the ligand X among different sites in complex PX.  To
consider this problem we must examine the microscopic
binding constants.

Microscopic binding constants and statistical
effects.  As discussed in Chapter 6, Section E,2, micro-
scopic binding constants represent the constants for
binding to specific individual sites.   Now, consider a
straight-chain dicarboxylic acid which has two identical
binding sites for protons.  If the chain connecting the
two carboxylate anions is long enough, the carboxylate
groups will be far enough apart that they do not influ-
ence each other through electrostatic interaction.

Each group will have a microscopic binding constant
(Kf*) of 5 x 104 M–1.  The constant Kf* can also be called
an intrinsic binding constant, because it is character-
istic of a carboxylate group that is free of interactions
with other groups.  Intuition tells us (correctly) that,
in its binding of protons, a solution of this dicarboxy-
lic acid dianion will behave exactly like a solution of
the monovalent anion R – COO– at twice the concentra-
tion.  A single intrinsic binding constant suffices to
describe both binding sites.  It may seem surprising
then that the stepwise formation constants (also called
stoichiometric or macroscopic formation constants)
K1 and K2 differ:  K1 = 10 x 104 M–1 and K2 = 2.5 x 104

M–1.  This fact reflects the so-called statistical effect.
Either of the two carboxylate groups in the molecule
can bind a proton in the first step to give two indistin-
guishable molecules, PH:

K K K1 1 2 2 1= =ψ ψ , etc. (7-13)
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If we label the two forms of PH as A and B (Eq. 7-14)
and consider that each one of them is independently in
equilibrium with P through formation constant Kf*, we
obtain Eq. 7-15 (which may be compared with Eqs. 6-75
and 6-76, which are written for dissociation constants).

This result is related to probability and arises for the
same reason that if you reach into a barrel containing
50% white balls and 50% black balls, you will pull out
one of each just twice as often as you will pull out a
pair of white or a pair of black.  In the general case of n
equivalent binding sites, the microscopic formation
constants Ki* are related12,13 to the stepwise constants
Ki as follows:

It is also easy to show,14 using Eqs. 7-12 and 7-16 that
for n completely equivalent and independent binding sites
Eqs. 7-17 and 7-18 hold:

In this case the microscopic association constants are
all identical and represent a single intrinsic constant
applicable to all of the sites.  In fact, Eq. 7-18 is identical
to that for association of a single proton (or other ligand)
with a single binding site, satisfying our intuitive
notion that a set of n completely independent binding
sites should behave just like a solution of an n-fold
more concentrated compound with a single binding
site.  Thus, our arithmetic has led us to a conclusion
that was already obvious.  However, it is rarely true
that binding sites on a single macromolecule are com-
pletely independent; there is almost always interaction
between them, and the equations that we have derived
for evaluation of stepwise and intrinsic constants
cannot be applied without modification.

Electrostatic repulsion: anticooperativity.
As we have seen, a hypothetical acid with an infinite
distance between the carboxylate groups and log Kf* =
4.8 would have two macroscopic binding constants
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separated by the statistical distance (log  4 = 0.6).
Compare these values with the observed binding
constants for protons with the dianions of acids con-
taining 7, 4, 2, and 1 CH2 groups given in Table 7-1.
For the longest chain (that of azelaic acid) the log Kf
values are not very different from those of the hypo-
thetical long-chain acid.  However, as the groups come
closer together, the first binding constant is increased
markedly because of the additional electrostatic attrac-
tion and the second is decreased.  The spread between
the two log Kf values increases from 0.6 to as much as
2.9 as a result of interaction between the binding sites.

In malonic and succinic acids the first proton
bound can be shared by both carboxyl groups through
formation of a hydrogen bond.  (See discussion in
Chapter 9, Section D.)  Additional factors operate in
oxalic acid where the carboxyl groups are connected
directly and for which pKa values (pKa = log Kf) are
4.19 and 1.23.  In all of these examples the binding of
the first proton makes it harder to bind a second proton.
Such negative interaction or anticooperativity between
binding sites is very common and always leads to a
spread of the formation constants and a broadening of
the curve of Y vs log [X].  This is shown graphically on
the right side of Fig. 7-4 where the binding curves for
protons with acetate ion and with succinic acid dianion
are compared.  Notice that binding of protons increases
as log [H+] increases, giving the curves an unfamiliar
appearance when compared with the more familiar
curve of dissociation vs pH.

Can we predict the pKa values in Table 7-1?  With
an appropriate dielectric constant chosen Eq. 2-8 can
be applied.  The difference between the two successive
log Kf values reduced by 0.6 (the statistical factor) is a

TABLE 7-1
Binding Constants of Protons to Dianions of
Dicarboxylic Acidsa

Hypothetical ∞ 5.1 4.5
dianion with
log K* = 4.8

Azelaic 7 5.41 4.55

Adipic 4 5.41 4.42

Succinic 2 5.48 4.19

Malonic 1 5.69 2.83

a From R. P. Bell, (1973) The Proton in Chemistry, 2nd ed., p. 96.
Cornell Univ. Press, Ithaca, New York

Acid dianion
No. of

CH2 groups
log K1
(pK2)

log K2 (association)
(pK1) (dissociation)



330 Chapter 7.  How Macromolecules Associate

measure of the electrostatic effect.  For malonic acid
this ∆ pKa is 2.25 and for succinic acid it is 0.69 (Table
7-1).  In 1923, N. Bjerrum proposed that the value of
∆ pKa could be equated directly with the work needed
to bring the two negative charges together to a distance
representing the charge separation in the malonate
dianion.

Thus, applying Eq. 6-31, ∆G = 5.708 ∆ pKa kJ mol–1 =
12.84 kJ mol–1 for malonate.  Equating this with W
in Eq. 2-8 and assuming a dielectric constant of 78.5
(that of water), the distance of charge separation r is
calculated to be 0.138 nm.  This is much too small.
The computation was improved by Westheimer and
Kirkwood, who assumed a dielectric constant of 2.0
within the molecule.  By approximating the molecule
as an ellipsoid of revolution, they were able to make
reasonably accurate calculations of electrostatic effects
on pKa values.15  Thus, for malonic acid Westheimer
and Shookhoff16 predicted r = 0.41 nm for malonic acid
dianion.  Recently more sophisticated calculations17

have been used to predict pKa values for the com-
pounds in Table 7-1 and others.18

Electrostatic theory has also been used successfully
to interpret titration curves of proteins in which the
net negative or positive charge distributed over the
surface of the protein varies continuously from high
pH to low as more protons are added.19

Electrostatic effects can be transmitted extremely
effectively through aromatic ring systems, a fact that
explains some of the significance of heterocyclic aro-
matic systems in biochemical molecules.  Consider the

Figure 7-4 Binding of protons to the
thiamin anion, the succinate dianion,
and the acetate anion.  Acetate (dashed
line) binds a single proton with a normal
width binding curve.  Succinate dianion
binds two protons with anticooperativity,
hence a broadening of the curve.  The
thiamin anion (yellow form, see Eq. 7-19)
binds two protons with complete coop-
erativity and a steep binding curve.
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microscopic binding constant of the phenolate anion of
pyridoxine as influenced by the state of protonation of
the ring nitrogen.  These are shown in Eq. 6-75, where
pKa* = 4.94 and pKd* = 8.20 define the binding constants
for protonation of a phenolate ion when the ring nitrogen
is protonated or unprotonated, respectively.  We see
that ∆ pKa = 3.26, even greater than that of malonic acid.

3.  Cooperative Processes

Can it ever happen that interaction between
groups leads to a decrease from the statistical separa-
tion between values of the stepwise constants instead
of to an increase?  At first glance, the answer seems to
be no.  A decreased separation would imply that the
intrinsic binding constant for the second proton bound
is higher than that for the first, but common sense tells
us that the first proton ought to bind at the site with
the highest binding constant.  However, look at the
experimental binding curve of protons with the anion
of thiamin shown in Fig. 7-4.  Instead of being broad-
ened from the curve of acetate, it is just half as wide.
The explanation depends upon some rather amusing
chemistry of thiamine.  Under suitable conditions, this
vitamin can be crystallized as a yellow sodium salt,
the structure of whose anion is shown in Eq. 7-19.
Weak binding of a proton to one of the nitrogens as
shown in Eq. 7-19 creates an electron deficiency at
the adjacent carbon and the – S–anion adds to the C=N
group, closing the ring to an unstable tricyclic form of
thiamin.  This tricyclic form can be observed in methanol
and can be crystallized.  It is unstable in water because
the central ring can open, with the electrons flowing as
indicated by the small arrows to create a strongly basic
site on the same nitrogen.  A second proton combines
at this basic nitrogen with a high binding constant to
form a cation.

The key to the reversed order of strength of the binding

C

H H

C C

O O

OO

––

r ≈ 0.4 nm
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constants lies in the molecular rearrangements intervening
between the two binding steps.20,21  In this particular case,
we cannot measure the successive binding constants
K1 and K2 directly from the titration curve because
K2 is almost two orders of magnitude larger than K1.
Consequently, the binding curve shown in Fig. 7-4 is
(within the experimental error) twice as steep at the
center (the slope is 2 x 0.576) as that for acetate ion and
is accurately represented in Eq. 7-20.  Comparison of
Eq. 7-20 with Eq. 7-10 shows how the latter has been
simplified because no significant concentration of the
form PX is present in the cooperative case.

This is only part of the story about the acid–base
chemistry of thiamin.  For the rest, see Chapter 14,
Section D,1.

The binding of protons by the thiamin anion is an
example of a cooperative process, so named because
binding of the first proton makes binding of the second
easier.  Although relatively rare among small molecules,
cooperative processes are very common and important
in biochemistry.22,23  A cooperative binding curve is
sometimes referred to as sigmoidal because the plot
of Y against [X] (the binding isotherm) is S shaped.
The maximum possible cooperativity is observed

A.  Describing Binding Equilibria

when the binding of the first ligand enhances the
affinity of all other sites so much that no species other
than P and PXn are present in significant concentration.

It is easy to show that, for n binding sites with such
completely cooperative binding, the saturation fraction is:

where K = (K1 . . . Kn)1/ n.  The midpoint slope in the
binding curve (Y vs log [X]) is 0.576n and the change,
∆log [X], between Y = 0.1 and Y = 0.9 is 1.81/ n.

Equation 7-21 can be rewritten as

Taking logarithms (Eq. 7-22)

A plot of log [Y/ (1 – Y)] vs log [X] is known as a Hill
plot.  According to Eq. 7-22, it is linear with a slope of n.
Remember that this equation was derived for an ideal
case of completely cooperative binding at n sites.24

However, Hill plots are often used to plot experimen-
tal data for systems in which cooperativity is incom-

plete.  Thus, the experimentally measured
slope of a Hill plot (nHill) is not an integer and
is usually less than n, the number of binding
sites.  A comparison of nHill with n is often
used as a measure of the degree of cooperativ-
ity: nHill/n = 1.00 for complete cooperativity
but is less than one if cooperativity, is incom-
plete.  An example of a very high degree of
cooperativity is provided by the hexameric
enzyme glutamate dehydrogenase, whose
saturation curve for substrate displays nHill
approaching six.25  It is not necessary to make
a Hill plot to get nHill.  From the usual binding
curve of Y (or ∆A) vs log [X] the midpoint
slope can be measured with satisfactory preci-
sion.  Alternatively, the difference, ∆log [X],
between 0.1 and 0.9 saturation can be evaluat-
ed and nHill calculated from Eq. 7-24.

Binding curves sometimes show more than
one step; in such cases Hill plots are not linear
and no simple measure of cooperativity can be
defined.
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A second example of cooperativity is provided by
the reversible denaturation of coiled peptide chains.
Some proteins can be brought to a pH of 4 by addition
of acid but without protonation of buried groups with
intrinsic pKa values greater than four.  When a little
more acid is added, some less basic group is protonated,
permitting the protein to unfold and to expose the more
basic hidden groups.  Thus, cooperative proton binding
is observed.  As in the case of thiamin the cooperativity
depends upon the occurrence of a conformational
change in the molecule linked to protonation of a
particular group.

The reversible transformation between an α helix
and a random coil conformation is also cooperative.
In this case, once a helix is started, additional turns
form rapidly and the molecule is completely converted
into the helix.  Likewise, once it unfolds it tends to
unfold completely.  Melting of DNA (Chapter 5) or,
indeed, of any crystal is cooperative.8  The stacking of
nucleotides alongside a template polynucleotide can
also be cooperative.  For example, the binding of an
adenylate residue to two strands of polyuridylic acid
leads to cooperative formation of a triple-helical
complex (Chapter 5, Section C,4).  Here the stacking
interactions make helix growth energetically easier
than initiation of new helical regions.26

B.  Complementarity and the Packing of
Macromolecules

Because the forces acting between them are weak,
two molecules will cling together tightly only if there
is a close fit between their surfaces.  For a firm bond to
be formed many atoms must be in contact and the two
molecular surfaces must be complementary one to the
other.  If a “knob,” such as a – CH3 group, is present on
one surface, there must be an appropriate hollow in
the complementary surface.  A positive charge in one
surface is likely to be opposite a negative charge in the
other.  A proton donor group can form a hydrogen
bond only if it is opposite a group with unshared
electrons; nonpolar (hydrophobic) groups must be
opposite each other if hydrophobic interaction is to
occur.  An important principle is that two molecules with
complementary surfaces tend to join together and interact,
whereas molecules without complementary surfaces do not
interact. Watson called this “selective stickiness.”27

Selective stickiness permits the self-assembly of bio-
logical macromolecules having surfaces of comple-
mentary shape into fibers, tubes, membranes, and
polyhedra.  It also provides the means for specific
pairing of purine and pyrimidine bases during the
replication of DNA and during the synthesis of RNA
and of proteins.

Complementarity of surfaces is equally important
to the chemical reactions of cells.  Each of these reactions

is catalyzed by an enzyme, which contains reactive
chemical groupings in the right places and in the right
orientations to interact with and promote a chemical
change in another molecule, the substrate.  Specific
catalysis is one of the most basic characteristics of
living things.  Enzymatic catalysis provides the basis
not only for the reactions of metabolism but also for
the movement of muscle fibers, the flowing of the cyto-
plasm in the ameba, and virtually all other biological
responses.  To understand these phenomena requires
an examination of the structures of the macromole-
cules involved and of the ways in which they can fit
together.

Just as the amino acids, sugars, and nucleotides
are the building blocks for formation of proteins,
polysaccharides, and nucleic acids, these three kinds
of macromolecule are the units from which larger
subcellular structures are assembled.  Fibers, micro-
tubules, virus “coats,” and small symmetric groups of
subunits in oligomeric proteins all result from the
packing of macromolecules in well-defined ways,
something that is often called quaternary structure.

1.  Rings and Helices

Consider first the aggregation of identical protein
subunits.  While many protein molecules are nearly
spherical, they are nevertheless asymmetric.  In the
drawings that follow the asymmetry is exaggerated,
but the principles illustrated are valid.  One easily
observed lesson from nature is that even though living
things are made up of asymmetric materials, a great
deal of symmetry is evident.28  At the molecular level
the symmetry of crystalline arrays of atoms or mole-
cules is described mathematically by the elements of
symmetry present in space groups (p. 133).  There
are 230 of these but only 65 accommodate asymmetric
objects (Chapter 3).29  Two of the natural ways for
identical asymmetric subunits to interact lead to rings
and helices, respectively.

Molecules with cyclic symmetry.  Consider a
subunit (protomer) of the shape shown in Eq. 7-25
and containing a region a that is complementary to the
surface j on another part of the same molecule.  Two
such protomers will tend to stick together to form a
dimer, region a of one protomer sticking to region j of
the other.  The dimer will still contain a free region a
at one end and a region j at the other which are not
involved in bonding.  Other protomers can stick to
these free ends.  In some instances long chains can be
formed.  However, if the geometry is just right, a third
subunit can fit in to form a closed ring (a trimer).
Depending on the geometry of the subunits, the ring
can be even smaller (a dimer) or it can be larger (a
tetramer, pentamer, etc.).  The bonding involved is
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between two different regions (a and j) of a subunit
and is sometimes described as heterologous.30  To
obtain a closed ring of subunits, the angle between
the bonding groups a and j must be correct or the ring
cannot be completed.

A ring formed using exclusively heterologous
interactions possesses cyclic symmetry.  The trimer
in Eq. 7-25 has a threefold axis:  Each subunit can be
superimposed on the next by rotation through 360°/ 3.
The oligomer is said to have C3 symmetry.  Many real
proteins, including all of those with 3, 5, or another
uneven number of identical protomers, appear to be
formed of subunits arranged with cyclic symmetry.
An example is the cholera toxin from Vibrio cholerae,
which forms a pentamer with an outer ring of subunits
with C5 symmetry (Fig. 7-5).

Now consider the quantitative aspects of heterolo-
gous interactions with ring formation.  Let K f be the
formation constant and ∆G° the Gibbs energy change
for the reaction of the j end of protomer P with the a end
of a second protomer to form the dimer P2 (Eq. 7-25).

In the second step (Eq. 7-25) a third protomer
combines.  It forms two new aj interactions.  If we assume
for this step that ∆Gf° is 2 ∆G°, Kf will be equal to K 2.
The overall association constant for formation of a
trimer from three protomers will be given by Eq. 7-26.

  3 P → P3
K f = K 3

∆Gf° = 3 ∆G°

This will be true only if ∆G° for formation of both new
aj bonds in the trimers is exactly the same as that for
formation of the aj bond in the dimer.  The reader may
wish to criticize this assumption30a,b,c and to suggest
conditions that might lead to overestimation or under-
estimation of Kf for the trimer as calculated previously.

Now consider a hypothetical example:  Protomer P
is continuously synthesized by a cell. At the same time
some subunits are degraded to a nonaggregating form
via a second metabolic reaction.  The two reactions are
balanced so that [P] is always present at a steady state

B.  Complementarity and the Packing of Macromolecules

value of 10–5 M.  Suppose that a value for a single aj
interaction of K = 104 (and ∆G ° = – 22.8 kJ mol–1) governs
aggregation to form dimers and trimeric rings.  What
concentration of dimers and of trimer rings will be
present in the cell in equilibrium with the 10–5 concen-
tration of P.  Using Eq. 7-25 we see that the concentra-
tion of dimers [P2] is 104 x (10–5)2 = 10–6 M.  (Note that
the amount of material in this concentration of dimer
is equivalent to 2 x 10–6 M of the monomer units.)  The
concentration of rings [P3] is (104)3 x (10–5)3 = 10–3 M,
equivalent to 3 x 10–3 M of the monomer units.  Thus,
of the total P present in the cell (10–5 + 0.2 x 10–5 + 300 x
10–5 M), 99.6% is associated with trimers, 0.33% is still
monomers, and only 0.07% exists as dimers.  Thus, the
formation of two heterologous bonds simultaneously to
complete a ring imparts a high degree of cooperativity
to the association reaction of Eq. 7-25.  We will find in
a cell mostly either rings or monomer but little dimer.

Figure 7-5  Stereoscopic view
of the B5 pentamer of cholera
toxin B.  The pentamer, known
as choleragenoid, has a central
hole of ~ 1.5 nm diameter into
which a helix from the A subunit
is inserted.  As viewed here, the
front surface of the pentamer has
binding sites for the oligosaccha-
ride chains of ganglioside GM1,
which serves as the toxin receptor.
The back side binds the A sub-
unit.  See also Box 11-A.  From
Zhang et al.31
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Now consider what will happen to the little rings
within the cell if the process that removes P to a non-
associating form suddenly becomes more active so that
[P] falls to 10–6 M.  If K is still 104, what will be the
percentages of P, P2, and P3 at equilibrium?  Here we
note a characteristic of cooperative processes:  A higher
than first power dependence on a concentration.

Helical structures.  If the angle at the interface aj
is slightly different, instead of a closed ring, we obtain
a helix as shown in Fig. 7-6A.  The helix may have an
integral number of subunits per turn or it may have a
nonintegral number, as in the figure.  The same type of
heterologous interaction aj is involved in joining each
subunit to the preceding one, but in addition other
interactions occur.  If the surfaces involved in these
additional interactions are complementary and the
geometry is correct, groups from two different parts
of the molecule (e.g., b and k) may fit together to form
another heterologous bond.  Still a third heterologous
interaction cl may be formed between two other parts
of the subunit surfaces.  If interactions aj, bk, and cl are
strong (i.e., if the surfaces are highly complementary
over large areas), extremely strong microtubular struc-
tures may be formed, such as those in the flagella of
eukaryotic organisms (Fig. 1-8).  If the interactions are
weaker, labile microfilaments and microtubules, such
as are often observed to form and dissociate within
cells, may arise.

The geometry of subunits within a helix is often
advantageously displayed by imagining that the sur-
face of the structure can be unfolded to give a radial
projection (Fig. 7-6B).  Here subunits corresponding to
those in the helix in Fig. 7-6A are laid out on a plane
obtained by slitting the cylinder representing the sur-
face of the helix and laying it out flat.  In the example
shown, the number of subunits per turn is about 4.8
but it can be an integral number.  The interactions bk
between subunits along the direction of the fiber axis
may sometimes be stronger than those (aj) between
adjacent subunits around the spiral.  In such cases
the microtubule becomes frayed at the ends through
breaking of the aj interactions.  This phenomenon can
be observed under the electron microscope for the
microtubules from flagella of eukaryotic organisms.
Figures 7-7 to 7-10 show four helical structures from the
molecular domain.  They are a filamentous bacterio-
phage, a plant virus, a bacterial pilus, and an actin
microfibril.  Each is composed largely of a single kind
of protomer.  A larger and more complex helical struc-
ture, the microtubule, is shown in Fig. 7-34.

Filamentous bacteriophages. Bacteriophages of
the Ff family include the fd, f1, and M13 strains.31a,32– 36

Phage M13 is widely used in cloning genes and for
many other purposes (Chapter 26).  The genome is a
circular, single-stranded DNA of ~ 6400 nucleotides

which is held in an elongated double-stranded form
by a helical sheath of about 2700 subunits of a 50-
residue protein.  The rod is about 6 nm in diameter
and 880 nm long and it is capped by two specialized
proteins at one end and a different pair of proteins at
the other end.  The five coat proteins are encoded by
five of the 11 genes present in these little viruses.37,38

Each coat subunit in the Ff viruses is coiled into an
α-helical rod of 7 nm length.  These are arranged in the
virus in a right-handed helical pattern with a pitch of
1.5 nm and with 4.4 subunits per turn (Fig. 7-7).  The
protein rods are inclined to the helix axis and extend
inward.  This arrangement permits a “knobs-in-holes”
hydrophobic bonding between subunits.  The helix of
pitch 1.5 nm is the primary or one-start helix.  How-
ever, in every regular helical structure we can also
trace a two-start helix, a three-start helix, etc.  In this
instance the five-start helix is easiest to see.

The protein coat of these viruses provides an
elongated cylindrical cavity to protect the circular,
single-stranded DNA molecule that is the genome.
Although there are two antiparallel strands of DNA,
a regular base-paired structure is impossible and the
DNA is probably not present in a highly ordered
form.38a  There are about 2.4 nucleotides in the DNA
per protein subunit.  However, there are related viruses
with ratios as low as one nucleotide per protein sub-
unit and containing more highly extended DNA.34,39

A rod-shaped plant virus.  The tobacco mosaic
virus (Figs. 5-41, 7-8) is a 300-nm-long rod constructed
from 2140 identical wedge-shaped subunits whose
detailed molecular structure is known.40  Each 158-
residue subunit contains five helices and a small β
sheet.  A single strand of RNA containing 6395 nucle-
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Figure 7-6 (A) Heterologous bonding of subunits to form a
helix.  (B) Radial projection of subunits arranged as in helix
A.  Different bonding regions of the subunit are designated
a, b, c, j, k, and l.
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Figure 7-7 Structure of the virus fd
protein sheath.  (A)  Left.  A single coat
subunit, with its N terminus towards
the top, as if moved from the left side of
the sheath.  The dark circles represent
charged atoms of Asp, Glu, and Lys side
chains.  The backbone of the protein is
a Cα diagram.  The positively charged
atoms near the C terminus line the inner
surface of the sheath neutralizing the
negative charge of the DNA core.  Right.
Each subunit is represented by a helical
tube through successive Cα atoms.
Three nearest neighbors, indexed as 0, 6, and 11, are indicated.  The axial slab shown represents ~1% of the total length of the
virion.  From Marvin.31a  (B)  A 2.0 nm section through the virus coat with the helices shown as curved cylinders.  The view is
down the axis from the N-terminal ends of the rods.  The rods extend upward and outward.  The rods with indices 0 to – 4
start at the same level, forming a five-start helical array.  The rods with more negative indices start at lower levels and are
therefore further out when they are cut in this section.  (C)  The same view but with “wire models” of the atomic structure of
the rods.  From Marvin et al.32

otides (~ 3 per protein subunit) lies
coiled in a groove where it interacts
with side chains from two of the heli-
ces (Fig. 7-8B).41–44a   The virus is as-
sembled by the binding of a region of
the RNA 800 – 1000 nucleotides from
the 3' end to a two-turn helix of sub-
units that appears to form spontane-
ously.  Additional subunits then add at
each end, binding to the RNA as well
as the adjacent protein subunits.42,44,45

A relative with a very similar struc-
ture is cucumber green mottle mosaic
virus.46

Bacterial pili.  The adhesion pili,
or fimbriae,48 of bacteria are also helical
arrays of subunits.  The P pili of E. coli
are encoded by a cluster of 11 genes in
the pap (pilus associated with pyelo-
nephritis) cluster.  They are needed
to allow the bacteria to colonize the
human urinary tract.  The bulk of the
~1-µm-long pilus is made up of about
1000 subunits of a 185-residue protein
encoded by gene PapA. They form a
right-handed  helix of ~ 7 nm diameter
with 3.28 subunits per turn and a
pitch of ~ 2.5 nm (Fig. 7-9A).49– 51  The
rod is anchored to the bacterial outer
membrane by a protein encoded by
gene PapH, while subunits encoded
by PapE and PapF fasten the adhesin
protein (PapG) to the tips of the
pili.49,52,53,53a  The adhesin binds to the
Galα1→ 4Gal ends of glycolipids in

B

C

A
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the kidney.51,54  The PapE, F, and
G subunits form a thin ~ 2.5-nm-
thick by 15 nm “fibrillum” which
is attached by an adapter protein
encoded by gene PapK.  A special
chaperonin (PapD gene) is also
required for pilus assembly in E.
coli53a as well as other bacteria.55

Another E. coli pilus adheres to
mannose oligosaccharides.53b

Similar pili of Neisseria gonno-
rheae are used by that bacterium.
The three-dimensional structure of
the 158-residue pilin subunit is that
of a globular subunit with an 8.5 nm
α-helical spine at one end.56,57  A
proposed model of the intact pilus
shaft is shown in Fig. 7-9B,C.  Notice
the similarity of the packing of the
α-helical spines in the center to the
packing arrangement in the bacterio-
phage coat in Fig. 7-7.  Similar features
may be present in the P pilus rod
shown in Fig. 7-9A.  However, there
is uncertainty about the packing
arrangement.  The E. coli type 1 pilus
subunits contain immunoglobulin
folds that are completed by donation
of an N-terminal strand from a
neighboring subunit.53a  In thin
fimbriae of Salmonella extended,
parallel β helices may be formed
(see Fig. 2-17)53e,53f

Other types of pili are also well-
known.53c,d  F pili or conjugative pili
are essential for sexual transfer of
DNA between bacterial cells (Chapter
26).  F+ strains of E. coli form hollow
pili of 8.5 nm diameter with a 2.0-nm
central hole.58,59  Their 90-residue
subunits apparently form rotationally
symmetric pentamers which stack to
form the pili.59  These pili are essen-
tial to establishing the initial contact
between conjugating bacterial cells.

The thin filaments of muscle.
An essential component of skeletal
muscle (discussed further in Chapter
19) is filamentous actin (F-actin).  It
is composed of 375-residue globular
subunits of a single type and with a
highly conserved sequence.60,61  It is
found not only in muscle but also in
other cells where it is a component
of the cytoskeleton.  The actin micro-
filament has the geometry of a left-
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Figure 7-8  (A) Electron micrograph of the rod-shaped particles of tobacco
mosaic virus.  © Omikron, Photo Researchers.  See also Butler and Klug.42

(B)  A stereoscopic computer graphics image of a segment of the 300 nm long
tobacco mosaic virus.  The diameter of the rod is 18 nm, the pitch of the helix is
2.3 nm, and there are 16 1\ 3 subunits per turn.  The coat is formed from ~ 2140
identical 17.5-kDa subunits.  The 6395-nucleotide genomic RNA is represented
by the dark chain exposed at the top of the segment.  The resolution is 0.4 nm.
From Namba, Caspar, and Stubbs.47  (C)  A MolScript ribbon drawing of two
stacked subunits.  From Wang and Stubbs.46
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~1 µm

d ≈ 7 nm

2.5 nm pitch

PapH

Pap A rod

Pap G

Pap F

2.5 nm

15 nm length

Pap E

Pap K

Figure 7-9  (A)  Schematic diagram of a bacterial P pilus.  The ~1-µm-long helical rod is anchored to the outer cell membrane
by protein Pap H.  The adhesion Pap G binds to galactosyl glycolipids of the host.  (B, C)  The structure of pilus fiber from
Neisseria gonnorrheae modeled from the atomic structure of the 54-residue pilin subunit.  The exact structure of the fiber is
uncertain, but the model generated here by trying various possible helical packings matches the dimensions obtained from
fiber diffraction patterns and electron microscopic images.  (B) Cross section.  (C) Stereoscopic view.  The experimental dimensions
of 4.1-nm pitch and 6.0-nm diameters are shown by the “transparent” ring in (B).  From Parge et al.57
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handed one-start or primary helix with a pitch of
only 0.54 nm and with approximately two subunits
per turn (Fig. 7-10).62,63

It can also be described as a right-handed two-start
helix in which two chains of subunits coil around one
another with a long pitch (Fig. 7-10).

B

C

A

2.  Oligomers with Twofold (Dyad) Axes

Paired interactions.  If two subunits are held
together with interactions aj and are related by a two-
fold axis of rotation as shown in Fig. 7-11, we obtain an
isologous dimer.  Each point such as a in one subunit
is related to the same point in the other subunit by
reflection through the axis of rotation.  In the center,
along the twofold axis, points c and c’ are directly
opposite the same points in the other subunit.  Figure 7-11
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is drawn with a hole in the center so that groups c and
c’ do not actually touch, and it is the paired interactions
such as aj of groups not adjacent to the axis that con-
tribute most to the bonding.  However, a real protein
dimer may or may not have such a hole.  The pair of
identical interactions in an isologous dimer may be
referred to as a single isologous bond.  Such a bond
always contains the paired interactions between
complementary groups (aj) and has pairs of identical
groups along the axis.  However, because they are
identical those groups usually cannot interact in a
specific complementary manner.

Isologous bonding is very important in oligomeric
enzymes, and it has been suggested that isologous
interactions evolved early.  Initially there may not have
been much complementarity in the bonding but two

“hydrophobic spots” on the surface of the subunits
came together in a nonspecific association.64  Later in
evolution the more specific paired interactions could
have been added.

Dihedral symmetry. Isologous dimers can serve
as subunits in the formation of larger closed oligomers
and helices; for example, an isologous pair of the sort
shown in Fig. 7-11A can be flipped over onto the top of
another similar pair as shown in Figs. 7-11B and 7-11C.
Again, if the proper complementary surfaces exist,
bonds can form as shown (bk in Fig. 7-11B and bk and
cl in Fig. 7-11C).  Both structures in Figs. 7-11B and 7-11C
possess dihedral (D2) symmetry.65  In addition to the
twofold axis of rotation lying perpendicular to the two
rings, there are two other twofold axes of rotation as

Figure 7-10  (A) Model of the
F-actin helix composed of eight
monomeric subunits.  The model
was constructed from the known
structure of the actin monomer
with bound ADP using X-ray data
from oriented gels of fibrous actin
to deduce the helical arrangement
of subunits.  The main interactions
appear to be along the two-start
helix.  See also Holmes et al.62

(B) Ribbon drawing of an actin
monomer with the four domains
labeled. Courtesy of Ivan Rayment.
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In 1968, a tiny cylindrical particle, which appeared
to be a stack of 11-nm rings, was observed by electron
microscopy of an extract of erythrocytes.a,b  Later, a
similar particle was found in both the nucleus and
the cytoplasm of other cells of many organisms.  The
particles were soon recognized as a new type of
protein-hydrolyzing enzyme, a large 700-kDa particle
consisting of 20–30 subunits of several different types
which came to be known as the multicatalytic pro-
tease or 20S proteasome.c,d  Electron microscopy
and X-ray diffraction showed that the particle is
formed from four stacked rings, each of which con-
sists of seven subunits whose molecular masses
range from 21 to 31 kDa.e– j

Proteasomes are strikingly similar in architecture,
though not in peptide sequences, to another particle
found in both bacteria and eukaryotes: a molecular
“chaperone” or chaperonin.  The chaperonins, of
which there are several types, protect proteins while
they fold or undergo translocation within cells.k

One of the best studied members is the E. coli protein
GroEL, which is also composed of double rings of
14 subunits with seven-fold rotational symmetry
and with two of these assemblies associated back-
to-back with dihedral symmetry.l  The dimensions
of GroEL and 20S proteasomes are nearly the same.
However, GroEL has only two rings of ~ 60-kDa
subunits, more than twice the size of proteosomal
subunits.  The accompanying sketch illustrates this
fact and also the basic structural similarity of 20S
proteosomes with GroEL.  The αβ pairs of the pro-
teosome, correspond to single subunits of the chap-
eronin, but these subunits have three distinct
domains–apical, intermediate, and equatorial

BOX 7-A  LIFE AND DEATH FOR PROTEINS: CHAPERONINS AND PROTEASOMES

(labeled A, I, and E , respectively, in the drawing).m

After a protein, whether correctly, incorrectly, or
only partially folded, enters a cavity in GroEL, a
second protein GroES of smaller size (~10 kDa)
but with seven-fold symmetry binds to one end of
the chaperonin.p  Seven molecules of ATP also bind
to sites on the GroEL ring to which GroES binds (the
cis ring).  The binding of the ATP and GroES evi-
dently induces a major conformational change in
the GroEL subunitsl,m,n,q which causes the binding
cavity to expand to over twice the original volume.
This change (see drawing) also causes hydrophobic
surfaces of the cavity to become buried and hydro-
philic side chains to be exposed.  The cavity surface
was initially largely hydrophobic and able to bind
many proteins nonspecifically, but upon expansion
it becomes hydrophilic and less likely to bind.  This
releases the encased protein to complete its folding
or to partially unfold and refold without interference
from other proteins.

While a protein is adjusting its folding in the cis
compartment another protein molecule may become
trapped in the trans compartment.  After some time
the bound ATP molecules are hydrolyzed.  As in the
contraction of muscle, which is discussed in Chapter
19, the loss of inorganic phosphate (Pi) and ADP
from the active site can be accompanied by move-
ment.  In the chapenonin this involves a conforma-
tional switch so that the ES heptamer is released and
the conformation of the trans ring of EL is switched
to that of the initial cis ring and vice versa.  The new
cis ring is ready to receive an ES cap and the new
trans ring can release the folded protein.r  A variety
of experimental approaches are being used in an
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BOX 7-A  LIFE AND DEATH FOR PROTEINS: CHAPERONINS AND PROTEASOMES (continued)

effort to further understand the action of GroEL.s– x

The chaperonin may function repeatedly before a
protein becomes properly folded.t

While chaperonins assist proteins to fold cor-
rectly proteasomes destroy unfolded chains by
partial hydrolysis, cutting the chains into a random
assortment of pieces from 3 to 30 residues in length
with an average length of  ~ 8 residues.y  Proteasomes
destroy not only unfolded and improperly folded
proteins but also proteins marked for destruction by
the ubiquitin system described in Box 10-C.  It has
been hard to locate true proteosomes in most bacteria.
However, they do contain protease particles with
similar characteristicsz– bb  and archaeons, such as
Thermoplasma acidophilum, have proteasomes similar
to those of eukaryotes.cc

The Thermoplasma proteasome contains only two
kinds of subunits, α and β, which have similar amino
acid sequences.  These form α7 and β7 rings which
associate in α7β7 pairs with two of these double rings
stacked back-to-back with dihedral D7 symmetry:
α7β7β7α7.  The crystal structure has been determined
for this 20S proteasome from T. acidophilumg,dd and
for the corresponding proteasome from yeast (Sac-
charomyces cerevisiae).f,ee  The accompanying drawings
illustrate top and side views of the T. acidophilum
proteasome.  The particle contains three internal
cavities.  The outer two are formed between the α7
and β7 rings and the inner is formed between the

two β7 rings.  A channel only 1.3 nm in diameter
permits the entrance of peptide chains into the
compartments.

The active sites of the enzymesff are located in
the β subunits in the central cavity.dd  While the
yeast and human proteasomes are similar to those
of Thermoplasma, the β subunits consist of seven
different protein-hydrolyzing enzymes whose cata-
lytic activities and mechanisms are considered in
Chapter 12.  There are also seven different α sub-
units, all of whose sequences are known.i,gg  To make
the story more complex, additional subunits, some
of which catalyze ATP hydrolysis, form a 600- to
700-kDa cap which adds to one or both ends of a 20S
proteosome to give a larger 26S proteasome.b,d,e,w

These larger proteasomes carry out an ATP-depen-
dent cleavage of proteins selected for degradation
by the ubiquitin system (Box 10-C; Chapter 12).
Some of the short peptide segments formed by pro-
teasomes may leave cells and participate in intercel-
lular communication.  For example, pieces of antigenic
peptides are used by cells of the immune system for
“antigen presentation” (Chapter 31),hh an important
process by which the immune system recognizes
which cells are “self” and which are foreign or malig-
nant and must be killed.

The structure of the caps on the 26S proteasome
ends is complex.  At least 20 different regulatory
subunits have been identified.ii,jj

(A)  Electron micrograph of 26S
proteasomes from Xenopus oocytes
negatively stained with 2% uranyl
acetate.   (B)  Image of the 26S
proteasome (left) and a 20S protea-
some with only one end cap.  These
views were obtained by correlation
averaging of 527 individual images
of the 26S proteasome and 395
images of the single-ended form.
From Peters et al.e  Courtesy of
Wolfgang Baumeister.
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BOX 7-A  (continued)

(A)  Top view of the 20S protea-
some as an α-carbon plot showing
the seven-fold symmetry.  The α
subunits are in front of the β sub-
units.  (B)  Side view showing the
proteasome cut open along its
seven-fold axis.  From Löwe et al.dd

Courtesy of Robert Huber.
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Figure 7-12  A ribbon representation of the ornithine decar-
boxylase dodecamer.  Six dimers of the 730-residue subunits
are related by C6 crystallographic symmetry.  MolScript
drawing from Momany et al.66  Courtesy of Marvin Hackert.

indicated in the drawings.  Again,
the interactions are paired and iso-
logous; of many possible contacts
two bk interactions and two cl inter-
actions are marked for each pair of
subunits in Fig. 7-11.  There are a
total of six pairs of these interac-
tions, one between each combina-
tion of two subunits.  This may be a
little more difficult to see in Fig. 7-11B
than in Fig. 7-11C because in the
former the subunits are arranged in
a more or less square configuration.
Nevertheless, a pair of interactions
between the left-hand subunit in
the top ring and the subunit in the
lower ring at the right does exist,
even if it is only electrostatic and at
a distance.   An example of a tetra-
meric enzyme with perfect dihedral
symmetry of the type shown in Fig.
7-11B is lactate dehydrogenase
(Chapter 15).  The plant agglutinin
concanavalin A has a quaternary
structure resembling that in Fig. 7-11C.

Square arrays of four subunits
can be formed using either heterolo-
gous or isologous interactions.  Both types of bonding
can occur in larger aggregates.  For example, two
trimers such as that shown in Eq. 7-25 can associate to
a hexamer having dihedral (D3) symmetry; a heterolo-
gous “square tetramer” can dimerize to give a dihedral
(D4) octamer.65  The enzymes ornithine decarboxylase
(Fig. 7-12)66 and glutamine synthetase (Chapter 24)67

each consist of double rings of six subunits each.  The
upper ring is flipped over onto the lower giving dihe-
dral symmetry (D6) with one 6-fold axis and six 2-fold
axes at right angles to it.

Oligomers with cubic symmetry (polyhedra).
Symmetrical arrangements containing more than one
axis of rotation of order higher than 2-fold are said to
have cubic symmetry.  The tetrahedron is the simplest
example.  It contains four 3-fold axes which pass through
the vertices and the centers of the faces and three 2-fold
axes which pass through the midpoints of the six edges.
Since protein subunits are always asymmetric, a tetrameric
protein cannot possess cubic symmetry. As we have already
seen, tetrameric enzymes have dihedral symmetry.
However, a heterologous trimer with 3-fold symmetry
can form a face of a tetrahedron containing a total of
12 asymmetric subunits.  Twenty-four subunits can
interact to form a cube.  Three 4-fold axes pass through
the centers of the faces, four 3-fold axes pass through
the vertices, and six 2-fold axes pass through the edges
(see Figs. 7-13 and 16-3).

The largest structure of cubic symmetry that can
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Figure 7-11  (A)  Isologous bonding between pairs of subunits; (B) an “isologous
square” arrangement of subunits; (C) an apparently “tetrahedral” arrangement of
subunits.  Note the three twofold axes.
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Figure 7-13  (A)  MolScript
ribbon drawing of a subunit of
the iron oxide storage proteins
L-ferritin from amphibian red
cells.  This 4-helix bundle is
represented by cylinders of 1.3
nm diameter in the oligomer.
(B)  Helices A and C of the mono-
mer are on the outer surfaces of
the oligomer and helices B and
D are on the inner surface.  The
oligomer consists of a shell of 24
subunits and is viewed down a
4-fold axis illustrating its 423 (cubic)
symmetry.  The molecule is
illustrated further in Fig. 16-3.
From Trikha et al.74  Courtesy of
Elizabeth Theil.
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BA

Figure 7-14  (A)  Schematic drawing illustrating an icosahedrally symmetric structure with sixty identical asymmetric sub-
units all in equivalent positions.  The 5-fold axes are located at the vertices of the icosohedron and the 2-fold and 3-fold axes
can readily be seen.  (B)  Ribbon drawing of the 195-residue polypeptide chain of the coat subunit of satellite tobacco necrosis
virus.  The protein folds into an inwardly projecting N-terminal segment and a “β-jellyroll” domain.  The packing of this
subunit in the virus particle is shown schematically in (C).  The symmetry axes drawn next to the subunit diagram (B) can be
used to position it in the structure.  Contacts between subunits are labeled D, T, and P (‘dimer’, ‘trimer’, ‘pentamer’).  Diagrams
courtesy of Drs. Strandberg, Liljas, and Harrison.68  (D)  The distribution of RNA helical segments in a hemisphere of a virion
of a similar small virus, the satellite tobacco mosaic virus.  The virion viewed down a 3-fold axis from the virus exterior.  The
helical axes of the RNA segments are along icosahedral edges.  From Larson et al.75
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be made is the icosahedron, a regular solid with 20
triangular faces.  Sixty subunits, or some multiple of
60, are required and at each vertex they form a heterol-
ogous pentamer.  As with the tetrahedron, each face
contains a heterologous trimer, while isologous bonds
across the edges form dimers (Fig. 7-14C).  Many
viruses consist of roughly spherical protein shells
(coats) containing DNA or RNA inside.68– 70  As with
the filamentous viruses, the protein coats consist of
many identical subunits, a fact that can be rationalized
in terms of economy from the genetic viewpoint.  Only
one gene is needed to specify the structure of a large number
of subunits.70,71  Under the electron microscope the viruses
often have an icosahedral appearance (Figs. 5-41A, 7-14),
and chemical studies show that the number of the
most abundant subunits is usually a multiple of 60.
An example is the tiny satellite tobacco necrosis
virus,72 diameter ~ 18 nm, whose coat contains just
60 subunits of a 195-residue protein.  Its genome is a

1239-nucleotide molecule of RNA.  The structure of
the coat has been determined to 0.25-nm resolution.73

Many virus coats have 180 subunits or a number
that is some other multiple of 60.  However, in these
coats the subunits cannot all be in identical environ-
ments.  Two cases may be distinguished.  If all of the
subunits have identical amino acid sequences they
probably exist in  more than one distinct conformation
that permit them to pack efficiently. (Next section)
Alternatively, two or more subunits of differing sequence
and structure may associate to form 60 larger subunits
that do pack with icosahedral symmetry.  For example,
the polioviruses (diameter 25 nm) contain three major
coat proteins (α, β, and γ or VP1, VP2, and VP3).  These
are formed by cleavage of a large precursor protein
into at least four pieces.76,77  The three largest pieces of
~ 33-, 30-, and 25-kDa mass (306, 272, and 238 residues,
respectively) aggregate as (αβγ)60.  Sixty copies of a
fourth subunit of 60 residues are found within the shell.

Related picorna viruses such as
human rhinoviruses (Fig. 7-15),69,78,79

foot-and-mouth disease virus, parvo-
virus,80 and Mengo virus81 have
similar architectures.  The small
(diameter 25 nm) single-stranded
DNA bacteriophages such as φX174
also have three different coat pro-
teins, one of which forms small
hollow spikes at the vertices of the
icosahedral shell (Fig. 5-41A).82

Asymmetry and quasi-equiva-
lence in oligomers.  It is natural to
think about association of subunits
in symmetric ways.  Consequently
the observation of square, pentagonal,
and hexagonal arrangements of sub-
units directly with the electron micro-
scope led to a ready acceptance of
the idea that protomers tend to
associate symmetrically.  However,
consider the predicament of the two
molecules shown in Fig. 7-16.  They
might get together to form an isolo-
gous dimer if it were not for the fact
that their “noses” are in the way.
Despite the obvious steric hindrance,
an isologous dimer can be formed
in this case if one subunit is able to
undergo a small change in confor-
mation (Fig. 7-16).  In the resulting
dimer the two subunits are only
quasi-equivalent.

Unsymmetrical dimerization of
proteins appears to be a common
phenomenon that is often observed
in protein crystals.  For example, the

Figure 7-15  (A)  Schematic diagram of the icosahedral shell of a human
rhinovirus showing the arrangement of the three subunits VP1, VP2, and
VP3, each present as 60 copies.  (B)  Stereoscopic view of an image of the
virus “decorated” by the binding of two immunoglobulinlike domains of the
intercellular adhesion molecule ICAM-1, a natural receptor for the virus.
Part of this receptor binds into a groove or “canyon,” which in marked in (A)
by the dark bands.  From Olson et al.78  Courtesy of Michael Rossmann.
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enzymes malic dehydrogenase and glyceraldehyde
phosphate dehydrogenase (Chapter 15) are both tetra-
mers of approximate dihedral symmetry but  X-ray
crystallography revealed distinct asymmetries83,84

which include a weaker binding of the coenzyme
NAD+ in one subunit.  This may simply reflect differ-
ences in environment within the crystal lattice.  How-
ever, negative cooperativity in coenzyme binds has also
been revealed by kinetic experiments.85

The polypeptide hormone insulin is a small protein
made up of two chains (designated A and B) which are
held together by disulfide bridges (Fig. 7-17A).  Figure
7-17B is a sketch of the structure as revealed by X-ray
crystallography,86,87 with only the backbone of the
peptide chains and a few side chains shown.  In the
drawing, the B chain lies behind the A chain.  Beginning
with the N-terminal Phe 1 of the B chain the peptide
backbone makes a broad curve, and then falls into an
helix of three turns lying more or less in the center of
the molecule.  After a sharp turn, it continues upward
on the left side of the drawing in a nearly completely
extended β structure.  The A chain has an overall U
shape with two roughly helical portions.  The U shape
is partly maintained by a disulfide bridge running
between two parts of the A chain.  Two disulfide bridges
hold the A and B chains together, and hydrophobic
bonding of internal side chain groups helps to stabilize
the molecule.

Insulin in solution dimerizes readily, the subunits
occupying quasi-equivalent positions.  Figure 7-17C
shows some details of the bonding between the sub-
units in the insulin dimer with a view from the outside
of the molecule down the 2-fold axis (marked by the X
in the center of the Phe 25 ring in the right-hand chain)
through the dimer.  The C-terminal ends of the B chains
are seen in an extended conformation.  The two anti-
parallel chains form a β structure with two pairs of
hydrogen bonds.  If there were perfect isologous bond-
ing, the two pairs would be entirely equivalent and
symmetrically related one to the other.  A straight line
drawn from a position in one chain and passing through
the twofold axis (X) would also pass approximately
through the corresponding position in the other chain.
However, there are many deviations from perfect
symmetry, the most striking of which is at the center

where the Phe 25 from the right-hand chain projects
upward and to the left.  If the symmetry were perfect
the corresponding side chain from the left-hand chain
would project upward and to the right and the two
phenylalanines would collide, exactly as do the “noses”
in Fig. 7-16.  In insulin one phenylalanine side chain
has been flipped back out of the way.

Under proper conditions, three insulin dimers
associate to form a hexamer of approximate dihedral
(D3) symmetry that is stabilized by the presence of
two zinc ions.  Figure 7-17D is a crude sketch of the
hexamer showing the three dimers, the 3-fold axis of
symmetry, and the two pseudo 2-fold axes, one passing
between the two subunits of the dimer and the other
between two adjacent dimers.  Figure 7-18 is a stereo-
scopic ribbon diagram of the atomic structure, with the
A chains omitted, as obtained by X-ray diffraction.87

The structure has also been obtained by NMR spectro-
scopy.88  Note that each of the two zinc atoms lies on
the threefold axis and is bound by three imidazole
rings from histidines B-10.  The significance of the zinc
binding is uncertain but these hexamers readily form
rhombohedral crystals, even within the pancreatic cells
that synthesize insulin.  The structure illustrates a
feature that is common to many oligomers of circular
or dihedral symmetry. A central “channel” is often
quite open and protruding side chain groups, such as
the imidazole groups in insulin, form handy nests into
which ions or molecules regulating activity of proteins
can fit.  Conformational differences in insulin are in-
duced by the binding of phenol.  In Fig. 7-18A the
C-terminal ends of the chains are extended but in the
phenol complex (B) they have coiled to extend the α
helices.

Quasi-equivalence in virus coats. A large
number of icosahedral viruses have coats consisting
of 180 identical subunits.  For example, the small
RNA-containing bacteriophage MS 2 consists of an
eicosahedral shell of 180 copies of a 129-residue pro-
tein that encloses one molecule of a 3569-residue
RNA.89  The virus also contains a single molecule of a
44-kDa protein, the A protein, which binds the virus
to a bacterial pilus to initiate infection.  Related bacte-
riophages GA, fr, f2, and Qβ90,91  have a similar
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1 21 2
Figure 7-16 Nonsymmetric bonding in a
dimer.  (A)  Two molecules which cannot
dimerize because of a bad fit at the center.
(B)  A solution:  Molecule 1 has refolded its
peptide chain a little, changing shape enough
to fit to molecule 2.
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Figure 7-17  The structure of insulin.  (A) The amino acid
sequence of the A and B chains linked by disulfide bridges.  (B)
Sketch showing the backbone structure of the insulin molecule
as revealed by X-ray analysis.  The A and B chains have been
labeled.  Positions and orientations of aromatic side chains are
also shown.  (C)  View of the paired N-terminal ends of the B
chains in the insulin dimer.  View is approximately down the
pseudo-twofold axis toward the center of the hexamer.   (D)
Schematic drawing showing packing of six insulin molecules in
the zinc-stabilized hexamer.
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architecture.  Many RNA-containing viruses of plants
also have 180 subunits in their coats.68   Much studied
are the tomato bushy stunt virus (diameter ~ 33 nm,
40-kDa subunits),68 and the related southern bean
mosaic virus.92  The human wart virus (diameter
~ 56 nm) contains 420 subunits, seven times the number
in a regular icosahedron.  Adenoviruses (diameter
~100 nm) have 1500 subunits, 25 times more than the
60 in a regular icosahedron.93,94  Caspar and Klug95

proposed a theory of quasi-equivalence of subunits

according to which the distances between the centers
of subunits are preserved in a family of icosadeltahedra
containing subunits in multiples of 20.  However, the
angles must vary somewhat from those in a regular
icosahedron (compare with geodesic shells in which
the angles are constant but the distances are not all the
same).  The resulting polyhedra contain hexamers as
well as pentamers at vertices; for example, the shells
of the 180-subunit viruses contain clusters of subunits
forming 12 pentamers and 20 hexamers.  There are
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Figure 7-18  Stereoscopic MolScript ribbon drawings of the B chains (A chains
omitted) of (A) hexameric 2-zinc pig insulin.  (B) A phenol complex of the same
protein.  Within each dimer the B chains are shaded differently.  The Zn2+ ions
are represented by white spheres and the coordinating histidine side chains are
shown.  Six noncovalently bound phenol molecules can be seen, as can several
conformational differences.  From Whittingham et al.87  Courtesy of Peter C. E.
Moody.

also 60 trimers (on the faces) and 90
dimers (across the edges) (Fig. 7-19).
Such structures can be formed only
for certain values of T where the
number of subunits is 60T and
there are 12 pentamers (pentons)
and 10 (T-1) hexamers hexons. T
can assume values of h2 + hk + k2

where h and k may be positive
integers or zero.  Some allowed T
values are 1, 3, 4, 7, 9, 13, 25.68,70,96,97

The subunits in virus coats
with T greater than one are not all
in equivalent positions.  For example,
the three subunits labeled A, B,
and C in Fig. 7-19 are each slightly
differently positioned with respect
to neighboring subunits.  Since
virus coats are usually tightly
packed the subunits must assume
more than one conformation.  One
kind of conformational change that
allows quasi-equivalence of sub-
units is observed in the tomato
bushy stunt virus.  Two structural
domains are connected by a hinge
which allows an outer protruding
domain to move slightly to pre-
serve good isologous interactions
with a corresponding domain in
another subunit.68

The southern bean mosaic
virus has an eight-stranded anti-
parallel β-barrel structure closely
similar to that of the major domain
of the bushy stunt viruses but
lacking the second hinged domain.
The problem of quasi-equivalence
is resolved by the presence of an N-
terminal extension that binds onto
a subunit across the quasi-six-fold
axis to give a set of three subunits
(labeled C in Fig. 7-19) that associate
with true three-fold symmetry and
another set (B) with a slightly differ-
ent conformation fitting between
them.68,92  The subunits A, which
have a third conformation, fit to-
gether around the five-fold axis in
true cyclic symmetry.

A surprising finding is that the
polyoma virus coat, which was
expected to contain 420 (7 x 60)
subunits, apparently contains only
360.  The result is that the hexavalent
morphological unit is a pentamer
and that quasi-eqivalence appears
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icosahedrally symmetric
structure with 180 sub-
units. The quasi-equivalent
units A, B, and C are
necessarily somewhat
differently positioned with
respect to their neighbors
and must therefore assume
different conformations in
order to fit together tightly.
From Harrison.68
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to be violated.98,99  Flexible arms tie the pentamers
together.

Quasi-equivalence of subunits also provides the
supercoil in bacterial flagella (Chapter 19) and accounts
for some interesting aspects of the structure of tobacco
mosaic virus.  The protein subunits of the virus can
exist either as a helix with 16.3 subunits per turn (Fig.
7-8) or as a flat ring of 17 subunits.100  A very small
conformational difference is involved.  These rings
dimerize but do not form larger aggregates.  What is
surprising is that the dimeric rings do not have dihe-
dral symmetry, all of the subunits in the dimeric disk
being oriented in one direction but with two different
conformations.  The disk may serve as an intermediate
in virus assembly.  The inner portions of the quasi-
equivalent disk subunits have a jawlike appearance
as if awaiting the incorporation of RNA.  As the RNA
becomes bound, the disks could dislocate to a “lock-
washer” conformation to initiate and to propagate
growth of the helical virus particle.100,44a  However,
there is uncertainty about this interpretation.45,101

Some enzymes, such as yeast hexokinase and
creatine kinase (Chapter 12), associate in extremely
asymmetric ways.102  A dimer is formed by means of
heterologous interactions but steric hindrance prevents
the unsatisfied sets of interacting groups from joining
with additional monomers to form higher polymers.
As Galloway pointed out, many biological structures
are not completely ordered but nevertheless possess
well-defined and functionally important local relation-
ships.103

Regulatory subunits and multienzyme complexes.
Proteins are often organized into large complexes,
sometimes for the purpose of regulating metabolism.
An example is aspartate carbamoyltransferase
which catalyzes the first step in the synthesis of the
pyrimidine rings of DNA and RNA (Chapter 25).  The
310-kDa enzyme from E. coli can be dissociated into
two 100-kDa trimers, referred to as catalytic subunits,
and three 34-kDa dimers, the regulatory subunits
which alter their conformations in response to changes
in the ATP, UTP, and CTP concentrations.104– 107  The
molecule is roughly triangular in shape47,108 with a
thickness of 9.2 nm and a length of the triangular side
of 10.5 nm (Fig. 7-20).  The symmetry is 3:2, i.e., it is
dihedral with one 3-fold axis of rotation and three 2-
fold axes.  The two trimers of catalytic subunits lie
face-to-face with the dimeric regulatory subunits fitting
between them into the grooves around the edges of the
trimers (Fig. 7-20).  The dimers are not aligned exactly
parallel with the 3-fold axis, but to avoid eclipsing, the
upper half of the array is rotated around the 3-fold
axis with respect to the lower half. In the center is an
aqueous cavity of dimensions ~ 2.5 x 5.0 x 5.0 nm.  The
active sites of the enzyme are inside this cavity which is
reached through six ~1.5-nm opening around the sides.

Many other oligomeric enzymes and other complex
assemblies of more than one kind of protein subunit are
known.  For example, the 2-oxoacid dehydrogenases
are huge 2000- to 4000-kDa complexes containing three
different proteins with different enzymatic activities in
a cubic array (Fig. 15-14).  The filaments of striated
muscle (Chapter 19), antibodies and complement of
blood (Chapter 31), and the tailed bacteriophages
(Box 7-C ) all have complex molecular architectures.
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Figure 7-20  (A)  Subunit assembly of two C3 catalytic
trimers (green) and three R2 regulatory dimers around the
periphery in aspartate carbamoyltransferase.  After Krause
et al.109  Courtesy of William N. Lipscomb.  The aspartate-
and carbamoylphosphate-binding domains of the catalytic
subunits are labeled Asp and CP, respectivley, while the zinc
and allosteric domains of the regulatory subunits are labeled
Allo and Zn, respectively.  (B)  Ribbon drawing of a single
pair of regulatory (left) and catalytic (right) subunits with
the structural domains labeled.  MolScript drawing from
Thomas et al.110
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C.  Cooperative Changes in Conformation

A substrate will bind better to some conformations
of a protein than it will to others.  This simple fact,
together with the tendency for protein monomers to
associate into clusters, allows for cooperative changes
in conformation within oligomeric proteins.  These
changes provide the basis for important aspects of the
regulation of enzymes and of metabolism.  They im-
part cooperativity to the binding of small molecules
such as that of oxygen to hemoglobin and of substrates
and regulating molecules to enzymes.  Many of the
most fundamental and seemingly mysterious properties
of living things are linked directly to cooperative changes
within the fibrils, membranes, and other structures of
the cell.

In 1965 a simple, appealing mathematical descrip-
tion of cooperative phenomena was suggested by
Monod, Wyman, and Changeux30,110a,110b and focused
new attention on the phenomenon.  They suggested
that conformational changes in protein subunits,
which could be associated with altered binding charac-
teristics, occur cooperatively within an oligomer.  For
example, binding of phenol to hexameric 2-zinc insulin
(Fig. 7-18) could induce all six individual subunits to
change their conformation together, preserving the D6
symmetry of the complex.  (In fact, it is more complex
than this.111)  The four subunits of hemoglobin could
likewise change their conformation and affinity for O2
synchronously.  This is very nearly true and is of major
physiological significance.

Consider an equilibrium (Eqs. 7-27 and 7-28)
between protein molecules in two different conforma-
tions A and B (T and R in the MWC terminology) and
containing a single binding site for molecule X.  In the
Monod–Wyman–Changeux (MWC) model the con-
formations are designated T (tense) and R (relaxed)
but in the interest of providing a more general treat-
ment the terminology used in this book is that of
Koshland et al.13,112 – 115

Kt = [B] / [A]

If the equilibrium constant Kt is approximately 1, the
two conformers have equal energies, but if Kt < 1, A
is more stable than B.

1.  Unequal Binding of Substrate and
“Induced Fit”

Assume that conformer B binds X more strongly
than does conformer A (as is suggested by the shapes
of the binding sites in Eq. 7-27).  The intrinsic binding
constants to the A and B conformers KAX and KBX (or
KT and KR) are defined by Eq. 7-29:

KAX = [AX] / [A] [X]
KBX = [BX] / [B] [X])

The entire set of equilibria for this system are shown in
Eq. 7-30.  Note that the constant relating

BX to AX is not independent of the other three constants
but is given by the expression KtKBX/KAX.  Now con-
sider the following situation.  Suppose that A predom-
inates in the absence of X but that X binds more tightly
to B than to A.  There will be largely either free A or BX
in the equilibrium mixture with smaller amounts of
AX and B.  An interesting kinetic question arises.  By
which of the two possible pathways from A to BX (Eq.
7-30) will the reaction take place?  The first possibility,
assumed in the MWC model, is that X binds only to
preformed B, which is present in a small amount in
equilibrium with A.  The second possibility is that X
can bind to A but that AX is then rapidly converted to BX.
We could say that X induces a conformational change that
leads to a better fit.  This is the basis for the induced fit
theory of Koshland.  Bear in mind that the equilibrium
constants can give us the equilibrium concentrations
of all four forms in Eq. 7-30.  However, rates of reaction
are often important in metabolism and we cannot say
a priori which of the two pathways will be followed.

If KBX/KAX is very large, an insignificant amount
of AX will be present at equilibrium.  In such a case
there is no way experimentally to determine KAX.  The
two constants Kt and KBX are sufficient to describe the
equilibria but an induced fit mechanism may still hold.

Now consider the association of A and B to form
oligomers in which the intrinsic binding constants KAX
and KBX have the same values as in the monomers.
Since more enzymes apparently exist as isologous
dimers than as any other oligomeric form,116 it is
appropriate to consider the behavior of such dimers
in some detail.  Monod et al. emphasized that both
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conformers A and B (T and R) can associate to form
isologous dimers in which symmetry is preserved (Eq.
7-31).

On the other hand, association of B and A would lead
to an unsymmetric dimer in which bonding between
subunits might be poor:

In the MWC treatment, the assumption is made
that the mixed dimer AB can be neglected entirely.
However, a more general treatment requires that we
consider all dimeric forms.  The formation constants
KAA, KBB, and KAB are defined as follows13,113 (Eqs. 7-32
to 7-34; note the statistical factor of 2 relating KAB to
the association constant Kf):

2.  Binding Equilibria for a Dimerizing Protein

All of the equilibria of Eqs. 7-28 through 7-34
involved in formation of dimers A2, AB, and B2 and in
the binding of one or two molecules of X per dimer are
depicted in Fig. 7-21.  Above each arrow the microscopic

constant associated with that step is shown multiplied
by an appropriate statistical factor.  The fractional
saturation Y is given by Eq. 7-35.  Each of the nine
terms in the numerator gives the concentration of

bound X represented by one of the nine forms contain-
ing X in Fig. 7-21.  The 14 terms in the denominator
represent the concentration of protein in each form
including those containing no bound X.  Protein con-
centrations are given in terms of the molecular mass
of the dimer; hence, some of the terms in the denomi-
nator are multiplied by 1/ 2.

All of the terms in both the numerator and the
denominator of Eq. 7-35 can be related back to [X],
using the microscopic constants from Fig. 7-21 to give
an equation (comparable to Eq. 7-8) which presents Y
in terms of [X], KAX and KBX, Kt, and the interaction
constants KAA, KAB, and KBB.  Since the equation is too
complex to grasp immediately, let us consider several
specific cases in which it can be simplified.

The Monod-Wyman-Changeux (MWC) model.
If both KAA and KBB are large enough, there will be no
dissociation into monomers.  The transition between
conformation A and conformation B can occur cooper-
atively within the dimer or higher oligomer, and the
mathematical relationships shown in Fig. 7-21 are still
appropriate.  One further restriction is needed to describe
the MWC model.  Only symmetric dimers are allowed.
That is, KAA and KBB >> KAB (see Eq. 7-31), and only
those equilibria indicated with green arrows in Fig. 7-21
need be considered.30  In the absence of ligand X, the
ratio [B2] / [A2] is a constant, 1/ L in the MWC termi-
nology (Eq. 7-36; see also Eq. 7-31).

Both of the association constants KAA and KBB and the
transformation constant Kt affect the position of the
equilibrium.  Thus, a low ratio of [B2] to [A2] could
result if KBB and KAA were similar but Kt was small.
If Kt were ~ 1 a low ratio could still arise because KAA >

(7-31)
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For an oligomer with n subunits Monod et al. assumed
that all sites in either conformer are independent and
equivalent.  The equation for Y (based on Eq. 7-17) is

We assume initially that B2 binds X more strongly
than does A2.  Hence, if the equilibrium in Eq. 7-36
favors B2 strongly (L is small), the addition of X to the
system will not shift the equilibrium between the two
conformations and binding will be noncooperative
(Eq. 7-39 will reduce to Eq. 7-18).  However, if the
equilibrium favors A2 (L is large), addition of X will
shift the equilibrium in favor of B2 (which binds X
more tightly).  Furthermore, since the expression for Y
(Eq. 7-39) contains a term in K2

BX[X]2 in the numerator,
binding will tend to be cooperative.  In the extreme
case that L is large and KAX ~ 0, most of the terms in
Eq. 7-39 drop out and it approaches the equation
previously given for completely cooperative binding
(Eq. 7-21) with K = KBX

2L.  With other values of KAX,
KBX, and L incomplete cooperativity is observed.112

Further development of the MWC theory as it applies
to enzyme kinetics is given in Chapter 9, Section B.

The induced fit model.  In this model, only A2,
ABX, and B2X2 are considered (heavy arrows in Fig.
7-15).13,114  The expression for 2Y is:

The constants used here are defined by Eqs. 7-8 through
7-10 and differ from those of Koshland, who sometimes
arbitrarily set KAA = 1 and redefined KBB as an interac-
tion constant equal to KBB / KAA.  Although this simplifies
the algebra it is appropriate only for completely asso-
ciated systems and might prove confusing.

When KAB is small (no “mixed” dimer) Eq. 7-16
also simplifies to Eq. 7-45 for completely cooperative
binding with the value K given by Eq. 7-17.  On the
other hand, if KAB is large compared to KAA and KBB,
anticooperativity (negative cooperativity) will be
observed.  The saturation curve will contain two sepa-
rate steps just as in the binding of protons by succinate
dianion (Fig. 7-5).

KBB, i.e., because the subunits are associated more
tightly in A2 than in B2.  For this case Eq. 7-35 simplifies
to Eq. 7-37.

Substituting from Eq. 7-36 into Eq. 7-37 we obtain (Eq.
7-38):
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Figure 7-21  Possible forms of a dimerizing protein existing
in two conformations with a single binding site per protomer
for X.  Green arrows indicate equilibria considered by MWC.
Solid arrows indicate equilibria considered by Koshland et
al.13,114  Heavy gray arrows are for the simplest induced fit
model with no dissociation of the dimer.  Note that all equilibria
are regarded as reversible (despite the unidirectional arrows).
KAX  and KBX are assumed the same for subunits in monomeric
and dimeric forms.
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Since Gibbs energies are additive, the formation constant
will be the product of formation constants representing
the individual interactions; thus, KajAA represents the
formation constant of a dimer in which only the aj pair
of bonds is formed.

In the isologous tetrahedron (Fig. 7-5) the third set
of paired interactions cl must be taken into account.
(However, the third interaction constant will not be an
association constant of the type represented by KajAA

and KbkAA but a dimensionless number.)  On the other
hand, the heterologous square has only a single inter-
action constant.

Now consider the binding of one molecule of X to
the isologous tetramer with a conformational change
in one subunit (Eq. 7-44).  We see that one pair of aj
interactions and one pair of bk interactions have been

altered.  The equilibrium constant for the binding of X
to the tetramer will be (Eq. 7-45) in which the 4 is a

These
subunits
face in
opposite
directions

Each interface contains
a pair of aj interactions

aj

bk

Isologous square

k
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Heterologous square

Each interface contains
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b j

j
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j’ a’ j’
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Figure 7-22  Comparison of the interactions in isologous
(dihedral) and heterologous (cyclic) square configurations of
subunits.
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One conformational state dissociated.  It may
happen that A2 is a dimer but that B2 dissociates into
monomers because KBB is very small.  In such a case
binding of X leads to dissociation of the protein.  A
well-known example is provided by hemoglobin of the
lamprey which is a dimer and which dissociates to a
monomer upon binding of oxygen.117  Equation 7-11
simplifies to Eq. 7-42.  The reader may wish to consider
whether the weakly cooperative binding of oxygen by
lamprey hemoglobin is predicted by this equation.

Look again at the expression for L, the constant
determining the relative amounts of a protein in con-
formations A and B in the absence of ligand.  From
Eq. 7-36 we see that a large value of L (conformer A
favored) can result either because Kt is very small or
because KBB << KAA.  Thus, if Kt ~ 1 and L is large, the
subunits must associate much more weakly in B2 than
in A2 and the chances are that binding of X will disso-
ciate the molecule as in the case of lamprey hemoglobin.
On the other hand, if Kt is very small, implying that
the molecule is held in conformation A because of
some intrinsically more stable folding pattern in that
conformation, KBB might exceed KAA very much; if KAA
were low enough A2 could be completely dissociated.
Binding of ligand would lead to association and to
cooperative binding.  This can be verified by writing
down the appropriate terms from Eq. 7-35.

3.  Higher Oligomers

Mathematical treatment of binding curves for
oligomers containing more than two subunits is com-
plex, but the algebra is straightforward.  A computer
can be programmed to do necessary calculations.
Avoid picking an equation from the literature and
assuming that it will be satisfactory.  Consider the two
tetrameric structures in Fig. 7-22.  In the isologous
square (also shown in Fig. 7-11) separate contributions
to the free energy of binding can be assigned to the
individual pairs of interactions aj and bk.

Thus, following Cornish-Bowden and Koshland114

for assembly of the tetramer (Eq. 7-43):
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statistical factor arising from the fact that there are four
different ways in which to form A3BX.  When a second
molecule of X is added three geometrical arrangements
are possible:

Each one can be formed in two ways.  It is a simple
matter to write down the microscopic constants for
addition of the second molecule of X as the sum of
three terms.  Because values of the constants for aj and
bk differ, it will be clear that the three ways of adding
the second molecule of X are not equally probable.
Thus, the oligomer will show preferred orders of
“loading” with ligand X.

Two different geometries for the heterologous
tetramer are possible in form A2B2X2.  Again, the dif-
ferent arrangements need not be equally probable and
the relative distribution of each will be determined by
the specific values of the interaction constants.  In the
heterologous tetramer A4 only one type of an interac-
tion is present between subunits.  However, as soon
as a single molecule of X is bound and one subunit of
conformation B is present, two kinds of aj interactions
exist.  (One in which group a is present in conformation
A and the other in which it is present in conformation
B.)  Since these interactions always occur in equal
numbers they can be lumped together.

While the foregoing may seem like an unnecessarily
long exercise, it should provide a basic approach which
can be applied to specific problems.  However, remem-
ber that mathematical models require simplification.
Real proteins often have more than two stable confor-
mations.117  The entire outside surface of a protein is
made up of potential binding sites for a number of
different molecules, both small and large.  Filling of
almost any of these sites can affect the functioning of
a protein.

D.  The Oxygen-Carrying Proteins

1.  Myoglobin and Hemoglobin

The most studied example of a conformational
change in a multisubunit protein induced by binding
of a small molecule is provided by the cooperative
binding of oxygen to hemoglobin.118 – 120  Mammalian
hemoglobin is an α2β2 tetramer of ~ 16-kDa subunits,
each containing 140 – 150 residues.  Within each sub-
unit the peptide chain folds in a characteristic largely
α-helical pattern around a single large flat iron-containing

ring structure called heme (Fig. 7-23).  The folding is
essentially the same in all hemoglobins, both in the α
and β subunits and in the monomeric muscle oxygen
storage protein, myoglobin.  Amino acid residues are
customerily designated by their position in one of the
eight helices A – H.  The imidazole group of histidine
F-8 is coordinated with the iron in the center of the
heme on the “proximal” side. The other side of the
iron atom (the “distal” side) is the site of binding of
a single molecule of O2.

Although the folding of the peptide chain is al-
most the same in both subunits, and almost identical
to that of myoglobin,118,121,122 there are numerous
differences in the amino acid sequence.  If it were not
for these differences, hemoglobin would be a highly
symmetric molecule with the bonding pattern indicated
in Fig. 7-5 with three 2-fold axes of rotation.  In fact,
hemoglobin has one true axis of rotation and two
pseudo-twofold axes.  There are two sets of true isolo-
gous interactions (those between the two α subunits
and between the two β subunits) and two pairs of
unsymmetrical interactions (between α and β subunits).
The nearly symmetric orientation of different portions
of the peptide backbone is clearly seen in the beautiful
drawings of Geis.119

The contact region involved in one pair of interac-
tions in hemoglobin (α1β1) is more extensive than the
other.  There is close contact between 34 different amino
acid side chains and 110 atoms lie within 0.4 nm of
each other.118  Hydrophobic bonding is the principal
force holding the two subunits together, and only a
few reciprocal contacts of the type found in a true isolo-
gous bond remain.  The second contact designated
α1β2 involves only 19 residues and a total of 80 atoms.
Because this interaction is weaker, hemoglobin disso-
ciates relatively easily into αβ dimers held together
by the α1β1 contacts and motion occurs along the α1β2
contacts during oxygenation.  The truly isologous
interactions (i.e., αα and ββ ) are weak because the
identical protomers hardly touch each other.

The binding of oxygen.  Curves of percentage
oxygenation (Y) vs the partial pressure of O2 are given
in Fig. 7-24 and illustrate the high degree of cooperat-
ivity.  Depending upon conditions, values of nHill (Eq.
7-24) may be as high as 3.  As a result of this cooperat-
ivity the hemoglobin, in the capillaries of the lungs at a
partial pressure of oxygen of ~ 100 mm of mercury, is
nearly saturated with oxygen.  However, when the red
cells pass through the capillaries of tissues in which
oxygen is utilized the partial pressure of oxygen falls
to about 5 mm of mercury.  The cooperativity means
that the oxygen is more completely “unloaded” than it
would be if all four heme groups acted independently.

Deoxyhemoglobin has a low affinity for O2, but
the observed cooperativity in binding implies that in
the fully oxygenated state the O2 is held with a high
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affinity.  The monomeric myoglobin also has a high
affinity for oxygen, as does the abnormal hemoglobin H,
which is made up of four β subunits.  The latter also
completely lacks cooperativity in binding.123  These
results can be interpreted according to the MWC model
to indicate that deoxyhemoglobin exists in the T (A)
conformation, whereas oxyhemoglobin is in the R (B)
conformation.  Myoglobin stays in the R conformation
in both states of oxygenation as do the separated α and
β chains of hemoglobin.  The subunits of hemoglobin
H also appear to be frozen in the R conformation, even
though the quaternary structure is similar to that of
deoxyhemoglobin.123,124

Oxygenation curves of hemoglobin are often fitted
with the Adair equation (Eq. 7-12).  Thus, at pH 7.4
under the conditions given in Table 7-2, Imai125 found
for the successive formation constants K1 = 0.004, K2 =
0.009, K3 = 0.002 and K4 = 0.95 in units of mm Hg–1.
From the definition of a formation constant the oxygen

pressure PO2 required for 50 % oxygenation in the first
step will be at PO2 = 1/ Kf or log PO2 = log (1/.004) = 2.4.
This is a high oxygen pressure, far to the right side of
the oxygenation curve in Fig. 7-24A.  However, log K4
is about 0.02, well to the left on the oxygenation curve.
From these formation constants we can say that after
three of the subunits have become oxygenated the
affinity of the remaining subunit has increased about
300-fold when the concentration of the effector 2,3-
bisphosphoglycerate is present at the normal physio-
logical concentraton (see Section 4).125– 127

However, we must ask what uncertainties are
present in the data used to obtain these constants.  To
extract four  successive binding constants from a curve
like that in Fig. 7-24A is extremely difficult.129,130  This
fact has encouraged the widespread use of the simpler
MWC model.30a,127a  When the same data were treated
by Imai131 using the MWC model it was found that L =
2.8 x 106 and c = Kf (T) / Kf (R) = 0.0038.  Changes in

Figure 7-23  Folding pattern of the hemoglobin monomers.  The pattern shown is for the β chain of human hemoglobin.
Some of the differences between this and the α chain and myoglobin are indicated.  Evolutionarily conserved residues are
indicated by boxes,           highly conserved,           invariant.  Other markings show substitutions observed in some abnormal
human hemoglobins.  Conserved residues are numbered according to their location in one of the helices A – H, while mutant
hemoglobins are indicated by the position of the substitution in the entire α and β chain.
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enthalpy, entropy, and Gibbs energy are given in Table 7-2.  Kinetic
data131a as well as O2-binding measurements with single crystals132 are
partially consistent with the MWC model.133  However, the discovery
of a third quaternary structure of hemoglobin, similar to the R state but
distinct from it,134–136a emphasizes the complexity of this allosteric
molecule.

Hemoglobin tetramers tend to stay tightly associated but some
dissociation of oxyhemoglobin into dimers does occur (Kf = 7 x 105 M).137,138

Deoxyhemoglobin is about 40,000 times more tightly associated.  All of
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Figure 7-24 Cooperative binding of oxygen by hemoglobins.  (A) Binding
curve for myoglobin (noncooperative) and for hemoglobin in the absence
and presence (in whole blood) of  2,3-bisphosphoglycerate.  Oxygen affinity
is decreased by bisphosphoglycerate.  (B) Saturation curve for hemoglobin
(erythrocruorin) of Arenicola, a spiny annelid worm.  The molecule contains
192 subunits and 96 hemes.  It shows very strong cooperativity with nHill ∼ 6.
From (A) Benesch and Benesch,123 and (B) Waxman.128
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BA the equilibria involved are strongly
affected by pH and by the presence
of salts such as NaCl.126,139  This is
in part a reflection of the strong
role of ionic interactions in holding
together the subunits in the T state
as is discussed in the following
sections.127

Structural changes accompa-
nying oxygen binding. Perutz and
associates, using X-ray crystallogra-
phy, found small but real differences
in the conformation of the subunits
of deoxy- and oxy- hemoglobin.140,141

More striking is the fact that upon
oxygenation, both α and β subunits
undergo substantial amounts of
rotation, the net result being that the
hemes of the two β subunits move
about 0.07 nm closer together in the
oxy form than in the deoxy form.
Within the α1β1 contacts (Fig. 7-25)
little change is seen.  On the other
hand, contact α1β2, the “allosteric
interface,” is altered drastically.  As
Perutz expressed it, there is a “jump
in the dovetailing” of the CD region
of the subunit relative to the FG
region of the β subunit.  The hydro-
gen-bonding pattern is also changed.
A major difference is seen in the
hydrogen-bonded salt bridges
present at the ends of the molecules
of deoxyhemoglobin.  The – NH3

+

group of Lys H-10 in each α subunit
is hydrogen bonded to the carboxyl
group of the C-terminal arginine of
the opposite α chain.  The guani-
dinium group of each C-terminal
arginine is hydrogen bonded to the
carboxyl group of Asp H-9 in the
opposite α chain.  It is also hydro-
gen bonded to an inorganic anion
(phosphate or Cl–), which in turn is
hydrogen-bonded to the α amino
group of Val 1 of the opposite α
chain142 forming a pair of isologous
interactions.

At the other end of the molecule,
the C-terminal group of His 146 of
each β chain binds to the amino
group of Lys C-6 of the α chain,
while the imidazole side chain binds
to Asp FG-1 of the same β chain
(Fig. 7-25).  These salt bridges
appear to provide extra stability to

T → T (O2)4 – 51 ± 1 – 154 ± 4 – 5.0 ± 1.7 7.5

R → R (O2)4 – 62 ± 2 – 146 ± 6 – 19 ± 2 2.0 x 103

T → R – 70 ± 7 – 111 ± 25 – 37 ± 10 3.6 x 10–7

(unoxygenated)

T (O2)4 → R (O2)4 – 19 2.1 x 103

(oxygenated)

Parameters for MWC model

L = (3.6 x 10–7)–1 = 2.8 x 106

c = K f (T) /K f (R) = 0.0038

TABLE 7-2
Thermodynamic Functions for Oxygenation of Hemoglobina

a From Imai, K. (1979) J. Mol. Biol. 133, 233 – 247.  The measurements were made at pH
7.4 in the presence of 0.1 M chloride ion and 2 mM 2,3-bisphosphoglycerate to mimic
physiological conditions.  The values of ∆H, ∆S, and ∆G given are per mole of heme,
i.e., per monomer unit.  They must be multiplied by 4 to correspond to the reactions as
shown for the tetramer.

Reaction
∆H

(kJ mol-1)
∆S

(J°K-1 mol-1)
∆G

(kJ mol-1) Kf
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Binding site for 2,3-bisphosphoglycerate
in deoxyhemoglobin

α1β1 contact changes
little upon oxygenation

But a large change
occurs in the α1β2 contact

Salt bridge between
C-terminal —COO–

of β chain and C-6 Lys
—NH3 of α chain

Upon oxygenation this
salt bridge is broken and
the proton of His HC-3
dissociates (Bohr effect)

Tyrosines HC-2 present in
pocket in deoxyhemoglobin
come out in oxyhemoglobin

α

A

α

β

β

E

F
H

Figure 7-25  (A)  Structural changes
occurring upon oxygenation of
hemoglobin.  After Dickerson144 and
Perutz.143  (B) “Rotation at the con-
tact α1β2 causes a jump in the dove-
tailing of the CD region of α relative
to the FG region of β and a switch
of hydrogen bonds as shown”.143

(C)  Some details of the salt bridges.
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deoxyhemoglobin and account for the high value of
the constant L.  In deoxyhemoglobin the side chain of
the highly conserved Tyr HC-2 lies tucked into a pocket
between the H and F helices and is hydrogen bonded
to the main chain carbonyl of residue FG-5 (Figs. 7-23
and 7-25).  Upon oxygenation this tyrosine in each
subunit is released from its pocket; the salt bridges at
the ends of the molecules are broken and the subunit
shifts into the new bonding pattern characteristic of
oxyhemoglobin.143,144  Cooperativity in O2 binding is
absent or greatly decreased in mutant hemoglobins
with substitutions in the residues involved in these
salt bridges145– 147 or in residues lying in the α1β2
interface.148,149

How does the binding of O2 to the iron of heme
trigger the conformational change in hemoglobin?  An
enormous amount of effort by many people has been
expended in trying to answer this question.  As is
pointed out in Chapter 16, the iron atom in deoxyhe-
moglobin lies a little outside the plane of the heme rings.
When oxygenation occurs the iron atom moves toward
the oxygen and into the plane of the heme.150,151  This
movement probably amounts to only about 0.05 nm.
Nevertheless, this small displacement evidently induces
the other structural changes that are observed.  The
iron pulls the side chain of histidine F-8 with it and
moves helix F which is also hydrogen bonded to this
imidazole ring.  Because of the tight packing of the
various groups this motion cannot occur freely but is
accompanied by a movement of the F helix by 0.1 nm
across the heme plane.  These movements may induce
additional structural changes in the irregularly folded
FG corners that allow the subunits to shift to the new
stable position of the R state.  All four subunits appear
to change conformation together.  This conformational
change must also cause the affinity for oxygen of any
unoxygenated subunits to rise dramatically, presum-
ably by shifting the iron atoms into the planes of the
heme rings.  This ensures the cooperative loading of
the protein by O2.

While there is no doubt that the iron atom moves
upon oxygenation, it is not obvious that this will lead
to the observed cooperativity.  Oxygenated heme has
some of the characteristics of an Fe(III)–peroxide anion
complex.152  The iron atom acquires an increased
positive charge upon oxygenation by donating an
electron for bond formation.

This may transmit an electronic effect through either
His F-8 or the heme ring to the nearby α1β2 interface
and also affect the subunit interactions.  The reaction
of various heme proteins with oxygen is discussed
further in Chapter 16.

(7-46)Fe2+ (deoxy) + O2 Fe3+– O2
–

The Bohr effect and allosteric regulators. The
breaking of the salt bridges at the ends of the hemo-
globin molecule upon oxygenation has another impor-
tant result.  The pKa values of the N-terminal valines
of the α subunits and of His HC-3 of the β subunits are
abnormally high in the deoxy form because they are
tied up in the salt bridges.  In the oxy form in which
the groups are free, the pKa values are lower.  If hemo-
globin is held at a constant pH of 7, these protons disso-
ciate upon oxygenation.  This Bohr effect, described
in 1904,153 – 156 is important because acidification of hemo-
globin stabilizes the deoxy form.  In capillaries in which
oxygen pressure is low and in which carbon dioxide
and lactic acid may have accumulated, the lowering of
the pH causes oxyhemoglobin to release oxygen more
efficiently.  These effects are also strongly dependent
on the presence of chloride ions.139,142,143,157,158

Just as the conformational equilibria in hemoglobin
can be shifted by attachment of oxygen to the heme
groups, so the binding of certain other molecules at
different sites can also affect the conformation.  Such
compounds are called allosteric effectors or regulators
because they bind at a site other than the “active site.”
They are considered in more detail in Chapter 9.  An
important allosteric effector for human hemoglobin is
2,3-bisphosphoglycerate, a compound found in
human red blood cells in a high concentration approxi-
mately equimolar with that of hemoglobin.  One mole-
cule of bisphosphoglycerate binds to a hemoglobin
tetramer in the deoxy form with Kf = 1.4 x 105 but
has only half this affinity for oxyhemoglobin.159  X-ray
crystallography shows that bisphosphoglycerate binds
between the two β chains of deoxyhemoglobin directly
on the twofold axis (Fig. 7-26).159  Because of the presence

of 2,3-bisphosphoglycerate in erythrocytes the affinity
of oxygen for hemoglobin in whole blood is less than
that for isolated hemoglobin160,161 (Fig. 7-24).  This is
important because it allows a larger fraction of the
oxygen carried to be unloaded from red corpuscles in
body tissues.  The bisphosphoglycerate level of red cells
varies with physiological conditions, e.g., people living
at higher elevations have a higher concentration.161

It has been suggested that artificial manipulation of
the level of this regulatory substance in erythrocytes
may be of clinical usefulness for disorders in oxygen
transport.
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in the CO2-rich respiring tissues.  Hemoglobin carries
a significant fraction of CO2 to the lungs, and there the
oxygenation of hemoglobin facilitates the dissociation
of CO2 from the carbamino groups.  Hemoglobin is
also one of the major pH buffers of blood.

Carbon monoxide, cyanide, and nitric oxide.
A danger to hemoglobin and other heme proteins is
posed by competing ligands such as CO, CN–, and
NO.  All of these are present within organisms and
both CO and NO act as hormones.  Hemoglobin and
myoglobin are partially protected from carbon monox-
ide by the design of the binding site for O2.  The distal
imidazole of histidine E7 hydrogen bonds to O2 but
not to the nonpolar CO.  The site also accommodates
the geometry of the bound O2 better than that of CO.165

Bound CO can be released from hemes by the action of
light.  Using X-ray diffraction166,166a and X-ray absorp-
tion measurements167 at cryogenic temperatures, it has
been possible to observe the motions of both the released
CO and the heme in myoglobin, motions which may
shed light on the normal oxygen transport cycle.  Co-
operativity in the binding of CO to hemoglobins has
been studied extensively,158,168,169 as has binding to
model heme compounds.170  Cyanide ions bind most
tightly and also cooperatively171– 173 to the oxidized
Fe3+ form, which is called methemoglobin.

Nitric oxide is a reactive, paramagnetic gaseous
free radical which is formed in the human body and
in other organisms by an enzymatic oxidation of
L-arginine (Eq. 18-65).  Since about 1980, NO has been
recognized as a hormone with a broad range of effects

Not all species contain 2,3-bisphosphoglycerate
in their erythrocytes.  In birds and turtles its function
appears to be served by inositol pentaphosphate.  In
crocodiles the site between the two β chains that binds
organic phosphates in other species has been modified
so that it binds bicarbonate ion, HCO3

–, specifically.
This ion, which accumulates in tissues as crocodiles
lie under water, acts as an allosteric regulator in these
animals.162,163  It allows the animals to more completely
utilize the O2 from the hemoglobin and to remain under
water longer.  The Bohr effect, which was considered
in the preceding section, can be viewed as resulting
from the action of protons as allosteric effectors that
bind to the amino and imidazole groups of the salt
linkages. Carbon dioxide also acts as a physiological
effector in mammalian blood by combining reversibly
with NH2-terminal groups of the α and β subunits to
form carbamino (– NH – COO –) groups (Eq. 7-47).119,164

It is the N-terminal amino groups rather than lysyl
side chain groups that undergo this reaction.  Because
of their relatively low pKa values there is a significant

fraction of unprotonated – NH2 groups at the pH of
blood.  The affinity for CO2 is highest in deoxygenated
hemoglobin.  Consequently, unloading of O2 is facilitated

N

H

C

O

O–

+ H+CO2—NH2 +Protein

(7-47)

His
143

F —Helix

E —Helix

A—Helix

Residue 6

His 2

BPG

1.0 nm

—NH3
+α

Lys
82

Figure 7-26   The allosteric
effects of 2,3-bisphosphogly-
cerate (BPG) bound to the β
chains of human deoxyhemo-
globin.  The phosphate groups
of  the BPG form salt bridges
with valines 1 and histidines 2
and 143 of both β chains and
with lysine 82 of one chain.
This binding pulls the A helix
and residue 6 toward the E
helix.  From Arnone.159

Val 1
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(Chapters 11, 18).  It binds to the iron of heme groups
in either the Fe2+ or Fe3+ form and also reacts with
thiol groups of proteins and small molecules to form
S-nitrosothiols (R – S – N= O).174– 176  It reacts with the
heme iron of myoglobin and hemoglobin and, by
transfer of one electron, can oxidize the iron of hemo-
globin to the Fe3+ methemoglobin with formation of
the nitroxyl ion NO–.177,178  This reaction may be a
major cause of methemoglobin formation.

One of the major effects of NO is to induce the
relaxation of smooth muscle of blood vessels, an im-
portant factor in the regulation of blood pressure.
Hemoglobin can carry NO both on its heme and on the
thiol group of cysteine β93.174,175  The affinity for NO is
high in the T state and low in the R state.  This allows
hemoglobin to carry NO from the lungs to tissues, where
it can be released and participate in the regulation of
blood pressure.174,179

A cytoplasmic hemoglobin of the clam Lucina
pectinata has evolved to carry oxygen to symbiotic
chemoautotrophic bacteria located within cells of
the host’s gills.  It is also readily oxidized to the Fe3+

methemoglobin form which binds sulfide ions
extremely tightly180– 182 and is thought to transport
sulfide to the bacteria.

2.  Abnormal Human Hemoglobins

Many alterations in the structure of hemoglobin
have arisen by mutations in the human population.
It is estimated that one person in 20 carries a mutation
that will cause a hemoglobin disorder in a homozy-

gote.183  There are also many unrecognized and harm-
less substitutions of one amino acid for another.  How-
ever, substitutions near the heme group often adversely
affect the binding of oxygen and substitutions in the
interfaces between subunits may decrease the coop-
erative interaction between subunits.184  One of the
most common and serious abnormal hemoglobins is
hemoglobin S, which is present in individuals suffering
from sickle cell disease (see Box 7-B).  In Hb S, glutamic
acid 6 of the β chain is replaced by valine.  Replacement
of the same amino acid by lysine leads to Hb C185 and
is associated with a mild disease condition .  A few of
the many other substitutions that have been studied
are indicated in Fig. 7-23.  The locations of the defects
in the hemoglobin structure have been established
with the aid of protein “fingerprinting” (Fig. 7-27).

A group of serious defects are represented by the
hemoglobins M.  Only heterozygotic individuals
survive.  Their blood is dark because in Hb M the iron
in half of the subunits is oxidized irreversibly to the
ferric state.  The resulting methemoglobin is present in
normal blood to the extent of about 1%.  While normal
methemoglobin is reduced by a methemoglobin
reductase system (Box 15-H), methemoglobins M
cannot be reduced.  All of the five hemoglobins M result
from substitutions near the heme group.  In four of
them, one of the heme-linked histidines (either F-8 or
E-7) of either the α or the β subunits is substituted by
tyrosine.  In the fifth, valine 67 of the β chains is substi-
tuted by glutamate.  The two hemoglobins M that carry
substitutions in the α subunits (MBoston and MIwate) are
frozen in the T (deoxy) conformation and therefore have
low oxygen affinities and lack cooperativity.

D.  The Oxygen-Carrying Proteins

Figure 7-27 “Fingerprints” of human hemoglobins.  The
denatured hemoglobin was digested with trypsin and the 28
resulting peptides were separated on a sheet of paper by
electrophoresis in one direction (horizontal in the figures;
anode to the left) and by chromatography in the other direc-
tion (vertical in the figure).  The peptides were visualized by
spraying with ninhydrin or with specific reagents for histi-
dine or tyrosine residues.  Since trypsin cuts only next to
lysine, which occurs infrequently, the petide pattern provides
a fingerprint, characteristic for any pure protein.  (A)  The
fingerprint of normal adult hemoglobin A.  (B) Fingerprint of
hemoglobin S (sickle cell hemoglobin).  One histidine-con-
taining peptide (1) is missing and a new one (2) is present.
This altered peptide contains the first eight residues of the N-
terminal chain of the subunit of the protein.  From H. Leh-
mann and R. G. Huntsman, Man’s Haemoglobin.187

B

A
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BOX 7-B  SICKLE CELL DISEASE, MALARIA, AND BLOOD SUBSTITUTES

Many persons, especially if they are of west
African descent, suffer from the crippling and often
lethal sickle cell disease.a,b   In 1949, Pauling, Itano,
and associates discovered that hemoglobin from
such individuals migrated unusually rapidly upon
electrophoresis.c  Later, Ingram devised the method
of protein fingerprinting illustrated in Fig. 7-27 and
applied it to hemoglobin.d  He split the hemoglobin
molecule into 15 tryptic peptides which he separated
by electrophoresis and chromatography.  From these
experiments the abnormality in sickle cell hemoglobin
(hemoglobin S; Hb S) was located at position 6 in
the β chain (see Fig. 7-23).  The glutamic acid present
in this position in hemoglobin A was replaced by
valine in Hb S.  This was the first instance in which
a genetic disease was traced directly to the presence
of a single amino acid substitution in a specific
protein.  The DNA of the normal gene for the β globin
chain has since been sequenced and found to have
the glutamic acid codon GAG at position 6.  A single
base change to GTG (see Table 5-5) causes the sickle
cell mutation.  Persons homozygous for this altered
gene have sickle cell disease, while the much more
numerous heterozygotes have, at most, minor prob-
lems.

When HbS is deoxygenated it tends to “crystal-
lize” in red blood cells, which contain 33% by weight
hemoglobin.  The crystallization (actually gel forma-
tion) distorts the cells into a sickle shape and these
distorted corpuscles are easily destroyed, leading to
anemia.  The introduction of the hydrophobic valine
residue in Hb S at position 6 near the end of the
molecule helps form a new bonding domain by
which the hemoglobin tetramers associate to form
long semicrystalline microfilamentous arrays.b,e– g

Why is there such a high incidence of the sickle
cell gene, estimated to be present in three million
Americans?  The occurrence and spread of the gene
in Africa was apparently the result of a balance
between its harmful effects and a beneficial effect
under circumstances existing there.  The malaria
parasite, the greatest killer of all time, lives in red
blood cells during part of its life cycle (see Fig. 1-9).

Left: Normal erythrocytes, © Biophoto Associates, Photo Researchers.
Right: Sickled erythrocytes, © Nigel Calder.

Red cells that contain Hb S as well as
Hb A are apparently less suitable than
cells containing only Hb A for growth
of the malaria organism.  Thus, het-
erozygotic carriers of the sickle cell
gene survived epidemics of malaria
but at the price of seeing one-fourth
of their offspring die of sickle cell
disease.

What is the outlook for the many
(50,000 in the United States alone)

sufferers of sickle cell disease today?  Careful medi-
cal care, including blood transfusion, can prolong
life greatlyh and intense efforts are under way to
find drugs that will prevent Hb S from crystallizing.i

The problem arises from a hydrophobic interaction
of valine B6 with phenylalanine B85 and leucine B88
of another molecule in the filaments of Hb S.  The
latter two residues are on the outside surface of
helix F (see Fig. 7-23).  It is difficult to modify one
of these residues chemically but various alterations
at the nearby N-termini of the β chains do inhibit
sickling.  Cyanate does so by specifically carbamoy-
lating these amino groups.  However, although it
was tested in humans, cyanate is too toxic for use.j

Another approach employs an aldehyde that will

form Schiff bases (Eq. 13-4)k  with the same amino
groups.k,l  A third approach is to use an acylating
reagent.  For example, methylacetyl phosphatem

acetylates the same β Lys 82 amino groups that react
with bisphosphoglycerate and with cyanate.

Aspirin (2-acetoxybenzoic acid) is also a mild
acetylating reagent and “two-headed” aspirins such
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BOX 7-B  (continued)

as the following react specifically to crosslink the
hemoglobin β chains.

erythrocyte the hemoglobin tetramers tend to disso-
ciate to dimers, losing cooperativity and escaping
through kidneys.  Suitable crosslinking helps to
solve this problem.x,y,z  Both α and β chains can be
produced from cloned genes and reassembled to
form hemoglobin.aa,bb  This will probably allow
genetic engineering to form more stable but suitably
cooperative hemoglobins that can be used to avoid
hazards of transmission of viruses by transfusion.

These compounds bind into the bisphospho-
glycerate binding site (Fig. 7-26) and prevent the
chains from spreading apart as far as they normally
do in the deoxy (T) state.  Since it is only the latter
that crystallizes, the compounds have a powerful
antisickling action.n,o  Various other crosslinking
reagents have been developed and more than one
could be used together.p– r  New drugs that serve as
allosteric modifiers in the same fashion as bisphos-
phoglycerate may also be useful.s

A fouth approach to treatment of sickle cell
disease is gene therapy.  This might allow patients
to produce, in addition to Hb S, an engineered
hemoglobin with compensating mutations that
would mix with the Hb S and prevent gelling.t,u,v

This is impractical at present but there is another
approach.  Persons with sickle cell disease some-
times also have the disorder of hereditary persis-
tence of fetal hemoglobin.  They continue to make
Hb F into adulthood.  Great amelioration of sickle
cell disease is observed in patients with 20 – 25 % Hb
F.t  Hydroxyurea stimulates a greater production of
Hb F and in patients with hereditary persistence of
Hb F hydroxyurea may raise its level in erythocytes
to ~ 50% of the total hemoglobin.w

Crosslinking of the alpha chains of normal
deoxyhemoglobin through lysines 99 yields a hemo-
globin with normal oxygen-binding behavior and
an increased stability.o  It makes a practical emer-
gency blood substitute, whereas unmodified hemo-
globin is unsatisfactory.v  Unless encapsulated in an

a Weatherall, D. J., Clegg, J. B., Higgs, D. R., and Wood, W. G.
(1995) in The Metabolic and Molecular Bases of Inherited Disease,
7th ed., Vol. 1 (Scriver, C. R., Beaudet, A. L., Sly, W. S., and
Valle, D., eds), pp. 3417– 3484, McGraw-Hill, New York

b Harrington, D. J., Adachi, K., and Royer, W. E., Jr. (1998) J. Biol.
Chem. 273, 32690– 32696

c Strasser, B. J. (1999) Science 286, 1488–1490
d Ingram, V. M. (1957) Nature (London) 180, 326– 328
e Cretegny, I., and Edelstein, S. J. (1993) J. Mol. Biol. 230, 733 –738
f Padlan, E. A., and Love, W. E. (1985) J. Biol. Chem. 260, 8272– 8279
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Biochemistry 38, 13433– 13442
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In hemoglobins Rainier and Nancy the usually
invariant C-terminal tyrosine 145 of the β chains is
substituted by cysteine and by aspartate, respectively.
Oxygen affinity is high and cooperativity is lacking.186

Hemoglobin Kansas, in which the β102 asparagine is
substituted by threonine, also lacks cooperativity and
has a very low oxygen affinity, while hemoglobin Rich-
mond, in which the same amino acid is substituted by
lysine, functions normally.  In hemoglobin Creteil the
β89 serine is replaced by asparagine with the result that
the adjacent C-terminal peptide carrying tyrosine 145
becomes disordered.  In hemoglobin Hiroshima the
C-terminal histidine in the β chain is replaced by aspar-
tic acid.  This histidine is one that donates a Bohr proton
and in the mutant hemoglobin the oxygen affinity is
increased 3-fold and the Bohr effect is halved.188  In
hemoglobin Suresnes the C-terminal arginines 141 of
the α chains are replaced by histidine with loss of one
of the anion-binding sites mentioned in Section 3.189

3.  Comparative Biochemistry of Hemoglobin

Even within human beings there are several hemo-
globins.  In addition to myoglobin, a brain protein neuro-
globin,189a and adult hemoglobin A (Hb A, α2β2), there is
a minor hemoglobin A2 (α2δ2).  Prior to birth the blood
contains fetal hemoglobin, also called hemoglobin F
(Hb F, α2γ2).  In the presence of 2,3-bisphosphoglycerate
Hb F has a 6-fold higher oxygen affinity than Hb A as
befits its role in obtaining oxygen from the mother’s
blood.190 – 192  Hemoglobin F disappears a few months
after birth and is replaced by Hb A.  Each of the hemo-
globins differs from the others in amino acid sequence.

In other species the amino acid composition of
hemoglobins varies more, as do the interactions
between subunits.  Hemoglobins and myoglobins are
found throughout the animal kingdom and even in
plants.192a  The leghemoglobins193–195 are formed in
root nodules of legumes and are involved in nitrogen
fixation by symbiotic bacteria.  Other hemoglobins
apparently function in the roots of plants.196–197

Hemoglobins or myoglobins are found in some cyano-
bacteria198 and in many other bacteria.197,199  The globin
fold of the polypeptide is recognizable in all of these.200

The quaternary structure of hemoglobin also varies.
Myoglobin is a monomer, as is the leghemoglobin.  Hemo-
globin of the sea lamprey dissociates to monomers upon
oxygenation.201,201a  The clam Scapharca inaequivalvis has
a dimeric hemoglobin that binds O2 cooperatively even
though the interactions between subunits are very differ-
ent from those in mammalian hemoglobins.202–204

Hemoglobin of the nematode Ascaris is an octamer.205,206

It has puzzling properties, including a very high affinity
for O2 and a slow dissociation rate.  The distal His E-7
is replaced by glutamine, which has a hydrogen-
bonding ability closely similar to that of histidine.

Earthworms,207  polychaete worms,208,209 and
leeches210 have enormous hemoglobin molecules
consisting of as many as 144 globin chains arranged into
12 dodecamers and held together by 36–42 linker chains.
These hemoglobins are often called erythrocruorins.
In a few families of polychaetes chloroheme (Fig. 16-5)
substitutes for heme and the proteins are called 
chlorocruorins.208

What is common to all of the hemoglobins?  The
same folding pattern of the peptide chain is always
present.  The protein is always wrapped around the
heme group in an identical or very similar manner.  In
spite of this striking conservation of overall structure,
when animal hemoglobins are compared, there are only
ten residues that are highly conserved.  They are indicated
in Fig. 7-23 by the boxes.  The two glycines (or alanine)
at B-6 and E-8 are conserved because the close contact
between the B and E helices does not permit a larger
side chain.  Proline C-2 helps the molecule turn a corner.
Four of the other conserved residues are directly asso-
ciated with the heme group.  Histidine E-7 and His F-8
are the “heme-linked” histidines.  Tyrosine HC-2, as
previously mentioned, plays a role in the cooperativity
of oxygen binding.  Only Lys H-9 is on the outside of
the molecule.  The reasons for its conservation are
unclear.211  When sequences from a broader range of
organisms were determined five residues (see Fig. 7-23)
were found to be highly conserved;  only two are com-
pletely conserved.  These are His F-8 and Phe CD-1,
which binds the heme noncovalently.212  Hemoglobins
are not the only biological oxygen carriers.  The two-
iron hemerythrins (Fig. 16-20) are used by a few
phyla of marine invertebrates, while the copper con-
taining hemocyanins (Chapter 16, Section D,4) are
used by many molluscs and arthropods.

E.  Self-Assembly of Macromolecular
Structures

While it is easy to visualize the assembly of oligo-
meric proteins, it is not as easy to imagine how complex
objects such as eukaryotic cilia (Fig. 1-8) or the sarco-
meres of muscle (Fig. 19-6) are formed.  However, study
of the assembly of bacteriophage particles and other
small biological objects has led to the concepts of self-
assembly and assembly pathways, concepts that are
now applied to every aspect of the architecture of cells.

1.  Bacteriophages

A remarkable example of self-assembly is that of
the T-even phage (Box 7-C).213 – 215  From genetic analysis
(Chapter 26) at least 22 genes are known to be required
for formation of the heads, 21 genes for the tails, and 7
genes for the tail fibers.  Many of these genes encode
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BOX 7-C  THE T-EVEN BACTERIOPHAGES

Among the most remarkable objects made
visible by the electron microscope are the T-even
bacteriophage (T2, T4, and T6) which attack E. coli.a – e

While it is not often evident how a virus gains access
to a cell, these “molecular syringes” literally inject
their DNA through a hole dissolved in the cell wall
of the host bacterium.  The viruses, of length ~ 200
nm and mass ~ 225 x 106 Da each, contain 130 x 106

Da of DNA in a 100 x 70 nm head of elongated
icosahedral shape.  The head surface appears to
be formed from ~ 840 copies of a 45-kDa protein
known as gp23 (gene product 23; it is encoded by
gene 23; see map in Fig. 26-2).  These protein mole-
cules are arranged as 140 hexamers (hexons) and
together with ~ 55 copies of protein gp24, arranged
as 11 pentamers (pentons), make up the bulk of the
shell.f  The head also contains at least nine other
proteins, including three internal, basic proteins
that enter the bacterium along with the DNA.  Addi-
tional proteins form the neck, collar, and whiskers.
The phage tail, which fastens to the collar via a
connector protein,g contains an internal tube with
a 2.5-nm hole, barely wide enough to accommodate
the flow of the DNA molecule into the bacterium.
The tube is made up of 144 subunits of gp19.  The 8
x 106-Da sheath that surrounds the tail tube is made
up of 144 subunits of gp18, each of mass 55 kDa,
arranged in the form of 24 rings of six subunits
each.h,i  The sheath has contractile properties.  After

Drawing courtesy of F. Eiserling and the
American Society for Microbiology.a
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the virus has become properly attached to the host it
shortens from ~ 80 to ~ 30 nm, forcing the inner tube
through a hole etched in the wall of the bacterium.
At the end of the tail is a baseplate, a hexagonal
structure bearing six short pins, each a trimer of a
55 kDa zinc metalloprotein.j  One of the ten proteins
known to be present in the baseplate is the enzyme T4
lysozyme (Chapter 12).  The baseplate also contains
six molecules of the coenzyme 7,8-dihydropteroyl-
hexaglutamate (Chapter 15, Section D).

Six elongated, “jointed” tail fibers are attached
to the baseplate.  The proximal segment of each
fiber is a trimer of the 1140-kDa protein gp34.  A
globular domain attaches it to the baseplate.  The
distal segment is composed of three subunits of
the 109-kDa gp37, three subunits of the 23-kDa
gp36, and a single copy of the 30-kDa gp35.k  The
C-terminal ~140 residues of the 1026-residue gp37
are the specific adhesin that binds to a lipopolysac-
charide of E. coli type B cells or to the outer mem-
brane protein OmpC (Chapter 8).l  Among the
smaller molecules present in the virus are the poly-
amines putrescine and spermidine (Chapter 24),
which neutralize about 30% of the basic groups of
the DNA.

How is infection by a T-even virus initiated?
Binding of the tail fibers to specific receptor sites on
the bacterial surface triggers a sequence of confor-
mational changes in the fibers, baseplate, and

Bacteriophage T4. × 240,000
Micrograph courtesy of Tom Moninger.

E.  Self-Assembly of Macromolecular Structures

200 nm
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sequences of proteins that are incorporated into the
mature virus, but several specify enzymes needed in
the assembly process.  Several mutant strains of the
viruses are able to promote synthesis of all but one of
the structural proteins of the virion.  Proteins accumu-
lating within these defective bacterial hosts have no
tendency to aggregate spontaneously.  However, when
the missing protein (synthesized by bacteria infected
with another strain of virus) is added complete virus
particles are formed rapidly.  Investigations resulting
from this and other observations have led to the con-
clusion that during assembly each different protein is
added to the growing aggregate in a strictly specified se-
quence or assembly pathway.  The addition of each protein
creates a binding site for the next protein.  In some
cases the protein that binds is an enzyme that cuts off
a piece from the growing assembly of subunits and
thereby creates a site for the next protein to bind.

Before considering this complex process further,
let’s look at the assembly of simpler filamentous bacte-
riophages (Fig. 7-7) and bacterial pili (Fig. 7-9).  The
filamentous bacteriophages are put together from
hydrophobic protein subunits and DNA.  After their
synthesis the protein subunits are stored within the
cytoplasmic membrane of the infected bacteria.216,217

These small, largely α-helical rods can easily fit within
the membrane and remain there until a DNA molecule
also enters the membrane.218,219  Two additional pro-
teins (gene I proteins) also enter the membrane.  One
has a 348-residue length, while the second is a 107-
residue protein formed by translational initiation at
a later point in the DNA sequence of the gene.  These
proteins help to create an assembly site at a place where

the inner and outer membrane of the host bacterium
are close together.220  It isn’t clear how the process is
initiated, but it is likely that each subunit of the viral
coat contains a nucleotide binding site that interacts
with the DNA.  Adjacent sides of the subunits are
hydrophobic and interact with other subunits to spon-
taneously coat the DNA.  As the rod is assembled, the
hydrophobic groups become “buried.”  It is postulated
that the remaining side chain groups on the outer surface
of the virus are hydrophilic and that the formation of
this hydrophilic rod provides a driving force for auto-
matic extrusion of the phage from the membrane.216

Bacterial pili appear to be extruded in a similar
manner.  They arise rapidly and may possibly be
retracted again into the bacterial membrane.  The P
pilus in Fig. 7-9A  is made up of subunits PapA, G, F,
E, and K which must be assembled in the correct
sequence.  A chaperonin PapD is also required as is
an “usher protein,” PapC,50 and also the disulfide
exchange protein DsbA (Chapter 10).  DsbA helps
PapD to form the correct disulfide bridges as it folds
and PapD binds and protects the various pilus sub-
units as they accumulate in the periplasmic space of
the host.  The usher protein displaces the chaperonin
PapD and “escorts” the subunits into the membrane
where the extrusion occurs.50,55

Because eicosahedra are regular geometric solids
and the faces can be made up of hexons and pentons
of identical subunits, it might seem that self-assembly
of eicosahedral viruses would occur easily.  However,
the subunits usually must be able to assume three or
more different conformations and the shells can easily
be assembled incorrectly.  Several stategies are em-

BOX 7-C  THE T-EVEN BACTERIOPHAGES (continued)

sheath.  The lysozyme is released from the baseplate
and etches a hole in the bacterial cell wall.  Contrac-
tion of the sheath is initiated at the baseplate and
continues to the upper end of the sheath.  The tail
tube is forced into the bacterium and the DNA
rapidly flows through the narrow hole into the host
cell.

During contraction the subunits of the sheath
undergo a remarkable rearrangement into a struc-
ture containing 12 larger rings of 12 subunits each.h

Thus, a kind of mutual “intercalation” of subunits
occurs.  In its unidirectional and irreversible nature
the shortening of the phage tail differs from the
contraction of muscle.  The protein subunits of the
sheath seem to be in an unstable high energy state
when the tail sheath of the phage is assembled.  The
stored energy remains available for later contraction.

a Mathews, C. K., Kutter, E. M., Mosig, G., and Berget, P. B., eds.
(1983) Bacteriophage T4, Am. Soc. Microbiology, Washington, D.C.

b Wood, W. B., and Edgar, R. S. (1967) Sci. Am. 217(Jul), 60– 74
c Mathews, C. K. (1971) Bacteriophage Biochemistry, Van Nostrand-

Reinhold, Princeton, New Jersey
d Voyles, B. A. (1993) The Biology of Viruses, Mosby, St. Louis,

Missouri
e Tikhonenko, A. S. (1970) Ultrastructure of Bacterial Viruses,

Plenum, New York
f Branton, D., and Klug, A. (1975) J. Mol. Biol. 92, 559– 565
g Cerritelli, M. E., and Studier, F. W. (1996) J. Mol. Biol. 258,

299– 307
h Moody, M. F., and Makowski, L. (1981) J. Mol. Biol. 150,

217– 244
i Müller, D. J., Engel, A., Carrascosa, J. L., and Vélez, M. (1997)

EMBO J. 16, 2547 – 2553
j Zorzopulos, J., and Kozloff, L. M. (1978) J. Biol. Chem. 253,

5543 –5547
k Cerritelli, M. E., Wall, J. S., Simon, M. N., Conway, J. F., and

Steven, A. C. (1996) J. Mol. Biol. 260, 767 – 780
l Tétart, F., Repoila, F., Monod, C., and Krisch, H. M. (1996) J.

Mol. Biol. 258, 726 – 731
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ployed to avert this problem.221,222  Some viruses
assemble an empty shell into which the DNA flows,
but many others first form an internal scaffolding or
assembly core around which the shell is assembled.
An external scaffold may also be needed.223  The RNA
virus MS2 forms its T = 3 capsid by using the RNA
molecule as the assembly core.224  Other viruses may
have one or more core proteins which dissociate from
the completed shell or are removed by the action of

proteases.  This is a feature of the small φX phage (Fig.
7-28),225,226,230 the tailed phages,227,228 and double-
stranded RNA viruses including human reoviruses.229

Bacteriophage PRD1, another virus of E. coli and
Salmonella typhimurium, has a membrane inside the
capsid apparently playing a role in assembly.232

A general concept that seems to hold in all cases
is one of “local rule.”  Several conformers of a virus
subunit may equilibrate within a cell.  However, they

Figure 7-28  (A)  Stereoscop-
ic view of the φX174 114 S
mature virion viewed down a
twofold axis after a cryoelec-
tron microscopy reconstruc-
tion.  From McKenna et al.225

(B)  Morphogenesis of φX174
(based on a report of Hayashi
et al.231).  Proteins A and C are
required for DNA synthesis.
Drawing from McKenna et
al.225  Courtesy of Michael G.
Rossmann.
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can associate only through surfaces that are complementary.
A conformer that allows pentons to form cannot as-
semble into a hexon and only certain combinations
of other conformers can give rise to hexons, etc.233  If
there is only one conformation and the shape is right a
T=1 shell will be formed.  If there are three conformers
a T= 3 shell may arise.  Another generalization is that
in most cases the procapsid or prohead that is formed
initially is fragile.  Subunits may still be undergoing
conformational changes.  However, a final conforma-
tional alteration, which may include chain cleavage
by a protease, usually occurs.  This often expands the
overall dimensions of the capsid and creates new
intersubunit interactions which greatly strengthen the
mature capsid.234  Scaffolding proteins are then removed
and DNA or RNA enters the capsid, again in a precise
sequence.  There are many variations and the detail
that is known about virus assembly is far too great to
describe here.

Figure 7-29 illustrates the assembly pathway for
the very small φX174, a T=1 virus.  The major capsid
protein F is a 426-residue eight-stranded β-barrel.  The
175-residue G protein forms pentameric spikes while
60 copies of the internal scaffolding protein and 240
copies of the external scaffolding protein D and 12
copies of the pilot protein are required to form the
prohead.  The single-stranded DNA enters along with
60 copies of a DNA packaging protein J.

Assembly of the tailed bacteriophages (Box 7-C)
is even more complex.  The genome of the viruses is
large.  The 166-kb circular dsDNA of phage T4 contains
~ 250 genes, many of which encode proteins of the
virion or enzymes or chaperonins needed in assembly.
The assembly pathway for the bacteriophage heads
requires at least 22 gene products.235  Seven of these
form the assembly core which serves as a scaffolding
around which the 840 copies of gp23 and 55 copies of
gp24 (see Box 7-C) are added to give the elongated
icosahedral prohead I.  Most of the internal proteins
are then dissolved by proteases, one of which is the
phage-specified gp21.  A protease also cuts a piece
from each molecule of gp23 to form the smaller gp23*,
the major protein of the mature prohead II.  This
cleavage also triggers the conformational change leading
to head expansion.  The empty proheads are now filled
with DNA in a process which is assisted by another
series of catalytic proteins.

The T4 phage tail is assembled in a separate se-
quence.  Six copies of each of three different proteins
form a “hub” with hexagonal symmetry (Fig. 7-29).
In another assembly sequence, seven different proteins
form wedge-shaped pieces, six of which are then joined
to the hub to form the hexagonal baseplate.  Two more
proteins then add to the surface of the base plate and
activate it for the growth of the internal tail tube.  Only
after assembly of the internal tube begins does the sheath

Figure 7-29  Assembly se-
quence for bacteriophage T4
with details for the tail.  The
numbers refer to the genes in
the T4 chromosome map (Fig.
26-2).  A “P” after the number
indicates that the protein gene
product is incorporated into
the phage tail.  Other numbers
indicate gene products that are
thought to have essential cata-
lytic functions in the assembly
process.  Adapted from King
and Mykolajewycz236 and
Kikuchi and King.214
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EGF-like241– 244 ~ 45 Ca2+

SH2238,245– 247 ~ 100 Phosphotyrosine

Structure248– 253

SH3239,246,254 ~ 60 Polyproline, PXXP

Structure255– 257

PTB238,258,259 Proline-rich sequence

PH (plekstrin homology)260,261 Phosphotyrosine

Structure262,263

PDZ264– 266 80– 100 C-terminal XS / TXV– COO–

Immunoglobulin repeat ~ 100

(Fig. 2-16)267

Kringles, blood clotting

proteins268– 270 80-85 Calcium binding

Apple, Blood clotting

Factor X271 90 Calcium binding

WW (Trp–Trp)272 ~ 38 Proline

Serine protease273

P (Trefoil)274 ~ 50

TPR (Tetratrico peptide repeat)247,275,276

ZBD (Zinc-binding domains)

Zinc finger (Fig. 5-37)277

Others277– 280

TABLE 7-3
A Few Well-Known Structural Domains

Name
Length in

amino acid residues
Specific
ligands

begin to grow, and only when both of these tubular
structures have reached the correct length, is a cap
protein placed on top.  The DNA-filled head is then
attached by a special connector and only then do the
tail fibers, which have been assembled separately, join
at the opposite end.

How can each step in this complex assembly
process set the stage for the next step?  Apparently the
structure of each newly synthesized protein monomer
is stable only until a specific interaction with another
protein takes place.  The binding energy of this inter-
action is sufficient to induce a conformational alteration
that affects a distant part of the protein surface and
generates complementarity toward a binding site on
the next protein that is to be added.  Every one of the
baseplate proteins must have such self-activating
properties!  Sometimes proteolytic cleavage of a sub-
unit is required.  If it occurs at an appropriate point in
the sequence it provides thermodynamic drive for the
assembly process.

The induction of a change in one protein by inter-
action with another protein is a phenomenon that is
met also in the construction of micro-
tubules, ribosomes, cilia, and myo-
fibrillar assemblies of muscle.  It is
basic to the assembly of the many
labile but equally real cascade sys-
tems of protein–protein interactions
such as that involved in the clotting
of blood (Chapter 12) and signaling
at membrane surfaces.

2.  “Kringles” and Other 
Recognition Domains and
Motifs

The assemble of either transient
or long lasting complexes of pro-
teins is often dependent upon the
presence of conserved structural
domains of 30–100 residues.  A
similar domain may occur in many
different proteins and often two or
more times within a single protein.
The sequences within such a domain
are homologous, allowing it to be
recognized from protein or gene
sequences alone.237,238  Domains
are often named after the protein
in which they were first discovered.
For example, EGF-like domains
resemble the 53-residue epidermal
growth factor.  SH2 and SH3 do-
mains are src-homology domains,
named after Src (c-src), the protein
encoded by the src protooncogene

(Table 11-3).239   The SH2 and SH3 domains are found
near the N terminus of this 60-kDa protein.  They are
also found in many other proteins.  An adapter protein
called  Grb2, important in cell signaling, consists of
nothing but one SH2 domain and two SH3 domains
(Figs. 11-13, 11-14).240   The SH2 domains bind to phos-
photyrosyl side chains of various proteins, while SH3
domains bind to a polyproline motif.  Another phos-
photyrosyl binding domain, the plekstrin homology or
PH domain, is named for the protein in which it was
discovered.  Kringle and apple describe the appear-
ances of the folded proteins in those domains.  Struc-
tural domains often function to hold two proteins
together or to help anchor them at a membrane surface
by binding to specific protein groups, such as phos-
photyrosyl, or calcium ions.  Table 7-3 lists a few well-
known folding domains and Fig. 7-30 shows three-
dimensional structures of two of them.

Recognition domains often function transiently.
For example, SH2 domains are often found in proteins
that interact with phosphotyrosyl groups of “activated”
cell surface receptors.  The receptors become activated



368 Chapter 7.  How Macromolecules Associate

by conformational alteration resulting from the binding.
The src protein is a tyrosine kinase and, when activated,
uses ATP to phosphorylate tyrosyl groups of other
proteins, and using its SH2 domains it will bind to such
groups forming and passing an intracellular message
to them.249

F.  The Cytoskeleton

The cytoplasm of eukaryotic cells contains a com-
plex network of slender rods and filaments that serve
as a kind of internal skeleton.  The properties of this
cytoskeleton affect the shape and mechanical proper-
ties of cells.  For example, the cytoskeleton is responsible

Figure 7-30  (A)  Stereoscopic
MolScript view showing 30 super-
posed solution structures of the
SH2 / phosphopeptide complex
from protein Shc calculated from
NMR data. The N and C termini of
the protein as well as the phospho-
tyrosine (pY) and (pY + 3) residues
of the phosphopeptide are indicat-
ed.  From Zhou et al.252  Courtesy
of Stephen W. Fesik.  (B)  View of
the phosphotyrosine side chain of
the peptide pYEEI bound to a
high-affinity SH2 domain from the
human src tyrosine kinase called
p56lck.  The phosphate group forms
a series of hydrogen bonds with
groups in the protein and with
water molecules (small dots) and
an ion pair with the guanidinium
group of R134.  From Tong et al.248

Courtesy of Liang Tong.  (C)  Struc-
ture of kringle 2 from human tissue
plasminogen activator (see Chapter
12).  From de Vos et al.269  Courtesy
of Abraham M. de Vos.
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for the biconcave disc shape of erythrocytes and for
the ameba’s ability to rapidly interconvert gel-like and
fluid regions of the cytoplasm.281– 283

Three principal components of the cytoskeleton
are microfilaments of ~ 6 nm diameter, microtubules
of 23 – 25 nm diameter, and intermediate filaments
of ~10 nm diameter.  A large number of associated
proteins provide for interconnections, for assembly,
and for disassembly of the cytoskeleton.  Other pro-
teins act as motors that provide motion.  One of these
motors is present in myosin of muscle.  This protein is
not only the motor for muscular work but also forms
thick filaments of 12 – 16 nm diameter, which are a
major structural component of muscle (see Fig. 19-6).

1.  Intermediate Filaments

In most cells the intermediate filaments provide
the scaffolding for the cytoskeleton284– 286  They may
account for only 1% of the protein in a cell but provide
up to 85% of the protein in the tough outer layers of
skin.  Intermediate filament proteins are encoded by
over 50 human genes286 which specify proteins of
various sizes, structures, and properties.  However,
all of them have central 300- to 330-residue α-helical
regions through which the molecules associate in
parallel pairs to form coiled-coil rods with globular
domains at the ends (Fig. 7-31).  Some of these proteins,
such as the keratin of skin, are insoluble.  Others, including
the nuclear lamins (Chapter 27)287 and vimentin,288–289a

dissociate and reform filaments reversibly.
Vimentin is found in most cells and predominates

in fibroblasts and other cells of mesenchymal origin.
Desmin (55-kDa monomer) is found in both smooth and
skeletal muscle.289b,290,290a  In the latter, it apparently
ties the contractile myofibrils to the rest of the cyto-
skeletal network and the individual myofibrils to each
other at Z disc (see Fig. 19-6).  The glial filaments
from the astroglial cells of the brain are composed
mainly of a single type of  55-kDa subunits of the
glial fibrillar acidic protein but the neurofilaments
of mammalian neurons are composed of three distinct
subunits of 68-, 150-, and 200-kDa mass.291– 293  The
larger subunits have C-terminal tails that are not
required for filament formation but which can be
phosphorylated and form bridges to neighboring
neurofilaments and other cytoskeletal components
and organelles.  Keratin filaments, which eventually
nearly fill the highly differentiated epidermal cells, are
also made up of several different subunits.294  Extensions
of the keratin chains are rich in cysteine side chains
which form disulfide crosslinkages to adjacent mole-
cules to provide a network that can be dehydrated to
form hair and the tough outer layers of skin.286

Elastin-associated microfibrils are important constituents
of elastic tissues of blood vessels, lungs, and skin.295

A common architecture of intermediate filaments
is a staggered head-to-tail and side-by-side association
of pairs of the coiled-coil dimers into 2-  to  3-nm proto-
filaments and further association of about eight
protofilaments to form the 10-nm intermediate
filaments.286,290,296

2.  Microfilaments

The most abundant microfilaments are composed
of fibrous actin (F-actin; Fig. 7-10).  The thin filaments
of F-actin are also one of the two major components
of the contractile fibers of skeletal muscle.  There is
actually a group of closely related actins encoded by
a multigene family.  At least four vertebrate actins are
specific to various types of muscle, while two (β- and
γ-actins) are cytosolic.298,299  Actins are present in all
animal cells and also in fungi and plants as part of the
cytoskeleton.  The microfilaments can associate to

Figure 7-31  A model for the structure of keratin microfibrils
of intermediate filaments. (A) A coiled-coil dimer, 45-nm in
length.  The helical segments of the rod domains are inter-
rupted by three linker regions.  The conformations of the
head and tail domains are unknown but are thought to be
flexible.  (B) Probable organization of a protofilament, in-
volving staggered antiparallel rows of dimers. From Jeffrey
A. Cohlberg297

A BDimer Protofilament
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form larger arrays and actin often exists as thicker
“cables,” some of which form the stress fibers seen in
cultured cells adhering to a glass surface.  In the red
blood cells the spectrin–actin meshwork (Fig. 8-14),
which lies directly beneath the plasma membrane,
together with the proteins that anchor it to the mem-
brane, form the cytoskeleton.284,300,301  Its mechanical
properties appear to be responsible for the biconcave
disc shape of the cell.

The acrosomal process of some invertebrate sperm
cells is an actin cable that sometimes forms almost
instantaneously by polymerization of the actin mono-
mers and shoots out to penetrate the outer layers of the
egg during fertilization (Chapter 32).  The stereocilia,
the “hairs” of the hair cells in the inner ear, contain
bundles of actin filaments.302  Motion of the stereocilia
caused by sound produces changes in the membrane
potential of the cells initiating a nerve impulse.  In certain
lizards each hair cell contains about 75 stereocilia of
lengths up to 30 µm and diameter 0.8 µm and contain-
ing more than 3000 actin filaments in a semicrystalline
array.  Microvilli (Fig. 1-6) contain longitudinal arrays
of actin filaments.

In every instance, groups of microfilaments are
held together by other proteins.  Stress fibers of higher
eukaryotes contain the “muscle proteins” tropomyosin,
�-actinin, and myosin (Chapter 19), although the
latter is usually not in fibrillar form. Filamin (250-
kDa) and a 235-kDa protein are associated with actin
in platelets.303  The high-molecular-weight synemin
crosslinks vimentin and desmin filaments,304 while
the smaller, highly polar filaggrin provides a matrix
around the keratin filaments in the external layers of
the skin.305

Postsynthetic modifications of cytoskeletal micro-
filaments can also occur.  For example, epidermal
keratin has been found to contain lanthionine, (γ-gluta-
myllysine) and lysinoalanine, both presumably arising
from crosslinkages.306

3.  Microtubules

A prominent component of cytoplasm consists of
microtubules which appear under the electron micro-
scope to have a diameter of 24 ± 2 nm and a 13 - to 15-nm
hollow core.307– 310  However, the true diameter of a
hydrated microtubule is about 30 nm and the micro-
tubule may be further surrounded by a 5–20 nm low
density layer of associated proteins.  Microtubules are
present in the most striking form in the flagella and cilia
of eukaryotic cells (Fig. 1-8).  The stable microtubules
of cilia are integral components of the machinery caus-
ing their motion (Chapter 19). Labile microtubules,
which form and then disappear, are often found in
cytoplasm in which motion is taking place, for example, in
the pseudopodia of the ameba.  The mitotic spindle

consists largely of microtubules which function in the
movement of chromosomes in a dividing cell (Box 7-D
and Chapter 26).

Microtubules in the long axons of nerve cells
function as “rails” for the “fast transport” of proteins
and other materials from the cell body down the axons.
In fact, microtubules appear to be present throughout
the cytoplasm of virtually all eukaryotic cells (Fig. 7-32)
and also in spirochetes.311  Motion in microtubular
systems depends upon motor proteins such as kinesin,
which moves bound materials toward what is known
as the “negative” end of the microtubule,312 dyneins
which move toward the positive end.310  These motor
proteins are driven by the Gibbs energy of hydrolysis
of ATP or GTP and in this respect, as well as in some
structural details (Chapter 19),  resemble the muscle
protein myosin.  Dynein is present in the arms of the
microtubules of cilia (Fig. 1-8) whose motion results
from the sliding of the microtubules driven by the action
of this protein (Chapter 19).

Microtubules are assembled from ~ 55-kDa tubulins,
which are mixed dimers of α subunits (450 residues)
and β subunits (445 residues) with 40% sequence
identity.  The αβ dimers, whose structure is shown in

Figure 7-32 Micrograph of a mouse embryo fibroblast was
obtained using indirect immunofluorescence techniques.313

The cells were fixed with formaldehyde, dehydrated, and
treated with antibodies (formed in a rabbit) to microtubule
protein.  The cells were then treated with fluorescent goat
antibodies to rabbit γ-globulins (see Chapter 31) and the
photograph was taken by fluorescent light emission.  Cour-
tesy of Klaus Weber.
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BOX 7-D  MITOSIS, TETRAPLOID PLANTS, AND ANTICANCER DRUGS

Microtubules in cells undergoing mitosis are
the target of several important drugs.  One of these
is the alkaloid colchicine which is produced by
various members of the lily family and has been used
since ancient Egyptian times for the alleviation of
the symptoms of gout.a,b

This compound, with its tropolone ring system, binds
specifically and tightly and prevents assembly of
microtubules, including those of the mitotic spindle.b

Colchicine forms a complex with soluble tubulin,c

perhaps a dimeric αβ complex of the two subunits.d

Dividing cells treated with colchicine appear to be
blocked at metaphase (Chapter 26) and daughter
cells with a high degree of polyploidy are formed.
This has led to the widespread use of colchicine in
inducing formation of tetraploid varieties of flower-
ing plants.  Similar effects upon microtubules are
produced by the antitumor agents vincristine and
vinblastine, alkaloids formed by the common plant
Vinca (periwinkle), and also by a variety of other
drugs.e

The more recently discovered Taxol (paclitaxel)
was extracted from the bark of the Pacific yew.f  It
stabilizes microtubules, inhibiting their disassembly.g

Taxol also blocks mitosis and causes the cells which
fail to complete mitosis to die.  Taxol has been syn-
thesizedf and is a promising drug that is being used

in treatment of breast, ovarian, and other cancers.f

Binding sites for the compound have been located
in β tubulin subunits (Fig. 7-33).h,i  Attempts are
being made to develop “taxoids” and other drugs
more effective than taxol against cancer cells.j,k

a Margulis, T. N. (1974) J. Am. Chem. Soc. 96, 899 – 902
b Chakrabarti, G., Sengupta, S., and Bhattacharyya, B. (1996)

J. Biol. Chem. 271, 2897 – 2901
c Panda, D., Daijo, J. E., Jordan, M. A., and Wilson, L. (1995)

Biochemistry 34, 9921– 9929
d Shearwin, K. E., and Timasheff, S. N. (1994) Biochemistry 33,

894– 901
e Hastie, S. B., Williams, R. C., Jr., Puett, D., and Macdonald, T. L.

(1989) J. Biol. Chem. 264, 6682 – 6688
f Nicolaou, K. C., Nantermet, P. G., Ueno, H., Guy, R. K.,

Couladouros, E. A., and Sorensen, E. J. (1995) J. Am. Chem. Soc.
117, 624 – 633

Laser scanning confocal micrograph of chromosomes
at metaphase.  Courtesy of Tom Moninger

g Derry, W. B., Wilson, L., and Jordan, M. A. (1995) Biochemistry
34, 2203 – 2211

h Rao, S., He, L., Chakravarty, S., Ojima, I., Orr, G. A., and
Horwitz, S. B. (1999) J. Biol. Chem. 274, 37990– 37994

i Makowski, L. (1995) Nature (London) 375, 361– 362
j Nicolaou, K. C., Guy, R. K., and Potier, P. (1996) Sci. Am.

274(Jun), 94 – 98
k Kowalski, R. J., Giannakakou, P., and Hamel, E. (1997) J. Biol.

Chem. 272, 2534 – 2541
l Kwa, M. S. G., Veenstra, J. G., Van Dijk, M., and Roos, M. H.

(1995) J. Mol. Biol. 246, 500 – 510

Another group of drugs that bind to microtu-
bules are benzimidazole and related compounds.
These have been used widely to treat infection by
parasitic nematodes in both humans and animals.
Unfortunately resistance has developed rapidly.
In a nematode that infects sheep a single tyrosine
to phenylalanine mutation at position 200 in the
β-tubulin subunit confers resistance.l
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Fig. 7-33314– 316 are thought to be packed into an imper-
fect helix as indicated in Fig. 7-34.  The structure can
also be regarded as an array of longitudinal protofila-
ments.  Naturally formed microtubules usually have
precisely 13 protofilaments and a discontinuity in the
helical stacking of subunits as shown in Fig. 7-34.  When
grown in a laboratory the microtubules usually have
14 protofilaments317 and rarely 10 or 16 protofilaments
with regular helical packing.318  Microtubules of some
moths and also of male germ cells of Drosophila have
16-protofilament microtubules without a discontinuity,
an architecture that is specified by the geometry of a
specific β-tubulin isoform.319

Each tubulin dimer binds one molecule of GTP
strongly in the α subunit and a second molecule of
GTP or GDP more loosely in the β subunit.  In this
respect, tubulin resembles actin, whose subunits are
about the same size.  However, there is little sequence
similarity.  Labile microtubules of cytoplasm can be
formed or disassembled very rapidly.  GTP is essential
for the fast growth of these microtubules and is hydro-
lyzed to GDP in the process.320  However, nonhydro-
lyzable analogs of GTP, such as the one containing the
linkage P– CH2–P between the terminal and central
phosphorus atoms of the GTP, also support polymer-
ization.321  Since microtubules have a distinct polarity,
the two ends have different tubulin surfaces exposed,
and polymerization and depolymerization can occur
at different rates at the two ends.  As a consequence,
microtubules often grow at one end and disassemble

at the other.  Such “treadmilling” may be important in
movement of chromosomes in neuronal migration322

and in fast axonal transport of macromolecules (Chapter
30).323  During mitosis the minus ends of the microtu-
bules are believed to be tightly anchored at the centro-
some while subunit exchanges can occur at the plus
ends323,324 where the β subunits are exposed.  Using a
phage display system (see Fig. 3-16) it could be shown
that the N termini of the α subunits are exposed at
the minus ends.325  Kinesin can bind to the β sub-
units all along the microtubule.326 Microtubules are
formed by growth from microtubule nucleation sites
in microtubule organizing centers found in centro-
somes, spindle poles, and other locations.327  Several
proteins, including �-tubulin, are required.317,328,329  A
proposed assembly pathway is illustrated in Fig. 7-34.

Isolated microtubules always contain small amounts
of larger ~ 300-kDa microtubule-associated proteins
(MAPS).330  These elongated molecules may in part lie
in the grooves between the tubulin subunits and in part
be extended outward to form a low-density layer around
the tubule.283,309  Nerve cells that contain stable microtu-
bules have associated stabilizing proteins.331  A family
of proteins formed by differential splicing of mRNA are
known as tau.  The tau proteins are prominent compo-
nents of the cytoskeleton of neurons.  They not only
interact with microtubules but also undergo reversible
phosphorylation.  Hyperphosphorylated tau is the
primary component of the paired helical filaments found
in the brains of persons with Alzheimer disease.330

Figure 7-33  Stereoscopic
ribbon diagram of the tubulin
dimer with α-tubulin with
bound GTP at the top and
β-tubulin with bound GDP
at the bottom.  The β-tubulin
subunit also contains a bound
molecule of taxotere (see Box
7-D) which is labeled TAX.
This model is based upon
electron crystallography of
zinc-induced tubulin sheets
at 0.37-nm resolution and is
thought to approximate
closely the packing of the
tubulin monomers in microtu-
bules.315  The arrow at the left
points toward the plus end of
the microtubule.  Courtesy of
Kenneth H. Downing.
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Figure 7-34  Growth of a microtubule from a γ-tubulin ring
complex (γTURC).  The helical γ-tubulin rings are formed in
the microtubule organizing centers which, in animal cells,
are the centrosomes.  Thirteen γ-tubulin subunits are shown
in a hypothetical array formed together with a base of other
molecules of unknown structure.  The microtubule grows by
addition of successive layers of α/β-tubulin dimers, each a
split ring of 13 dimers with the β-tubulin subunits toward
the base, the negative end, and the α-tubulin subunits
toward the growing positive end.  After Zheng et al.317
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13 γ-Tubulin
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Study Questions

1. Rewrite Equations 6-75 through 6-77 in terms of
dissociation constants.  These may be labeled K1,
K2, Ki, etc., as is conventional, but you may prefer
to use K1d, K2d, Kid, etc., to avoid confusion.

2. A molecule has two identical binding sites for a
ligand X.  The Gibbs energy of interaction between
ligands bound to the same molecule, ε, is defined
as the change in Gibbs energy of binding of the
ligand to the molecule that results from the prior
binding of a ligand at the adjacent site.  If the
saturation fraction is Y, show from the equation for
the binding isotherm that the following equation
holds when  Y =  1/ 2:

3. The hydrogen ion binding curve for succinate is
shown is Fig. 7-4.  From the curve estimate ε and
the microscopic association constants.

4. A linear chain molecule has a very large number
of identical binding sites for a ligand X.  The Gibbs
energy of interaction between ligands bound to
adjacent sites is ε.  Interactions between non-
nearest neighbors are considered negligible.  If the
binding constant for a site adjacent to unoccupied
sites is Kr, the binding isotherm is given by

[Applequist, J. (1977) J. Chem. Ed. 54, 417]. Show
from the equation for the binding isotherm that
the following equation holds at Y = 1/ 2;

dY/d ln [ X ] = 1/4 e ε /2RT

5. The binding of adenosine to polyribouridylic acid
[poly(U)] has been studied by the method of
equilibrium dialysis [Huang and Ts’o (1966) J. Mol.
Biol. 16, 523].  The table below gives the fraction of
poly(U) sites occupied, Y at various molar concen-
trations of free adenosine [A] at 5°C.  Assuming
that the nearest-neighbor interaction model is
correct, determine the intrinsic association con-
stant for the binding of adenosine to poly U and
the free energy of interaction of adjacent bound
adenosines.  Do the bound molecules attract or
repel each other?
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2(1 + e ε/RT)
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Portion of an endocytic vacuole forming in the
plasma membrane of a cultured fibroblast.  The
view is from the inside of the cell and shows a
large clathrin cage assembling to form a coated
vesicle.  The overall diameter of the vacuole is
~ 0.2 µm.  Clathrin cages vary in size and in the
number of faces but are typically ~ 0.1 µm in
diameter (see Fig. 8-27 and associated references).
Courtesy of Barbara Pearse.
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The boundary between a living cell and its sur-
roundings is the incredibly thin (7–10 nm) plasma
membrane.  This vital partition, which controls the
flow of materials into and out of a cell and which
senses and controls the response of cells to hor-
mones and other external signals, consists largely of
phospholipids together with embedded proteins.  The
nonpolar chains of the phospholipids stick together to
form a double molecular layer or bilayer which provides
the basic structure of almost all biological membranes.

Phospholipids, together with other natural materials
that have a high solubility in apolar solvents or are
structurally related to compounds with such solubility
properties, are classified as lipids.  The most abundant
lipids are the fats, compounds that are stored by animals
and by many plants as an energy reserve (Fig. 8-1).
Other lipids form the outer cuticle of plants and yet
others serve as protective coatings on feathers and
hair.  Vitamins A, D, K, and E and ubiquinone are all
lipids as are a variety of hormones and such light-
absorbing plant pigments as the chlorophylls and
carotenoids.  Many of these compounds are dissolved
in or partially embedded in the plasma membrane of
bacteria or in the mitochondrial and chloroplast mem-
branes of higher organisms.  Membranes serve many
purposes.  The most obvious is to divide space into
compartments.  Thus, the plasma membrane forms cell
boundaries and mitochondrial membranes separate
the enzymes and metabolites of mitochondria from
those of the cytosol.  Membranes are semipermeable
and regulate the penetration into cells and organelles
of both ionic and nonionic substances.  Many of these
materials are brought into the cell against a concentra-
tion gradient.  Hence, osmotic work must be done in a
process known as active transport.  Many enzymes,

Figure 8-1  Electron micrograph of a thin section of a fat
storage cell or adipocyte.  L, the single large fat droplet; N,
nucleus; M, mitochondria; En, endothelium of a capillary
containing an erythrocyte (E); CT, connective tissue ground
substance which contains collagen fibers (Co) and fibroblasts
(F).  The basement membranes (BM) surrounding the endo-
thelium and the fat cell are also marked.  From Porter and
Bonneville.6  Courtesy of Mary Bonneville.
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including those responsible for most of the oxidative
metabolism of cells, are found in membranes of bacteria
and of mitochondria.  Within the chloroplasts of green
leaves, highly folded membranes containing chlorophyll
absorb energy from the sunlight.  Thin membranes
contain the photoreceptor proteins that function in
vision.  Electrical impulses are transmitted along the
membranes of nerve cells.

The outer surfaces of membranes are designed to
interact with the cell’s external world.  Special receptors
sense the presence of hormones.  Binding proteins
await the arrival of needed nutrients and help to bring
them into cells.  Highly individual arrangements of
protein and of the carbohydrate “fuzz” of glycoproteins
and sphingolipids screen the outer surface, helping to
prevent attack by foreign bacteria, viruses, and toxins.

A.  Lipid Structures

Unlike proteins, polysaccharides, and nucleic acids,
most lipids are not polymers.  However, they are made
by linking together smaller molecules.1–5  Among the
“building blocks” of lipids are fatty acids, glycerol,
phosphoric acid, and sugars.  Many lipids have
both polar and nonpolar regions.  This gives them an
amphipathic character, i.e., a tendency toward both
hydrophobic and hydrophilic behavior, and accounts
for their tendency to aggregate into membranous
structures.  Notice that in the following structure the
carbon atoms of glycerol have been numbered 1 to 3.
Although glycerol is not chiral, the positioning of the
two hydroxymethyl groups is not equivalent.  If the
priority, used in the RS system (page 42) for the C-1
group is raised (e.g., by ester formation) to be higher
than that for the C-3 group, the molecule would have
the S configuration.  The C-1 group is said to be pro-S
and the C-3 group pro-R.  According to the stereo-
chemical numbering (sn) system, which is discussed
further in Chapter 9, the carbon in the pro-S position
is numbered 1.

1.  Fatty Acids, Fatty Alcohols, and Hydrocarbons

The names and structures of some fatty acids are
summarized in Table 8-1.  Notice that these acids have
straight carbon chains and may contain one or more
double bonds.  Except for the smallest members of
the series, which are soluble in water, fatty acids are
strongly hydrophobic.  However, they are all acids
with pKa values in water of ~4.8.  To the extent that
free fatty acids occur in nature, they are likely to be
found in interfaces between lipid and water with the
carboxyl groups dissociated and protruding into the
water.  However, most naturally occurring fatty acids

a The number of carbon atoms is given first, then the number of
double bonds.  The positions of the lowest numbered carbon of
each double bond and whether the configuration is cis (c) or trans
(t) are indicated in parentheses.

b Official IUPAC names of these and other acyl groups have been
designated by the Commission of the Nomenclature of Organic
Chemistry in Pure and Applied Chemistry 10, 111 – 125 (1965).  In
a number of cases IUPAC inserted an o in the traditional name,
e.g., palmityl became palmitoyl and crotonyl became crotonoyl.
However, acetyl was not changed.  In many cases the systematic
names, e.g., hexadecanoyl (from hexadecanoic acid), are preferable
and IUPAC–IUB recommends that alkyl radicals always be designated
by systematic names, e.g., hexadecyl, not palmityl alcohol.  The
older use of palmityl for both acyl and alkyl radicals was one
reason for IUPAC’s adoption of new names for acyl radicals.

c Systematic names are not often used because of their complexity,
e.g., linolenic acid is cis,cis,cis-9,12,15-octadecatrienoic acid.

Saturated fatty acids

1 Methanoic Formic Formyl
2 Ethanoic Acetic Acetyl
3 Propanoic Propionic Propionyl
4 Butanoic Butyric 4:0 Butyryl

12 Dodecanoic Lauric 12:0 Lauroylb

14 Tetradecanoic Myristic 14:0 Myristoyl
16 Hexadecanoic Palmitic 16:0 Palmitoyl
18 Octadecanoic Stearic 18:0 Stearoyl
20 Eicosanoic Arachidic 20:0
22 Docosanoic Behenic 22:0
24 Tetracosanoic Lignoceric 24:0

Unsaturated fatty acidsc

4 Crotonic 4:1(2t) Crotonoyl
16 Palmitoleic 16:1(9c)
18 Oleic 18:1(9c) Oleoyl
18 Vaccenic 18:1(11c)
18 Linoleic 18:2(9c,12c)
18 Conjugated 18:2(9c,11t)

linoleic
18 Linolenic 18:3(9c,12c,15c)
20 Arachidonic 20:4(5c,8c,11c,14c)

TABLE 8-1
Some Important Fatty Acids

No. carbon Systematic Common Common name
atoms name name Abbreviationa of acyl group

Stearic acid, 18 carbon atoms, major
component of animal triacylglycerols

C
CH3

O

HO

C
CH2OH

CH2OH

HO

H

pro-S group
1

2

3

Labeled by the stereochemical
numbering (sn) system

A fatty acid

Glycerol
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Like plants, animals contain palmitic and oleic
acids.  In addition, large amounts of stearic acid and
small amounts of the C20, C22, and C24 acids are also
present.  Phospholipids of photoreceptor membranes
of the retina contain fatty acid chains as long as C36.7

The variety of fatty acids found in animals is greater
than in a given plant species.  A large fraction of the
fatty acids present in most higher organisms are unsat-
urated and contain strictly cis double bonds.  Table 8-2
shows the fatty acid composition of some typical
triacylglycerol mixtures.

are esterified or combined via amide linkages in com-
plex lipids.  For example, ordinary fats are largely the
fatty acid esters of glycerol called triacylglycerols
(triglycerides).

There is a seemingly endless variety of fatty acids,
but only a few of them predominate in any single
organism.  Most fatty acid chains contain an even
number of carbon atoms.  In higher plants the C16
palmitic acid and the C18 unsaturated oleic and
linoleic acids predominate.  The C18 saturated stearic
acid is almost absent from plants and C20 to C24 acids
are rarely present except in the outer cuticle of leaves.
Certain plants contain unusual fatty acids which may
be characteristic of a taxonomic group.  For example,
the Compositae (daisy family) contain acetylenic fatty
acids and the castor bean contains the hydroxy fatty
acid ricinoleic acid.

Bacteria usually lack polyunsaturated fatty acids
but often contain branched fatty acids, cyclopropane-
containing acids, hydroxy fatty acids, and unesterified
fatty acids.  Mycobacteria, including the human patho-
gen Mycobacterium tuberculosis, contain mycolic acids.
In these compounds the complex grouping R contains
a variety of functional groups including –OH, –OCH3,

HO
C

C

O

HO

H

H

CH2

CC

HO

O
C

OHH

R

O

H

Branched fatty acids of the anteiso series have a branch here
and a 5-carbon “starter piece” derived from isoleucine

Branched fatty acids of the iso series
contain a 5-carbon “starter piece” derived
from leucine or a 4-carbon piece derived from valine

A major fatty acid of lactobacilli

C22 or C24 alkyl group

A complex chain of about 60 carbon atoms
with a variety of functional groups (see text)

A mycolic acid

Lactobacillic acid

Branched fatty acids

C=O, –COOH, cyclopropane rings, methyl branches,
and C=C bonds.  Each species of Mycobacterium contains
about two dozen different mycolic acids9,10 as well as
other complex C30–C56 fatty acids (see Eq. 21-5).11

Certain polyunsaturated fatty acids are essential
in the human diet (see Box 21-B).  One of these,
arachidonic acid (which may be formed from dietary
linoleic acid), serves as a precursor for the formation
of the hormones known as prostaglandins and a series
of related prostanoids.  Lipids of animal origin also

TABLE 8-2
Fatty Acid Composition (in %) of Some Typical
Fats and Oilsa

No. of carbon atoms and (following colon)
the number of double bonds

Fats and oils 14 16 18 16:1 18:1 18:2

Human depot fat 3 23 4 8 45 10
Beef tallow 4 30 25 5 36 1
Corn oil 13 2 31 54
Lard 1 28 15 3 42 9

a From Gunstone.8
 One of a family of hormones, this one is

synthesized in tissues from arachidonic acid

COOH

O
H

H H
HO

H OH

Prostaglandin PGE2

Accounts for 60% of the fatty acids in seeds of
Crepis foetida, a member of the compositae family

C
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HO

Crepenynic acid 18:2 (9c, 12a)

Ricinoleic acid (12-hydroxyoleic acid)
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O

HO

HO H

Accounts for up to 90% of the fatty acids of Ricinus communis (castor bean)

COOH

A nutritionally essential fatty acid (Box 21-A)
is shown here in a folded conformation

Arachidonic acid
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contain unusual unsaturated fatty acids.  Among
them, conjugated linoleic acids are receiving atten-
tion for their possible cancer-preventive action.  The
predominant form in meats, dairy products, and the
human body is the C18 9-cis, 11-trans isomer whose
two double bonds are conjugated.11a

Other lipid components include the fatty alcohols
which are formed by reduction of the acids.  These are
esterified with fatty acids to form waxes.  Both fatty
alcohols and free fatty acids occur in waxes together
with the esterified forms.  These mixtures are found
on exterior surfaces of plants and animals.  Plants
and, to a limited extent, animals are able to decarboxy-
late fatty acids in a multistep process to alkanes and
these too are important constituents of some waxes.
Small amounts of fatty acid amides such as cis-9,10-
octadecenoamide are present in low concentrations in

the cerebrospinal fluid of cats and rats as well as humans.
This compound accumulates in cats that are deprived
of sleep.  When the synthetic compound was injected
into rats they fell into apparently normal sleep.12

Insects make unsaturated as well as saturated hydro-
carbons.  The former as well as long-chain alcohols and
their esters often form the volatile pheromones with
which insects communicate.  Thus, the female pink
bollworm attracts a male with a sex pheromone con-
sisting of a mixture of the cis,cis and cis,trans isomers
of 7,11-hexadecadienyl acetate,13 and European corn
borer males are attracted across the cornfields of Iowa
by cis-11-tetradecenyl acetate.14  Addition of a little of
the trans isomer makes the latter sex attractant much
more powerful.  Since more than one species uses the
same attractant, it is possible that the males can distin-
guish between different ratios of isomers or of mixtures
of closely related substances.

2.  Acylglycerols, Ether Lipids, and Waxes

The components of complex lipids are linked in a
variety of ways.  Often, glycerol acts as the central unit,

e.g., combining in ester linkage with three fatty acids to
form triacylglycerols (triglycerides), the common fats
of adipose tissues and plant oils.  Diacyl- and monoacyl-
glycerols (diglycerides, and monoglycerides) are

present to a lesser extent.  In addition, small amounts
of alkyl ethers or alkenyl ethers are often present in
isolated lipids.  They are especially abundant in fish
liver oils.

These ether lipids are all chiral molecules with an R
configuration but are derivatives of the nonchiral
glycerol.  The carbon atoms of glycerol are numbered
using the stereochemical system which is described
on p. 470.  The ether linkage is to the sn-1 carbon atom.
Most phospholipids are derivatives of the sn-3 phosphate
ester of glycerol.

Triacylglycerols and the ether lipids described in
the previous section are classified as neutral lipids.
Other neutral lipids are alcohols, waxes, aldehydes,
and hydrocarbons derived from fatty acids.  These
sometimes have specific biological functions.  For exam-
ple, fatty aldehydes are important in the biolumines-
cence of bacteria (Eq. 23-47).

3.  Phospholipids

As major constituents of biological membranes,
phospholipids play a key role in all living cells.
The two principal groups of phospholipids are the

1-Alkyl-2,3-diacyl-sn-glycerol, an alkyl ether lipid
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glycerophospholipids (glycero-
phosphatides; Fig. 8-2) which con-
tain the alcohol glycerol and the
sphingophospholipids which
contain the alcohol sphingosine
(Section 5).  The glycerophospho-
lipids can be thought of as arising
from the building blocks glycerol,
fatty acids, the dihydrogen phos-
phate ion H2PO4

–, and the appro-
priate alcohol by removal of four
molecules of water (Eq. 8-1).  They
are derivatives of sn-glycerol-3-
phosphate.  Esterification of this
alcohol with two fatty acids gives
a phosphatidic acid (Fig. 8-2).
Formation of a phosphate diester
linkage to one of the alcohols

choline, serine, or ethanolamine
yields a glycerophospholipid.
The resulting three groups
of phospholipids are called 
phosphatidylcholine (lecithin),
phosphatidylserine, and 
phosphatidylethanolamine,
respectively (Fig. 8-2).

The phosphate and choline,
ethanolamine, or serine portions
of the phosphatide are electrically
charged and provide a polar “head”
for the molecule.  In all three cases
the positively charged group is
able to fold back and form an ion
pair with the negatively charged
phosphate group.  However, the
methyl groups surrounding the
nitrogen in phosphatidylcholine
prevent a very close approach and
with phosphatidylserine the adja-
cent carboxylate group weakens
this electrostatic interaction.  Un-
like the triacylglycerols, most of
which are liquid at body tempera-
ture, phospholipids are solid at
this temperature.  This property,
like the ionic properties of the
phosphatides, is doubtless related
to their suitability for functioning
in biological membranes.

(8-1)A phosphatidylcholine (lecithin).

A. Lipid Structures

Figure 8-2  Structures of some phosphatides (glycerophospholipids).
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of all eukaryotes and have a specific role in regulating
responses of cells to hormones and other external
agents.  See Chapter 11 for details.  Phosphatidylinositol
also forms part of “anchors” used to hold certain proteins
onto membrane surfaces (see Fig. 8-13).

Bacteria and plants often make the anionic 
phosphatidyglycerol in which the second glycerol is
esterified at its sn-1 position with the phosphate.  Bacteria,
as well as mitochondria, contain diphosphatidylglycerol
(cardiolipin) in which phosphatidyl groups are attached
at both the 1 and 3 positions of glycerol (Fig. 8-2).
Ether phospholipids, analogous to the ether lipids
described in Section 2, are also widely distributed.  The
alkenyl ether analogs of phosphatidylcholine (Fig. 8-2)
are called plasmalogens.17  In neutrophils the 1-O-alkyl
ethers contain the major share of the cell’s arachidonic
acid, which is esterified in the 2 position.18,19

In halophilic (salt loving), thermophilic, and meth-
anogenic bacteria, most of the lipids present are either

Part of the immune response consists of the
release from stimulated neutrophils, macrophages,
and other cells of a platelet activating factor
(PAF), a material that “activates” blood platelets.
Activated platelets aggregate, a response that ini-
tiates clot formation.  They may also be lysed and
release stored substances that include platelet-
derived growth factors (see Chapter 11) and fibrin
stabilizing factor, a proenzyme that is converted to
the protein-crosslinking enzyme transglutaminase
(Eq. 2-17).  See Fig. 12-17.  However, the principal
interest in the platelet-activating factor has arisen
from its powerful effect in inducing inflammation

BOX 8-A  THE PLATELET-ACTIVATING FACTOR

in surrounding tissues.
PAF has been identified as the following simple

ether phospholipid:a–d

A remarkably potent compound, its effects on plate-
lets are observed at concentrations of 10–11 to 10–10

M.  Both lyso-PAF and the glycero-1- phosphocho-
line enantiomer are inactive.  Specific receptors for
this factor are evidently present on platelet surfaces.e–g

One effect of PAF on platelets is to induce a
rapid (5–10s) cleavage of phosphatidylinositol
4,5-bisphosphate by phospholipase C to give diacyl-
glycerol and inositol 1,4,5-trisphosphate.  The
subsequent effects of these two substances in causing
a rapid influx of Ca2+ and in inducing a series of
secondary responses are outlined in Fig. 11-9.  Among
these responses are the release of the materials
stored in the platelet’s granules.  PAF also appears
to inhibit adenylate cyclaseb and causes vasodila-
tion, a property not expected for a compound that
stimulates clotting.  Receptors for PAF are also
present in the brain, where this phosholipid may
function in regulation of development.h

Lecithins and related phospholipids usually con-
tain a saturated fatty acid in the C-1 position but an
unsaturated acid, which may contain from one to
four double bonds, at C-2.  Arachidonic acid is often
present here.  Hydrolysis of the ester linkage at C-2
yields a 1-acyl-3-phosphoglycerol, better known as a
lysophosphatidylcholine.  The name comes from the
powerful detergent action of these substances which
leads to lysis of cells.  Some snake venoms contain
phospholipases that form lysophosphatidylcholine.
Lysophosphatidic acid (1-acyl-glycerol-3-phosphate)
is both an intermediate in phospholipid biosynthesis
(Chapter 21) and also a signaling molecule released
into the bloodstream by activated platelets.15

Another group of phosphatides contain the
hexahydroxycyclohexane known as inositol (Fig. 8-2,
see also Chapter 21).16  Phosphatidylinositol, as well
as smaller amounts of phosphatides derived from
phosphate esters of inositol are present in membranes

Scanning EM of
activated blood
platelets.
© Quest, Photo
Researchers

Transmission EM
of thin section through
activated blood platelets.
© Photo Researchers
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Many other phospholipids are present in small
amounts or in a limited number of species.  These
include phosphonolipids, which contain a C–P bond
and are abundant in ciliate protozoa such as Tetrahymena
and in some other invertebrates.26  Phosphonoethyl-
amine replaces phosphoethanolamine in these lipids.
A consequence of this structural alteration is a high

degree of resistance to the action of the enzyme phos-
pholipase C.  The phosphonolipids of the external
membrane of Tetrahymena are also ether lipids with an
alkoxy group in the sn-1 position.  This makes them

phospholipids and glycolipids containing the C20
isoprenoid phytanyl group or the C40 diphytanyl
group20– 25 (see also Section 4), related isoprenoid
alcohols, or long-chain 1,2-diols.25  An example of a
diphytanylglycerophospholipid is the following:

A. Lipid Structures

BOX 8-A  (continued)

Stimulated platelets release arachidonic acid
rapidly from their phospholipids, apparently as
a result of activation of phospholipase A2.  The
released arachidonate can in turn be metabolized
to endoperoxides and thromboxane A2 (Chapter 21).
These compounds are also potent activators of
platelets and cause a self-activating or autocrine
effect.i,j  While PAF has a beneficial function, it can
under some conditions contribute in a dangerous way
to inflammation and to allergic responses including
anaphylaxis,j asthmag and cold-induced urticaria.k

Although the effect of PAF is separate from those of
histamine and of leukotrienes, these agents may act
cooperatively to induce inflammation.l

The biosynthesis of PAF is discussed in Chapter
21, Section C.  One pathway is deacylation at the
glycerol C-2 of a longer chain alkyl phospholipid
followed by acetylation at the same position.m,n

a Cusack, N. J. (1980) Nature (London) 285, 193
b Hanahan, D. J. (1986) Ann. Rev. Biochem. 55, 483 – 509
c Prescott, S. M., Zimmerman, G. A., and McIntyre, T. M. (1990) J.

Biol. Chem. 265, 17381– 17384
d Winslow, C. M., and Lee, M. L., eds. (1987) New Horizons in

Platelet Activating Factor Research, Wiley, New York
e Hwang, S.-B., Lam, M.-H., and Pong, S.-S. (1986) J. Biol. Chem.

261, 532 – 537
f Ishii, I., Izumi, T., Tsukamoto, H., Umeyama, H., Ui, M., and

Shimizu, T. (1997) J. Biol. Chem. 272, 7846 – 7854
g Bazan, N. G. (1995) Nature (London) 374, 501– 502
h Hattori, M., Adachi, H., Aoki, J., Tsujimoto, M., Arai, H., and

Inoue, K. (1995) J. Biol. Chem. 270, 31345 – 31352
i Bussolino, F., Sironi, M., Bocchietto, E., and Mantovani, A.

(1992) J. Biol. Chem. 267, 14598 – 14603
j Darius, H., Lefer, D. J., Smith, J. B., and Leefer, A. M. (1986)

Science 232, 58 – 60
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k Grandel, K. E., Farr, R. S., Wanderer, A. A., Eisenstadt, T. C.,
and Wasserman, S. I. (1985) N. Engl. J. Med. 313, 405 – 409

l Tomeo, A. C., Egan, R. W., and Durán, W. N. (1991) FASEB J. 5,
2850– 2855

m Billah, M. M., Eckel, S., Myers, R. F., and Siegel, M. I. (1986)
J. Biol. Chem. 261, 5824 – 5831

n Lee, T.-c, Ou, M.-c, Shinozaki, K., Malone, B., and Snyder, F.
(1996) J. Biol. Chem. 271, 209 – 217

o Stafforini, D. M., McIntyre, T. M., Zimmerman, G. A., and
Prescott, S. M. (1997) J. Biol. Chem. 272, 17895 – 17898

p Miwa, M., Hill, C., Kumar, R., Sugatan, J., Olson, M. S., and
Hanahan, D. J. (1987) J. Biol. Chem. 262, 527– 530

q Hwang, S.-B., Lam, M.-H., Biftu, T., Beattie, T. R., and Shen, T.-Y.
(1985) J. Biol. Chem. 260, 15639 – 15645

Platelets can inactivate PAF by the inverse sequence:
deacetylation followed by acylation with arachidonic
acid.  PAF can also be hydrolyzed by a PAF acetylhydro-
lase, a phospholipase.o  Absence of this enzyme in the
brain may be related to a human brain malformation.h

Some tissues may contain a lipid that inhibits binding
of PAF.p  The following compound from a Chinese herb
binds to PAF receptors and may be the forerunner of
useful drugs.q
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BOX 8-B  DIPALMITOYLPHOSPHATIDYLCHOLINE AND THE SURFACTANT SYSTEM OF THE LUNGS

When air is exhaled the small alveoli of the
lungs could collapse if it were not for the surface
active material (surfactant) present in the fluid that
coats the lungs.a– e  In fact, the lack of adequate
surfactant is the cause of respiratory distress
syndrome, a major cause of death among prema-
ture infants and a disease that may develop in
acute form in adults.  The surfactant material
forms a thin film of high fluidity at the air– liquid
interface and lowers the surface tension from the
72 mN/m of pure water to <10 mN/m.f,g  (Pay
attention to the definition of surface tension.h)
About 65% by weight of the surfactant is lecithin,
mostly dipalmitoylphosphatidylcholine (see Fig.
8-4), a phospholipid resistant to attack by oxygen.
Phosphatidylglycerol, in an unusually high concen-
tration, accounts for ~ 12% of the human surfactant.
Other phospholipids, plasmalogen,i cholesterol,
proteins, and calcium ions are also present.

The surfactant contains four unique proteins,
designated SP-A, SP-B, SP-C, and SP-D.c,e  The major
protein (SP-A) is a sialic acid-rich glycoprotein
derived from a 26-kDa peptide, which contains a
short collagen-like domain.e,j,k  Like collagen, this
domain contains glycosylated hydroxyproline.
The C-terminal domain is a Ca2+-dependent C-type
lectin (Chapter 4), while the N-terminal domain is
involved in oligomer formation through disulfide
bridges.  The overall structure is similar to that of
the complement protein C1q (Chapter 31).e,j  Protein
D is also collagen-likel but evidently plays a very
different functional role than SP-A.  The latter asso-
ciates with the major surfactant lipids but SP-D does
not.  It does bind phosphatidylinositolm and gluco-
sylceramide, lipids that are present in small amounts.
Perhaps SP-D helps to remove these polar lipids
which might interfere with surfactant action.e  Both
proteins A and D may also have functions in the
immune system.l

Proteins SP-B and SP-C are small extremely
hydrophobic polypeptides consisting of 79 and
35 amino acid residues, respectively.n,o  Aliphatic
branched amino acids constitute 23 of the 35 residues
of the C-terminal part of protein C, which is also
palmitoylated on two cysteine residues.  SP-B is
formed from a large 381-residue precursor.  The
mature protein contains seven cysteines and disulfide
bridges.  Both proteins have major effects on the
properties of the surfactant mixture.  They promote
rapid reorganization of lipid layers, an important
consideration for the functioning of the surfactant.
Infants lacking SP-B suffer severe respiratory failure
with high mortality.e

The properties of the surfactant allow for rapid
formation of a large area of lipid monolayer–air
interface.  The low surface tension and the ability
to rapidly spread the mixture of lipids and proteins
are essential.o  At the end of the expiration stage of
breathing the surfactant is present in the interface as
a strong, tightly packed monolayer whose properties
reflect the rigidity of the dipalmitoylphosphatidyl-
choline.  The excess surfactant in the alveolar fluid
forms liposome-like bilayer structures and also
associates with proteins and calcium ions to form a
lattice-like material called tubular myelin.  Lipid
in this form must be transferred rapidly into the air
–liquid interface during inspiration.p  The ability of
phospholipids to pass through a hexagonal phase
(Fig. 8-12) may also be important for this transition.q,r

One enzyme present in the surfactant fluid is an
acid phosphatase able to hydrolyze phosphatidyl-
glycerol phosphate, perhaps functioning in the final
step of biosynthesis of the phosphatidylglycerol
present in the surfactant.c  Study of the action of the
natural lung surfactant has led to development of
artificial surfactant mixtures that are being used
effectively to save many lives.d

a Rooney, S. A. (1979) Trends Biochem. Sci. 4, 189 –191
b Persson, A., Chang, D., Rust, K., Moxley, M., Longmore, W.,

and Crouch, E. (1989) Biochemistry 28, 6361– 6367
c Rooney, S. A., Young, S. L., and Mendelson, C. R. (1994) FASEB J.

8, 957 – 967
d Jobe, A. H. (1993) N. Engl. J. Med. 328, 861 – 868
e Kuroki, Y., and Voelkers, D. R. (1994) J. Biol. Chem. 269, 25943–

25946
f Shiffer, K., Hawgood, S., Haagsman, H. P., Benson, B., Clements,

J. A., and Goerke, J. (1993) Biochemistry 32, 590 – 597
g Pastrana-Rios, B., Flach, C. R., Brauner, J. W., Mautone, A. J.,

and Mendelsohn, R. (1994) Biochemistry 33, 5121 – 5127
h Bangham, A. D. (1992) Nature (London) 359, 110
i Rana, F. R., Harwood, J. S., Mautone, A. J., and Dluhy, R. A.

(1993) Biochemistry 32, 27 –31
j McCormack, F. X., Calvert, H. M., Watson, P. A., Smith, D. L.,

Mason, R. J., and Voelker, D. R. (1994) J. Biol. Chem. 269, 5833 –
5841

k Taneva, S., McEachren, T., Stewart, J., and Keough, K. M. W.
(1995) Biochemistry 34, 10279 –10289

l Crouch, E., Persson, A., Chang, D., and Heuser, J. (1994) J. Biol.
Chem. 269, 17311– 17319

m Ogasawara, Y., Kuroki, Y., and Akino, T. (1992) J. Biol. Chem.
267, 21244– 21249

n Korimilli, A., Gonzales, L. W., and Guttentag, S. H. (2000) J.
Biol. Chem. 275, 8672 –  8679

o Pastrana, B., Mautone, A. J., and Mendelsohn, R. (1991)
Biochemistry 30, 10058– 10064

p Lipp, M. M., Lee, K. Y. C., Zasadzinski, J. A., and Waring, A. J.
(1996) Science 273, 1196– 1199

q Perkins, W. R., Dause, R. B., Parente, R. A., Minchey, S. R.,
Neuman, K. C., Gruner, S. M., Taraschi, T. F., and Janoff, A. S.
(1996) Science 273, 330 –332

r Discher, B. M., Maloney, K. M., Grainger, D. W., Sousa, C. A.,
and Hall, S. B. (1999) Biochemistry 38, 374 – 383
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The plasma membrane of mammalian male germ cells
contains the following sulfogalactosylglycerolipid.
It is found only in spermatozoa and testes, in which it
accounts for 5 – 8% of total lipid, and in the brain, in
which it accounts for only 0.2% of total lipid.31

A variety of acylated glucolipids and
phosphoglucolipids, including monoglucosyl
and diglucosyl diacylglycerols, have been
identified in membranes of the cell-wall-less
bacterium Acholeplasma laidlawii.32,32a  The
following glycolipid from the methanogen
Methanosarcina33 is identical to the core
structure of eukaryotic glycosylphospha-
tidylinositol membrane protein anchors
(Fig. 8-13).

In addition to the previously mentioned phytanyl ether
phospholipids, methanogens contain diphytanyl
tetraether lipids that are both glycerophospholipids
and glycolipids.
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resistant to phospholipase A1 as well.  These two pro-
perties appear to protect the naked cell membranes of
the protozoa from their own phospholipases which
may be secreted into the environment.26  Marine algae
form an arsenic-containing phospholipid O-phospha-
tidyltrimethylarsonium lactic acid.27

They apparently do this as part of a scheme for detoxi-
fying arsenate taken up with phosphate from the
phosphate-poor ocean water.

4.  Glycolipids

The polar heads of the glycoglycerolipids lack
phospho groups but contain sugars in glycosidic link-
age.28  Large amounts of the galactolipids shown in the
following structure are found in chloroplasts.29   The
monogalactosyl diacylglycerol is said to be the most
abundant polar lipid in nature.

Marine algae as well as aquatic higher plants accumu-
late arsenophospholipids.30
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5.  Sphingolipids

The backbone of the sphingolipids is the basic alco-
hol sphingosine (sphingenine) or a related long chain
base.  At least 60 such bases have been identified.34,35

They vary in chain length from C14 to C22 and include
members of the branched iso and anteiso series.  Up
to two double bonds may be present.  Sphingosine
contains 18 carbon atoms and is formed from palmitic
acid and serine (Fig. 21-6).  An intermediate in the
formation of sphingosine is the saturated sphinganine
(dihydrosphingosine), which is also a common com-
ponent of animal sphingolipids.  Hydroxylation of
sphinganine to phytosphingosine occurs in both plants
and animals, especially within glycolipids.  The name
comes from the fact that phytosphingosine was first
discovered in plants.

Sphingosine-containing lipids are classified as
sphingophospholipids (sphingomyelins) and 
sphingoglycolipids.  In both cases the sphingosine is
combined in amide linkage with a fatty acid to form a
ceramide (Fig. 8-3) which still contains a free hydroxyl
group able to combine with another component.  In the
sphingomyelins, which were first isolated from human
brain by Thudicum in 1884, the additional component
is usually phosphocholine (Fig. 8-3).  Ceramide amino-
ethylphosphonates and related glycolipids occur in
some invertebrates.36,37

The cerebrosides are glycosides of ceramide
containing galactose or glucose.  They are found in
relatively large amounts in the brain where monoga-
lactosylceramide predominates.  Cerebrosides also
occur in other animal tissues and to a lesser extent in
plants.  Many glycosphingolipids contain oligosaccha-
rides of various sizes.  When the oligosaccharide
contains one or more residues of sialic acid the com-
pound is known as a ganglioside.38  Sialic acids are
never found in plants.  However, plants and fungi
contain phytoglycolipids, which resemble ganglio-
sides.  Some contain inositol phosphates as well as
sugars.39 – 41  The structures of gangliosides may be very
complex.  Like glycoproteins, these substances are often
located at the outer surface of cells where they may act
as receptors for toxins, viruses, and hormones (see
Section D).42  Some of them carry attached blood
group antigens (Box 4-C).43,44  The sulfate esters of
cerebrosides, known as sulfatides (Fig. 8-3), are also
important components of membranes.45

Gliding bacteria such as Capnocytophaga contain
sulfonolipids:46
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These are analogs of the ceramides.  The sulfono-
lipids seem to be necessary for the gliding movement
of these bacteria across solid surfaces.47

6.  Sterols and Other Isoprenoid Lipids

A large group of isoprenoid lipids, including
sterols, terpenes, and carotenoid compounds, are
often present in membranes or in extracted lipids.
Among these are the fat-soluble vitamins A, D, E, and
K and the high polymers rubber and gutta-percha.

Figure 8-3  Structures of some sphingolipids.
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The phytyl group of chlorophyll (Fig. 23-30), the phy-
tanyl and diphytanyl groups of the lipids of methano-
gens, and the side chain of the pigment heme a (Fig.
16-5) are all related and are all derived from the pre-
cursor prenyl pyrophosphate (isopentenyl diphos-
phate).  The whole group of compounds are often
referred to as polyprenyl or by the older designation
isoprenoid.  The major discussion of polyprenyl
compounds is found in Chapter 22 but the role of
cholesterol and related compounds in membranes and
the function of polyprenyl groups as membrane anchors
for some proteins will be considered in this chapter.



390 Chapter 8.  Lipids, Membranes, and Cell Coats

B.  Membranes

In Chapter 7 we examined ways in which protein
subunits can be stacked to form helices and closed
oligomers.  Another important arrangement of cell
constituents is that of flat sheets or membranes.48– 54

Chemists, physicists, and biologists have mounted a
sustained effort to understand these thin but remark-
ably tough outer surfaces of cells.  However, consider
the fact that a 7 - to10-nm-thick plasma membrane of a
cell of 10-µm diameter has less than 1/ 1000 the thick-
ness of the cell and occupies only 0.5% of the total
volume.  The technical difficulties in studying such a
membrane are great and are compounded by the fact
that a cell contains more than one kind of membrane.

Membranes from many sources have been studied.
One of these is myelin, the multilayered insulation
that surrounds the axons of many nerve cells.55– 57

Myelin is derived from the plasma membrane of
Schwann cells which lie adjacent to many neurons.
Schwann cells literally wrap themselves around neu-
ronal axons.  Their cytoplasm is squeezed out leaving
little but tightly packed membrane layers.  Myelin
membranes are the most stable known and also have
the highest lipid content (80%).  Another readily avail-
able experimental material is the plasma membrane
of the human red bood cell, which can be prepared
by osmotic rupture of the cells.  The remaining
erythrocyte ghosts contain ~ 1% of the dry matter
of the cell and may have been studied more than any
other membrane.  A much investigated specialized
membrane is the outer portion of the visual receptor
cells known as rods (Chapter 23), which contains a
closely packed and regular array of flat discs, each one
consisting of a pair of membranes.  Both membranes
and cell walls of many kinds of bacteria have also been
investigated.

Prenyl diphosphate (pyro-
phosphate) (isopentenyl
pyrophosphate), precursor
of steroid,carotenoid, and
other isoprenoid substances Cholesterol, a sterol

β-Carotene, a yellow pigment
of carrots and other plants;
converted in the human body
to vitamin A.

Notice the center of symmetry
in this 40-carbon molecule
derived from 8 prenyl units
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1.  The Structure of Membranes

Membranes consist largely of protein and lipid.
The ratio (by weight) of protein to lipid varies from 0.25
in myelin to ~ 3.0 in bacterial membranes.  In mem-
branes of erythrocytes it is about 1.2 and a ratio of
about 1.0 may be regarded as typical for animal cells.
Small amounts of carbohydrates (< 5%) are present, as
are traces of RNA (< 0.1%).

In 1926, Gorter and Grendel calculated that the
erythrocyte ghost contained just enough lipid to form
a 3.0- to  4.0-nm-thick layer around the cell.  Apparently
they reached this correct conclusion only because their
measurements of pressures of surface films contained
compensating errors.58  Nevertheless, this information,
together with the known propensity of lipids to aggre-
gate in micelles in which the hydrocarbon “tails”
clustered together and the polar “heads” protruded
into the surrounding water,59 led Danielli and Davsen
in 1935 to propose the lipid bilayer structure for
membranes.60  Its essential features are indicated in
Fig. 8-4.  Hydrophobic bonding holds the extended
hydrocarbon chains together, while the polar groups
of the phospholipid molecules may interact with
proteins on the sides of the bilayer.  The original pro-
posal assumed an extended β structure for the proteins,
which would allow them to coat the bilayer uniformly
on both sides.  However, this is not correct.  Proteins
are sometimes embedded in the bilayer, sometimes
protrude through it, and sometimes are attached on
one surface, most often the cytoplasmic surface of
the plasma membrane.  These concepts were brought
together by Singer and Nicolson in 1972 in the fluid
mosaic model of membrane structure61 (Fig. 8-5).
The lipid bilayer still provides the basic structure upon
which the complex membranes of living organisms are
assembled.52,54,62– 65  The term “fluid” refers to the fact
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Figure 8-4 Bimolecular lipid layers and membranes. (Top)  A molecule
of phosphatidylcholine.  (Center)  Lipid bilayer structure.  (Bottom)
Bilayer structure as seen by the electron microscope with osmium
tetroxide staining.

Figure 8-5  The fluid mosaic model of Singer and Nicolson.61  Some
integral membrane proteins, which are shown as irregular solids, are
dissolved in the bilayer.  Transmembrane proteins protrude from both
sides.  One of these is pictured as a seven-helix protein, a common
type of receptor for hormones and for light absorption by visual pig-
ments.  Other proteins adhere to either the outer or the inner surface.
Many membrane proteins carry complex oligosaccharide groups which
protrude from the outer surface (Chapter 4).  A few of these are indicated
here as chains of sugar rings.

Figure 8-6  (A)  Molecular packing of 2,3-
dimyristoyl-D-glycero-1-phosphocholine dihy-
drate.  The two molecules in the asymmetric
unit are labeled 1 and 2.  The position of the
water molecules is indicated either by W1–W4
or by small open circles.  Hydrogen bonds are
represented by dotted lines.  From Pascher et
al.66  (B)  Two-dimensional “orthorhombic”
arrangement of hydrocarbon chains in a crystal-
line alkane.  The a– b plane corresponds  to the
plane of the bilayer surface; the long axes of the
acyl chains project from the page.  From Cameron
et al.67
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Figure 8-7   Atomic force microscope image of a dimyristoyl-
phosphatidylethanolamine bilayer deposited by the Langmuir
–Blodgett technique (see Fig. 8-8) at a specific molecular area
of 0.41 nm2 and a surface pressure of 40 mN/m on a freshly
cleaved mica substrate.  The images were taken under water.
The long, uniformly spaced rows are roughly 0.7– 0.9 nm in
spacing.  The modulation along the rows, with rounded
bright spots roughly every 0.5 nm, corresponds to the indi-
vidual headgroups of the phosphatidylethanolamine mole-
cules.  The lattice spacing is identical to that measured by
X-ray diffraction at the air–water interface.  The area per
molecule in the AFM image is ~ 0.4 nm2.  From Zasadzinski
et al.68

that at temperatures suitable for growth and metabo-
lism the hydrocarbon chains are not rigidly packed in
the center of the bilayer but are “molten” (see Section 2).
However, at a low enough temperature they become
rigid and pack together in a manner similar to that of
the chains in crystals of the phosphatidylcholine shown
in Fig. 8-6A.  These crystals consist of stacked  bilayers
of thickness 5.5 nm.66,69  The scanning tunneling and
atomic force microscopes have provided direct views
of a similar arrangement of side chains in a monomo-
lecular fatty acid layer68,70,71 (Fig. 8-7).  Measurements
on multilamellar vesicles of dipalmitoylphosphatidyl-
choline give bilayer thicknessess from 5.4 nm for dehy-
drated vesicles to 6.7 nm for the biologically relevant
fully hydrated bilayers.72

Lipids of membranes.  Approximately 1500
different lipids have been identified in the myelin of
the central nervous system of humans.  About 30 of
these are present in substantial amounts.73  The distri-
bution of the different lipids varies markedly between
membranes from different sources (Table 8-3) making
generalization difficult.  However, phospholipids are
apparently always present and, except in chloroplasts,
make up from 40% to over 90% of the total lipid (Table
8-3).

Five kinds of phospholipid predominate:  phospha-
tidylcholine, phosphatidylethanolamine, phosphatidyl-
serine, phosphatidylglycerols, and sphingomyelin.
Usually there are also small amounts of phosphatidyli-
nositol.  The major phospholipid in animal cells is
phosphatidylcholine, but in bacteria it is phosphati-
dylethanolamine.  The phospholipids of E. coli consist
of 80% phosphatidylethanolamine, 15% phosphati-
dylglycerol, and 5% diphosphatidylglycerol (cardio-
lipin).  Significant amounts of cardiolipin are found
only in bacteria and in the inner membrane of mito-
chondria.  Sphingomyelin is almost absent from mito-
chondria, endoplasmic reticulum, or nuclear membranes.

Glycolipids are important constituents of the
plasma membranes, of the endoplasmic reticulum,
and of chloroplasts.  The cerebrosides and their sulfate
esters, the sulfatides, are especially abundant in myelin.
In plant membranes, the predominant lipids are the
galactosyl diglycerides.29,74  The previously described
ether phospholipids (archaebacteria), ceramide amino-
ethylphosphonate (invertebrates), and sulfolipid
(chloroplasts) are also important membrane components.

 Cholesterol makes up 17% of myelin and is present
in plasma membranes.  However, it usually does not
occur in bacteria and is present only in trace amounts
in mitochondria.  Related sterols are present in plant
membranes.  Esters of sterols occur as transport forms
but are not found  in membranes.  Membrane bilayers,
likewise, contain little or no triacylglycerols, the latter
being found largely as droplets in the cytoplasm.

Quantitatively minor membrane components with
important biological functions include ubiquinone,
which is present in the inner mitochondrial membrane,
and the tocopherols.  Plant chloroplast membranes
contain chlorophyll, carotenes, and other lipid-soluble
pigments.

Liquid crystals, liposomes, and artificial mem-
branes.  Phospholipids dissolve in water to form true
solutions only at very low concentrations (~ 10–10 M for
distearoyl phosphatidylcholine).  At higher concentra-
tions they exist in liquid crystalline phases in which
the molecules are partially oriented.  Phosphatidylcho-
lines (lecithins) exist almost exclusively in a lamellar
(smectic) phase in which the molecules form bilayers.
In a warm phosphatidylcholine–water mixture con-
taining at least 30% water by weight the phospholipid
forms multilamellar vesicles, one lipid bilayer sur-
rounding another in an “onion skin” structure.  When
such vesicles are subjected to ultrasonic vibration they
break up, forming some very small vesicles of diameter
down to 25 nm which are surrounded by a single
bilayer.  These unilamellar vesicles are often used for
study of the properties of bilayers.  Vesicles of both
types are often called liposomes.75– 77

When liposomes are stained with osmium tetroxide
or potassium permanganate, embedded, and sectioned

0.5 nm
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for electron microscopy, their membranes show a
characteristic three layered structure similar to that
observed for biological membranes.  Two darkly
stained lines ~ 2 – 2.5 nm thick are separated by a clear
space ~ 2.5 – 3.5 nm wide in the center.  Both myelin
and the retinal rod outer segments show closely spaced
pairs of such membranes with a combined width of
18 nm.  These results seemed to support the original
Davsen–Danielli model.  However, many questions
must be raised about the interpretation of these results.
Why does OsO4 stain only the outer protein layer when
it is known to react also with double bonds of hydro-
carbon side chains of lipids to form osmate esters
which are readily reduced to a diol and osmium?77a-c,78

Membranes from which most of the lipid has been
extracted still stain with OsO4 to give three-layered
electron micrographs.  Perhaps little can be concluded
from the three-layered appearance.  We have learned
that it is difficult to determine even the thickness, let
alone the complete structure of an object that is only
6 – 10 nm thick.

Strong support for the lipid bilayer model comes
from the preparation of another type of artificial mem-

brane which can be made from a solution of phospha-
tidylcholine or of a mixture of phospholipids plus
cholesterol in a hydrocarbon solvent.  A droplet of
solution is placed on a small orifice in a plastic sheet,
separating two compartments filled with an aqueous
medium (Fig. 8-8).  The solution in the orifice quickly
drains, just as does a soap bubble, and the resulting
film eventually becomes so thin that the bright colors
disappear and a “black membrane” is formed.  Similar
membranes, but without a residual content of hydro-
carbon solvent, have been created by apposition of
two lipid monolayers formed at an air–water inter-
face.79,80  The thickness of such artificial membranes is
thought to be only 6 – 9 nm.  Resilient and self-sealing,
the membranes can be stained with OsO4 to give a
typical three-layered pattern.

B. Membranes
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Protein 22 59 60 76 75 48
Total lipid 78 41 40 24 25 52f

Phosphatidylcholine 7.5 13 6.9 8.8
Phosphatidylethanolamine 11.7 6.5 6.5 8.4 18
Phosphatidylserine 7.1 2.5 3.1
Phosphatidylinositol 0.6 0.4 0.3 0.75
Phosphatidylglycerol 4
Cardioliping 0.4 4.3 3
Sphingomyelin 6.4 0.5 6.5
Glycolipid 22.0 9.5 Trace Trace 23
Cholesterol 17.0 2.0 9.2 0.24
Total phospholipid 33 27 24 22.5 25 4.7
Phospholipid as a percentage 42 66 60 94 >90% 9
   of total lipid

TABLE 8-3
Estimated Chemical Compositions of Some Membranes

Percentage of total dry weight of membranea

a Dewey, M. M. and Barr, L. (1970) Curr. Top. Membr. Transp. 1, 6.
b Kaback, H. R. (1970) Curr. Top. Membr. Transp. 1, 35 – 99.
c Mizushima, S. and Yamada, H. (1975) Biochim. Biophys. Acta. 375, 44 – 53 .
d Yamato, I. Anraku, Y. and Hirosawa, H. (1975) J. Biochem. (Tokyo) 77, 705 – 718.  These investigators found 67% protein, 21% lipids, 10%

carbohydrate, and 2% RNA.
e Lichtenthaler, H. K. and Park, R. B. (1963) Nature (London) 198, 1070 –1072.
f About 14% is accounted for by chlorophyll, carotenoids, and quinones.e
g Diphosphatidylglycerol (Fig. 8 -2).
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The study of monolayers formed on a water sur-
face has also provided important information.  A thin
film of an amphiphilic (containing both polar and non-
polar groups) compound such as a fatty acid is prepared.
This is done by depositing a small quantity of the
compound dissolved in a volatile solvent on a clean
aqueous surface between the barriers of a Langmuir
trough (Fig. 8-8).81,82  The difference in surface tension
(π) across the barriers is measured with a suitable
device81 for different areas of the monolayer, i.e., for
different positions of the moveable barrier.  The value
of π is low for expanded monolayers and falls to nearly
zero when the surface is no longer completely covered.
The pressure reaches a plateau when a compact mono-
layer is formed, after which it rises again (Fig. 8-8B).
At very high values of π the monolayer collapses
(buckles).  Both the cross-sectional area per molecule
in the monolayer and the collapse pressure can be
determined.  For typical fatty acids, regardless of chain
length, the area covered is only ~ 0.2 nm2 per molecule
indicating that the fatty acid chains are stacked verti-
cally to the surface in the monolayer.  The collapse

Figure 8-8  (A)  The Langmuir–Adam film balance.  Ten-
sion on the moveable barrier is recorded for different areas
of the surface between the barriers.  This gives the surface
pressure π, which is the difference between the surface
tension (γo) of a clean aqueous surface and that of a spread
monolayer (γ): π = γo– γ.   Courtesy of Jones and Chapman.81

(B)  Surface pressure (π)– area per molecule isotherm for a
typical fatty acid (e.g., pentadecanoic acid C14H29CO2H) at
the aqueous – air interface.  From Knobler.81a
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pressure is higher for longer molecules as a result of the
greater number of van der Waals interaction between
the chains. Langmuir–Blodgett layers are prepared
by transferring one or more monolayers onto a smooth
solid surface (Fig. 8-7).82,83

Physical properties of membrane lipids.  A
completely extended C18 fatty acid chain as shown in
Fig. 8-4 has a length of ~ 2.0 nm and occupies, either in
crystals or in monolayers, when viewed “end-on,” an
area of ~ 0.2 nm2.  The hydrocarbon layer in a lipid
bilayer containing such chains would have a thickness
of about 4.0 nm;  that determined by X-ray diffraction
for myelin is ~ 3.5 nm.  However, for artificial black
membranes the thickness of the hydrocarbon layer can
be as little as 3.1 nm when all solvent is removed.84

These and many other results85 indicate that the hydro-
carbon chains are to some extent folded and that the
membrane is expanded over that expected according
to the simplest model.

Structure determinations on crystalline alkanes
confirm that the chains exist in a completely extended
conformation and that adjacent chains often pack
together in the orthorhombic arrangement shown in
Fig. 8-6B.  As the temperature of such crystals is raised
a series of solid–solid phase transitions is observed
below the melting point of the crystals.86  These can be
detected by changes in the infrared absorption spectrum
or by small amounts of heat absorption revealed by
differential scanning calorimetry (Fig. 8-9).  Each
new phase permits a greater degree of mobility for the
hydrocarbon chains.  Thus, at a high enough tempera-
ture but below the melting point, the chains are able
to rotate freely about their own axes in a so-called
hexagonal phase.  Now the chains are packed in a
hexagonal array instead of the orthorhombic array of
Fig. 8-6B.  At intermediate temperatures, some of the
chains may assume nonplanar conformations and
changes in the tilt of the hydrocarbon chains (Fig. 8-6)
may occur.

Similar phase transitions are observed for bilay-
ers.88– 90  For dipalmitoyl phosphatidylcholine the first
detectable subtransition91 is centered at a temperature
Ts of 18°C.  The second, known as the pretransition,
occurs at 35°C (Tp).  The structure below Ts may be
described as rigid or crystalline and that above Ts as
a gel in which the hydrocarbon side chains twist and
turn much more freely but in which the orthorhombic
packing is maintained.86  Above Tp the head groups
become disordered.  Although the orthorhombic pack-
ing of the tails may be maintained, there are several
distinct phases,92,93 including one or more in which the
gel is thought to assume a structure analogous to that
in the hexagonal phase of hydrocarbons.  At 41°C the
main transition occurs.
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Figure 8-9  Differential scanning calorimetric curves for 1-stearoyl-2-
linoleoyl-sn-glycerol.  (A)  Crystals of the compound grown from a hexane
solution were heated from –10° to 35°C at a rate of 5°C per minute and the
heat absorbed by the sample was recorded.  (B)  The molten lipid was
cooled from 35° to –10°C at a rate of  5° per minute and the heat evolved
was recorded as the lipid crystallized in the α phase and was then trans-
formed through two sub-α phases.  (C)  The solid was reheated.  From Di
and Small.87  Courtesy of Donald M. Small.
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This is a sharper transition with a well-defined melting
temperature designated Tm.  Above Tm the lipid is in
the lamellar liquid crystalline or Lα state.  The bilayer
continues to hold together, but the fatty acid chains
have melted and are now free to rotate and undergo
twisting movements more freely than at lower temper-
atures (Fig. 8-11).  The main transition is highly, but
not completely, cooperative.  Thus, the melting of the
membrane occurs over a range of several degrees.
The presence in biological membranes of a variety of

different components containing a variety of fatty acid
chains leads to a broadening of the melting range.

The behavior of bilayers is strongly influenced
by the lipid composition.  Phospholipids containing
saturated, long-chain fatty acids have high transition
temperatures.  The presence of unsaturated fatty acyl
groups with cis double bonds in membrane lipids
encourages folding of the hydrocarbon chains and
lowers Tm.  Even a single double bond lowers Tm, the
decrease being greatest when the double bond is near
the center of the chain.94– 96  While Tm for dipalmitoyl
phosphatidylcholine is 41°C, that of 1,2-dipalmitoyl
phosphatidyl-sn-glycerol, which lacks the phospho-
choline head group, is 70°C.  This falls to 11.6°C for
the polyunsaturated 1-stereoyl-2-linoleoyl-sn-glycerol,
whose melting curve is shown in Fig. 8-9.87  This lipid
also shows a complex phase behavior and a melting
point for the stable, crystalline β’ phase higher than
that of the α phase.

Inclusion of other molecules of irregular shape
within membranes also lowers Tm.  However, a mole-
cule of cholesterol can pack into a bilayer with a cross-
sectional area of 0.39 nm2, just equal to that of two
hydrocarbon chains.49  It tends to harden membranes
above Tm but increases mobility of hydrocarbon chains
below Tm.97 – 100  A complex of cholesterol and phospha-
tidylcholine may form a separate phase within the
membrane.101,102  The ether-linked plasmalogens may
account for over 30% of the phosphoglycerides of the
white matter of the brain and of heart and ether linked
phospholipids are the major lipids of many anaerobic

bacteria.103  Their Tm values are a few
degrees higher than those of the corre-
sponding acyl phospholipids.104

Between the pretransition temper-
ature and Tm solid and liquid regions
may coexist within a bilayer.101  The
term lateral phase separation has been
applied to this phenomenon.105,106

Since changes in the equilibrium be-
tween solid and liquid can be induced
readily, e.g., by changes in the ionic
environment surrounding the bilayer,
lateral phase separation may be of
significance in such phenomena as
nerve conduction.107

The phase transitions in bilayers
can be recognized in many ways.
Differential scanning colorimetry has
already been mentioned.  Another
approach is to measure the spacing
between molecules by X-ray diffrac-
tion.  The cross-sectional area occupied
by a phospholipid in a bilayer is
always greater than the 0.40 nm2

expected for closest packing of a pair
of extended hydrocarbon chains.39,85

High temperature

Low temperature
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bilayer into two or more phases can be observed using
2H- or 31P- NMR.118 – 120  The orientation and dynamic
behavior of various head groups has been explored,110,121

as have effects of mixing into the bilayer other lipids
such as glycosphingolipids122 and cholesterol.123,124

Crystalline phospholipids are being investigated by
solid-state NMR.125

Fourier transform infrared spectroscopy126,127 also
provides information about conformation of both
hydrocarbon chains and head groups.  EPR spectros-
copy (Box 8-C) with doxyl probes on carbon atoms at
different depths within the bilayer has also been em-
ployed.128

In recent years molecular dynamics simulations
have been used to predict behavior of membranes.  As
is indicated in Fig. 8-11, the molten interior of the liquid
crystalline Lα state is portrayed clearly.129– 131  In the gel
state the hydrocarbon chains maintain a closer packing
and undergo coordinated movement.88  It is difficult to
know how realistic the simulations are.  To calibrate
the method efforts are made to correctly predict a series
of known properties such as density and area per lipid
(0.61 nm).130

Functions of phospholipid head groups.  The
dipolar ionic head groups of phosphatidylcholine and
phosphatidylethanolamine occupy about the same
cross-sectional area as the two hydrocarbon tails.
Thus, they are in rather close contact with each other.
In crystals chains of hydrogen-bonded atoms may be
formed.  In phosphatidylethanolamine the phosphate
and –NH3

+ ions may alternate in these chains.132

In phosphatidylcholine, in which the nitrogen is sur-
rounded by methyl groups and cannot form this kind
of chain, water molecules bridge between the phos-
phates but the positive charges still interact with the
adjacent negative charges.

The chains of hydrogen bonds between the head
groups of phosphatidylethanolamine help to stabilize
the bilayer and are apparently responsible for the
elevation of Tm by 10 – 30° above that observed for
phosphatidylcholine.132  In contrast, the negatively
charged carboxyl groups of phosphatidylserine make the
membrane less stable.  The melting point is increased
if the pH is lowered, protonating these groups.  Their
presence also makes the membrane sensitive to the
concentration of cations.133  The same is true of phos-
phatidylglycerol, whose head group contains a
negatively charged phosphate without an attached

Below Tm the spacing between chains is about 0.42 nm
corresponding to close packing of the fatty acid chains
in a hexagonal array with an area per phospholipid of
0.41 nm2.  As the temperature is raised above Tm the
spacing increases85 to give an average area per phos-
pholipid of 0.64–0.73 nm2.  Another technique (Box 8-C)
is to study a spin label by EPR while yet another is to
observe the fluorescence of a polarity-dependent
fluorescence probe such as N-phenylnaphthylamine
or other fluorescent probes108 (see Chapter 23).  The
compound is incorporated into the membrane and
undergoes changes in the intensity of its fluorescence
when the state of the membrane is altered.

A variety of NMR techniques are being applied109 – 113

both to liposomes and to natural membranes.111,114

Incorporation of 13C or 2H into various positions in the
hydrocarbon chains has allowed measurements of the
relative degree of mobility of the chains at different
depths in the bilayer (Fig. 8-10).109,115 – 117  The results
are in agreement with statistical mechanical predictions
that configurational freedom increases with depth
toward the midplane of the bilayer.  Separation of a
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Figure 8-10 2H NMR spectra of dimyristoyl phosphatidyl-
choline-d27/water in lamellar phases at 40°C.  One chain of
the phosphatidylcholine is fully deuterated, containing 27
atoms of 2H.  The mole ratios of water to lipid were 5.0 in (A)
and 25.0 in (B).  The average interfacial areas per alkyl chain
as measured by X-ray diffraction were 0.252 nm2 for (A) and
0.313 nm2 for (B). 2H NMR spectra are presented as “powder
patterns” because the lipid molecules are randomly oriented
in the magnetic field of the spectrometer as if in a powder.
This gives rise to pairs of peaks symmetrically located on
both sides of the origin.  The separation distances are a
measure of the quadrupole splitting of the NMR absorption
line caused by the 2H nucleus.  The various splittings of the
resonances of the 13 – CH2– and one – CH3 groups reflect
differences in mobility.109  The peaks have been assigned
tentatively as indicated.  From Boden, Jones, and Sixl.115

Courtesy of N. Boden.
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counterion.  Addition of calcium ions increases Tm
greatly and causes either phosphatidyglycerol or
phosphatidylserine to form a separate phase with a
more crystalline-like packing of the hydrocarbon side
chains.134  Hydrogen bonding between head groups
also occurs with glycolipids.135

Non-bilayer structures of phospholipids.
Under appropriate conditions some aqueous phospho-
lipids can exist in non-bilayer phases, a fact that may
be of considerable biological importance.119,136,137  In
the presence of Ca2+ some pure phospholipids can be
converted to the inverted hexagonal or HII phase
(Fig. 8-12).136,138– 140  In this phase the phospholipid
heads are clustered together in cylindrical “inverted”
micelles which pack in a hexagonal array.  The ease
with which this transition can occur is increased by the
presence of small amounts of diacylglycerols or lyso-
lecithins.141  Some lipids, such as the galactosyldia-
cylglycerol of chloroplasts, do not form bilayers but
prefer the hexagonal phase structure.29,32a  This is

Figure 8-11  Results of simulated motion in a lipid bilayer
consisting of 64 molecules of dipalmitoylphosphatidylcho-
line and 23 water molecules per lipid at a pressure of 2 atm
and 50°C.  The view is that observed after 500 ps of simula-
tion.  Bold lines represent the head group and glycerol parts
of the structures and the thin lines the hydrocarbon chains.
The gray spheres represent water molecules.  From Berger,
Edholm, and Jähnig.130  Courtesy of Dr. Olle Edholm.

thought to be a result of very high curvature of a
bilayer that arises from the sizes and packing of their
head groups.  Another phase, even though it is liquid,
has a three-dimensional cubic symmetry.142– 144a  It
apparently consists of a complex arrangement of
polyhedral bilayer surfaces with interpenetrating
water channels between them.143

Membrane fluidity and life. In agreement with
the known behavior of bilayers, the lipids of most
membranes in all organisms are partially liquid at
those temperatures suitable for life.  Organisms have
developed at least three distinct means of ensuring
that membrane lipids remain liquid.145  (1) In our
bodies (as well as in E. coli) the unsaturated fatty acids
that are present lower the melting point.  Mutants of E.
coli that are unable to synthesize unsaturated fatty acids
cannot live unless these materials are supplied in the
medium.146  (2) In Bacillus subtilis, which contains no un-
saturated fatty acids when grown at 37°C, and in other
gram-positive bacteria, more than 70% of membrane

31P NMR spectrum

Mol % egg PC

0

30

50

25 ppm
H

Phospholipid phase

?

Figure 8-12  (A) 31P NMR spectra of different phospholipid
phases.  Hydrated soya phosphatidylethanolamine adopts
the hexagonal HII phase at 30°C.  In the presence of 50 mol%
of egg phosphatidylcholine only the bilayer phase is observed.
At intermediate (30%) phosphatidylcholine concentrations
an isotropic component appears in the spectrum.  (B) Inverted
micelles proposed to explain “lipidic particles” seen in freeze
fracture micrographs of bilayer mixture of phospholipids,
e.g., of phosphatidylethanolanine + phosphatidylcholine +
cholesterol.  From de Kruijft et al.119  Courtesy of B. de Kruijft.

B. Membranes

A

B



398 Chapter 8.  Lipids, Membranes, and Cell Coats

BOX 8-C  ELECTRON PARAMAGNETIC RESONANCE (EPR) SPECTRA AND “SPIN LABELS”

Unpaired electrons have magnetic moments and
are therefore suitable objects for magnetic resonance
spectroscopy.  The technique is similar to NMR spec-
troscopy, but microwave frequencies of ~1010 Hz are
employed, the energies being ~100 times greater than
those used in NMR.a,b  Unpaired electrons are found
in organic free radicals and in certain transition metal
ions, both of which are important to many enzymatic
processes.  Furthermore, spin labels in the form of
stable organic free radicals, can be attached to macro-
molecules at many different points.a,c– e  Coupling of
such artificially introduced unpaired electrons with
the magnetic moments of other unpaired electrons
or of magnetic nuclei can often be observed by EPR
techniques.

The conditions for absorption of energy in the
EPR spectrometer are given by the equation

hν = gβHo

which is identical in form to that for NMR spectros-
copy.  Here Ho is the external magnetic field strength
and β is a constant called the Bohr magneton.  The
value of g, the spectroscopic splitting factor, is
one of the major characteristics needed to describe
an EPR spectrum.  The value of g is exactly 2.000 for
a free electron but may be somewhat different in
radicals and substantially different in transition
metals.  One factor that causes g values to vary with
environment is spin-orbit coupling which arises
because the p and d orbitals of atoms have directional
character.  For the same reason g sometimes has three
discrete values for the three different directions (g
value anisotropy).  The g value parallel to the direc-
tion of Ho (g ||) often differs from that in the perpen-
dicular direction (g⊥).  Both values can be ascertained
experimentally.

A second feature of an EPR spectrum is hyper-
fine structure which results from coupling of the
magnetic moment of the unpaired electron with
nuclear spins.  The coupling is analogous to the spin
–spin coupling of NMR (Chapter 3).  The hyperfine
splitting constant A, like the coupling constant J of
NMR spectroscopy, is given in Hertz.  Splitting may
be caused by a magnetic atomic nucleus about which
the electron is moving or by some adjacent nucleus
or other unpaired electron.  Sometimes important
chemical conclusions can be drawn from the presence
or absence of splitting.  Thus, the EPR spectrum of a
metal ion in a complex will be split by nuclei in the
ligand only if covalent bonding takes place.

It is customary in EPR spectroscopy to plot
the first derivative of the absorption rather than the

absorption itself.  Thus, for the paramagnetic nitroxide
2,2,6,6-tetramethylpiperidine-1-oxyl the EPR spec-
trum consists of three equally spaced bands whose
peaks are marked at the points where the steep

lines in the middle of the first derivative plots cross
the horizontal axis.

Coupling with the 14N nuclear spin causes split-
ting into three lines as shown in the accompanying
figure.

This nitroxide is more soluble in liquid regions
of bilayers than it is in solid regions.  As bilayers
are warmed in the EPR spectrometer, the solubility
of this spin-labeled compound in the lipid can be
followed (see figure).  The lower of the three spectra
approximates that of the spin label in water alone,
while the others are composite spectra for which
part of the spin label has dissolved in the phospho-
lipid bilayers.

EPR spectrum of tetramethylpiperidine-1-oxyl dissolved
in an aqueous dispersion of phospholipids.  (Top)  above
the main bilayer transition temperature Tt; (center) be-
tween Tt and pretransition temperature; (bottom)  below
pretransition temperature.  From Shimshick and
McConnell.f

N

O
2,2,6,6-Tetramethylpiperidine-1-oxyl

This "spin" label is often
attached by covalent linkage
at this point to larger molecules.



399

BOX 8-C  (continued)

Since frequencies for EPR spectroscopy are ~100
times higher than those for NMR spectroscopy,
correlation times (Chapter 3) must be less than
~10–9 s if sharp spectra are to be obtained.  Sharp
bands may sometimes be obtained for solutions, but
samples are often frozen to eliminate molecular
motion; spectra are taken at very low temperatures.
For spin labels in lipid bilayers, both the bandwidth
and shape are sensitively dependent upon molecular
motion, which may be either random or restricted.
Computer simulations are often used to match
observed band shapes under varying conditions with
those predicted by theories of motional broadening
of lines.  Among the many spin-labeled compounds
that have been incorporated into lipid bilayers are
the following:

Much of the interpretation of the observed
changes in EPR spectra of spin labels is empirical.
For example, the spectra in the accompanying figure
can be interpreted to indicate that the spin label
dissolves in the lipid to a greater extent at higher
temperatures.  The ratio f (defined in the figure) is
an empirical quantity whose change can be moni-
tored as a function of temperature.  Plots of f vs T
have been used to identify transition and pretransi-
tion temperatures in bilayers.f

EPR spectroscopy is used widely in the study of
proteins and of lipid–protein interactions.c  It has
often been used to estimate distances between spin
labels and bound paramagnetic metal ions.g  A high-
resolution EPR technique that detects NMR transi-
tions by a simultaneously irradiated EPR transition
is known as electron-nuclear double resonance
(ENDOR).h

a Berliner, L. J., and Reuben, J., eds. (1989) Spinlabeling. Theory and
Applications, Vol. 8, Plenum, New York ((Biological Magnetic
Resonance Series)

b Cantor, C. R., and Schimmel, P. R. (1980) Biophysical Chemistry,
Freeman, San Francisco, California (pp. 525 – 536, 1352 – 1362)

c Marsh, D. (1983) Trends Biochem. Sci. 8, 330 – 333
d Esmann, M., Hideg, K., and Marsh, D. (1988) Biochemistry 27,

3913– 3917
e Millhauser, G. L. (1992) Trends Biochem. Sci. 17, 448 – 452
f Shimshick, E. J., and McConnell, H. M. (1973) Biochemistry 12,

2351– 2360
g Voss, J., Salwinski, L., Kaback, H. R., and Hubbell, W. L. (1995)

Proc. Natl. Acad. Sci. U.S.A. 92, 12295 – 12299
h Lubitz, W., and Babcock, G. T. (1987) Trends Biochem. Sci. 12, 96 –

100

fatty acids contain methyl branches (Chapter 21)147,148

which can decrease the melting point and increase the
monolayer surface area by a factor of as much as 1.5.
(3) Yet another mechanism for lowering the melting
point of fats is the incorporation of cyclopropane-
containing fatty acids (Chapter 21).

On the other hand, as we have already seen, cho-
lesterol tends to reduce the mobility of molecules in
membranes and causes phospholipid molecules to
occupy a smaller area than they would otherwise.
Myelin is especially rich in long-chain sphingolipids
and cholesterol, both of which tend to stabilize artificial
bilayers.  Within our bodies, the bilayers of myelin tend
to be almost solid.  Bilayers of some gram-positive
bacteria growing at elevated temperatures are stiffened
by biosynthesis of bifunctional fatty acids with co-
valently joined “tails” that link the opposite sides of
a bilayer.149

Why must membrane lipids be mobile?  One
reason is probably to be found in the participation of

membranes in many vital transport processes.  Biologi-
cal membranes have a relatively high permeability to
neutral molecules (including H2O),64,150 and it has been
suggested that above Tm fatty acid chains are free to
rotate by 120° around single bonds from trans to gauche
conformations.  When such rotation occurs about
adjacent, or nearly adjacent single bonds, kinks are
formed.  If a kink originates near the bilayer surface,
as will usually be the case, a small molecule may jump
into the void created.  Since the kink can easily migrate
through the bilayer, a small molecule may be carried
through with it.151,152  The same factors may assist
larger protein molecules which function in membrane
transport.  They probably also account for the substan-
tial degree of hydration of bilayers which involves
both the polar head groups and water diffusing through
the nonpolar interior.153

Not only can molecules diffuse through membranes
but also membrane lipids and proteins can move with
respect to neighboring molecules.  The rates of lateral
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diffusion of lipids in bilayers and of antigenic proteins
on cell surfaces are rapid.80,154  If diffusion of phospho-
lipids is assumed to occur by a pairwise exchange of
neighboring molecules, the frequency of such exchanges
can be estimated155 as ~ 107 s–1.  However proteins may
meet many obstacles to free diffusion.156  Lateral diffu-
sion is often measured by the technique of fluorescence
recovery after photobleaching.  One small spot in
a bilayer that contains a dye attached to a lipid or a
protein is bleached by a laser beam.  Lateral diffusion
of nearby unbleached molecules into the bleached
spot can then be observed.80  Lateral diffusion can also
be observed by NMR spectroscopy157 and by single-
particle tracking.158,159  In addition to diffusion there
may often be a flow of membrane constituents in
directions dictated by metabolism.160  Although lateral
diffusion is fast a “flip-flop” transfer of a phospholipid
from one side of the bilayer to the other may require
many seconds.161  However, a sudden increase in the
calcium ion concentration, an important intramolecular
signal (Chapter 11), activates a “scramblase” protein
which promotes a rapid transbilayer movement of
phospholipids.162

Electrical properties of membranes.  Biological
membranes serve as barriers to the passage of ions and
polar molecules, a fact that is reflected in their high
electrical resistance and capacitance.  The electrical
resistance is usually 103 ohms cm–2, while the capaci-
tance is 0.5 – 1.5 microfarad (µF) cm–2.  The correspond-
ing values for artificial membranes are ~ 107 ohms cm–2

and 0.6 – 0.9 µF cm–2.  The lower resistance of biological
membranes must result from the presence of proteins
and other ion-carrying substances or of pores in the
membranes.  The capacitance values for the two types
of membrane are very close to those expected for a
bilayer with a thickness of ~ 2.5 nm and a dielectric
constant of 2.54,84,163  The electrical potential gradient
is steep.

Outer cell surfaces usually carry a net negative
charge, the result of phosphate groups of phospholipids,
of carboxylate groups on proteins, and of sialic acids
attached to glycoproteins.  This negatively charged
surface layer attracts ions of the opposite charge (coun-
terions), including protons, and repels those of the
same charge.  The result is development of a diffuse
electrical double layer consisting of the fixed
negative charges on the surface and a positive ionic
atmosphere extending into the solution for a distance
that depends upon the ionic strength.164– 166  This ionic
atmosphere is analogous to that postulated by the
Debye–Hückel theory (Chapter 6).  At the physiological
ionic strength of 0.145 M the thickness of the double
layer, taken as the distance at which the electrical
potential falls to a certain fraction of that at the cell
surface,164,165 is about 0.8 nm.   However, the double-
layer thickness increases to about three times this

value at an ionic strength of 10–3 M and to still greater
distances at lower ionic strengths.

The net surface charge of a cell and the associated
electrical double layer are important in interactions
between cells and may influence the development of
extracellular structure such as basement membranes.
The net negative charge on cells also gives rise to an
experimentally measurable electrophoretic mobility.

A characteristic of living cells is the maintenance
of ionic gradients across the plasma membrane.  Thus
almost all cells accumulate K+, even “pumping” it from
very dilute external solutions.  Cells also exclude sodium,
pumping it out from the cytoplasm by mechanisms
considered in Section C,2.  If a microelectrode is inserted
through a cell membrane and the potential difference
is measured between the inside and outside of the cell,
a resting potential which, in nerve cells, may be as
high as 90 mV is observed.  The origin of the potential
appears to lie in the concentration differences of ions.
From the value of ∆G for dilution of an ion (Eq. 6-25)
and the relationship between ∆G and electrode poten-
tial (Eq. 6-63), the Nernst equation (Eq. 8-2) can be
derived.  According to this equation, which applies to
a single ion for which the membrane is permeable,

a 10-fold concentration difference across the membrane
for a monovalent ion (n = 1) would lead to a 59-mV
membrane potential, Em.  Since membranes are relatively
impermeable to sodium ions, it is generally conceded
that for many membranes the origin of the membrane
potential lies mainly with the potassium ion concen-
tration difference which is maintained by the Na+, K+-
ATPase (Section C).  A more complete equation takes
account of K+, Na+, and Cl- together with their respec-
tive permeabilities.167 – 169  Note also that Eq. 6-64 is also
often called the Nernst equation.170

Protons are also pumped across cytoplasmic and
inner mitochondrial membranes, a topic of Chapter 18.
The flow of protons from inside to outside also contri-
butes to the membrane potential.  The positive charges
of H+, K+, and other cations associated with the exter-
nal membrane surface are balanced by the negative
charges of protein molecules as well as Cl– and phos-
phate anions that are in or near to the inner surface of
the membranes.

Another possibility for proton flow has intrigued
biophysicists for years.   Membranes often display a
substantial electrical conductivity in a lateral direction
along the membrane surface.171 – 173  Electrical conduction
may involve movement of protons along hydrogen-
bonded lines, e.g., involving ethanolamine head
groups or phosphate groups and bridging water as
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previously discussed (see also Eq. 9-96).  Alternatively,
conduction may depend upon membrane-associated
proteins.174  This lateral proton conduction may be
important to many proton-driven membrane processess,
such as rotation of bacterial flagella, ATP synthesis, and
pumping of ions (Chapter 18).

The two sides of a membrane. Many observa-
tions indicate great differences between the inside and
outside of the membranes that surround cells.51,175,176

Bretscher and Raff62 observed that, among the phos-
pholipids of the erythrocyte membrane, phosphatidyl-
choline predominates in many mammals but is replaced
by sphingomyelin in ruminants.  Sheep erythrocytes
are resistant to cobra venom phospholipase A, which
is known to remove the fatty acid from the central
position on the glycerol of phosphatidylcholine, causing
lysis of the cells.  The resistance of sheep erythrocytes
suggested that the sphingomyelin is on the outside of
the membrane while the phosphatidylethanolamine
and other phospholipids are inside.  By inference,
phosphatidylcholine is also largely on the outside of
plasma membranes.  Supporting this conclusion is the
observation that most of the reactive amino groups of
phosphatidylethanolamine and phosphatidylserine
are found on the inside (cytoplasmic) surfaces.177

Since the total content of phosphatidylcholine and
sphingomyelin often exceeds that of phosphatidyletha-
nolamine and phosphatidylserine, the bilayer would
be incomplete on the inside of the membrane were it
not for the presence of proteins, which contribute more
to the inside than to the outside surface.

Glycolipids are usually on the outside of plasma
membranes with the attached sugar chains projecting
into the surrounding water.  An important generalization
is that sugar groups attached either to lipids or to proteins
tend to be on outer cell surfaces or on materials that are
being exported from cells.  An exception is found in the
abundant galactolipids of chloroplasts.

2.  Membrane Proteins

The many proteins present within or attached to
membranes have a variety of functions.  Some are
obviously structural, tying other proteins to a mem-
brane or providing a base for projecting fimbriae,
flagella, and other appendages.  Some proteins of the
outer surface act as anchoring points for macromolecules
that lie between cells.  The inner surfaces of membranes
are attached to the cytoskeleton (Chapter 7).   Many
of the proteins embedded in membranes control the
passage of materials across membranes.  Others serve
as receptors that sense the presence of specific com-
pounds or of light.  Membranes may also contain
foreign proteins such as subunits of virus coats.  Pro-
teins that are deeply embedded in membranes are

referred to as intrinsic or integral membrane
proteins.  Proteins that are more loosely associated
with the membrane, principally at the inner surface,
are called peripheral.61

Integral membrane proteins.  Membrane pro-
teins are hard to crystallize178 and precise structures
are known for only a few of them.179– 181  A large frac-
tion of all of the integral membrane proteins contain
one or more membrane-spanning helices with loops
of peptide chain between them.  Folded domains in
the cytoplasm or on the external membrane surface
may also be present.  The best-known structure of a
transmembrane protein is that of the 248-residue
bacteriorhodopsin.  It consists of seven helical segments
that span the plasma membrane (Fig. 23-45) and serves
as a light-activated proton pump.  Other proteins with
similar structures act as hormone receptors in eukary-
otic membranes.  A seven-helix protein embedded in a
membrane is depicted in Fig. 8-5 and also, in more
detail, in Fig. 11-6.

The most hydrophobic integral membrane proteins
can be extracted into organic solvents such as mixtures
of chloroform and methanol.  One such proteolipid
protein, the 23.5-kDa lipophilin, accounts for over half
the protein of myelin.57,182 The purified protein from
rat brain contains 66% of nonpolar amino acids and six
molecules of covalently bound palmitic acid and other
fatty acids per peptide chain in thioester linkage to
cysteine side chains.  This protein evidently has four
transmembrane helical segments with the six fatty acid
chains incorporated into the membrane bilayer.  It also
has cytoplasmic and extracellular loops, one of which
binds inositol hexakisphosphate (Ins P-6).  (Fig. 11-9).183

The myelin proteolipid is an essential component of
the myelin sheath and defects in this protein are asso-
ciated with some demyelinating diseases57 which are
discussed in Chapter 30.

There are many known topologies for helix-bundle
membrane proteins with the number of membrane-
spanning helices ranging from 1 to 14 or more e.g.,
see Fig. 8-23.184– 186  A topology can often be predicted
using suitable computer programs.187– 191  A first step
is to identify all sequences of 20 or more residues that
could form a helix sufficiently hydrophobic to allow
good nonpolar interactions with the bilayer core.
Sequences that can form amphipathic (amphiphilic)
helices must also be considered because two or more
of these can pack together in a membrane with their
hydrophilic sides together, sometimes forming pores
(see Section C,1).192

Predictions of membrane protein structure are in
part based on the positive-inside rule which states
that positively charged lysine and arginine residues
will not pass through a membrane but will remain on
the negatively charged cytoplasmic surface.  Often,
N-terminal parts of a protein will pass through a

B. Membranes
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membrane and will contain glutamate or aspartate
residues whose side chains carry negative charges.
These tend to remain outside of the membrane where
they are attracted to the positive charges on the mem-
brane outer surface.  Positively charged residues may
interact with phosphate groups of phospholipids and
tyrosine and tryptophan side chains may interact with
the carbonyl groups of the ester linkages.192a,b

After probable transmembrane helical regions have
been identified a residue-by-residue attempt can be
made to identify cytosolic and extracellular loops.
Chemical reactivities of the naturally occurring side
chains can also be examined.  Residues within the
helix bundle will be protected.  Mutations can be pre-
pared systematically by “scanning mutagenesis.”  For
example, presumed extracellular loops in the erythro-
cyte band 3 protein (next section) have been mutated
by introduction of N-glycosylation acceptor sites (Asn-
X-Ser / Thr).  If the sequence is at least 12–14 residues
away from transmembrane sequences it will probably
be glycosylated in a suitable laboratory test system.193

Within a transmembrane domain amino acid residues
can be systematically replaced with alanine (“alanine
scanning mutagenesis”) or with cysteine and effects on
the protein can be observed.  Substitution with cys-
teine allows another possibility: Two cysteines on
adjacent transmembrane helices may be linked as
disulfides if they are close enough.194,195  Discovery of
such neighboring pairs can be very valuable in at-
tempting to establish relationships of one helix to an-
other.  A cloned gene can also be split into two pieces
prior to crosslinking of cysteine side chains.  This may
facilitate mapping of tertiary interactions within trans-
membrane proteins.196  Molecular dynamics methods
for modeling helix bundle proteins are also being
developed.197

Not all integral membrane proteins have a helix
bundle structure.  Some of the simplest transmembrane
proteins are the subunits of bacterial viruses and pili
(Figs. 7-7 and 7-9)  The 7-nm α-helical rods of phage
M13 have a 20-residue hydrophobic section (residues
25-46) which is preceded by a negatively charged se-
quence that appears to form a short amphipathic helix
that lies on the external surface of the membrane and
helps to anchor the subunit.  A positively charged cluster
at the opposite end of the hydrophobic helical region
remains in the cytoplasm.180,186,198  The porins, which
form pores in outer membranes of bacteria and ribosomes,
are large 16-strand β cylinders (Section C,1).179,180  It
has been suggested that this different basic architecture
may be related to the fact that the porin polypeptides
must be exported through the inner membrane before
being refolded in the periplasm.199  Keep in mind that
a β strand of nine residues can span the 33-nm bilayer
core just as well as can a 22-residue helix.  Beta struc-
tures as well as shorter helices may well be present in
proteins that also contain membrane-spanning helices.

A third important structural pattern involves
extensive use of amphipathic helices that lie partially
embedded in a membrane surface.  For example, the
blood lipoproteins are lipid particles partially coated
by amphipathic helices (Chapter 21).200,201

Anchors for proteins.  Proteins with membrane-
spanning sequences are usually anchored into the
membranes with the help of many polar side chains,
often including glycosylated residues, in the ends and
loops that protrude on the two sides of the membranes.
Other proteins are anchored by insertion into mem-
branes of nonpolar groups.  These include fatty acyl
groups at N termini, fatty acid ester groups on serine,
threonine, or cysteine side chains, and polyprenyl groups
attached to cysteine side chains as thioethers.202  Many
membrane-anchored proteins carry the saturated 14-
carbon myristoyl group in amide linkage with an
N-terminal glycine of the protein.203– 206  The fatty acid
chain is added at the time of the protein synthesis, i.e.,
cotranslationally.  It can intercalate into the membrane
bilayer but provides a relatively weak anchor.207  The
16-carbon palmitoyl group is typically added to a
cysteine thiol in recognition sequences at various
positions in a protein.182,202,208,209  The modification
occurs after protein synthesis, i.e., posttranslationally.
Because thioesters are relatively unstable, palmitoy-
lation is regarded as a reversible modification.210

A third lipid anchor is provided by the polyprenyl
farnesyl (15-carbon) and geranylgeranyl (20-carbon)
groups in thioether linkage to cysteine residues.  These
must be present in specific recognition sequences at
the C termini of proteins, most often with the sequence
CAAX.211 – 215  The prenylation (also called isoprenyla-
tion) reaction is followed by proteolytic removal of the
last three residues (AAX) and methylation of the new
C-terminal carboxyl group as is discussed in Chapter
11, Section D,3.  See also Chapter 22, Section A,4.

A lipoprotein present in the periplasmic space of
E. coli is anchored to the outer bacterial membrane by
a triacylated modified N-terminal cysteine containing
a glyceryl group in thioether linkage as shown in the
following structure (see also Section E,1).

A related anchor that uses diphytanylglycerylation
is found in certain proteins of archaeobacteria.216
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A series of glycosylphosphatidylinositol (GPI)
anchors that are covalently linked to a variety of pro-
teins utilize diacylglycerol or alkylacylglycerol for
attachment to a bilayer.  The proteins are joined through
their C-terminal carboxyl groups to the diacylglycerol
by a chain of covalently linked ethano-
lamine, phosphate, mannose, gluco-
samine, and myo-inositol as shown in
Fig. 8-13.217– 223  The proteins are linked
to the diacylglycerol through the
conserved structure: H2N-protein→
ethanolamine→P→6Manα1→2Manα1→
6Manα1→4GlcNAc→Ins→diacylglycerol.

The structure in Fig. 8-13, which
anchors the small Thy-1 antigen to
surfaces of rat thymocytes,224 contains
additional mannose, N-acetylgalac-
tosamine, and ethanolamine phos-
phate.  These groups may be missing
or substituted by other groups in other
anchors.225  For example, that of human
erythrocyte acetylcholinesterase lacks
the extra mannose and GalNAc of the
Thy-1 anchor but contains a palmitoyl
group attached to an oxygen atom of
the inositol.  This provides an addi-
tional hydrocarbon tail that can enter
the bilayer.218  Other PI-anchored
proteins include enzymes, such as
alkaline phosphatase and lipoprotein
lipase, and surface proteins of the
parasites Trypanosoma,225Leishmania,
and Toxoplasma.220  Some adhesion
molecules and a variety of other outer
surface proteins are similarly attached
to membranes.  Analysis of the genome
of Caenorhabditis elegans suggests that
the nematode contains over 40 GPI-
tailed proteins and perhaps more than
120.225a

Analyzing erythrocyte mem-
branes.  The proteins of red blood cell
membranes were among the first to be
studied.  Because membrane proteins
are present in small amounts and tend
to be hard to dissolve without denatur-
ation, they have been difficult to study.
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They usually do not dissolve readily in water, but red
cell membranes can be almost completely solubilized in
water using a 5 x 10–3 M solution of the chelating agent
EDTA (Table 6-9) or by 0.1 M tetramethyl ammonium
bromide.226  These observations suggested that ionic
linkages between proteins, or between proteins and
phospholipids, are important to membrane stability.
Nonionic detergents such as those of the Triton X series
or β-octylglucopyranoside also solubilize most mem-
brane proteins,178,227 – 229 whereas ionic detergents such
as sodium dodecyl sulfate (SDS) often cause unfolding
and denaturation of peptide chains.

Gel electrophoresis of plasma membrane proteins
in SDS solution yields ~ 10 prominent bands and at

Figure 8-13  Structure of glycosylphosphatidylinositol (also called phospha-
tidylinositol-glycan) membrane anchors.  The core structure is shown in black.
The green parts are found in the Thy-1 protein and / or in other anchors.
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least 30 less intense bands ranging in molecular mass
from 10 to 360 kDa.230,231  Proteins of erythrocyte ghosts,
and the usual system for numbering them, are shown
in Fig. 8-14.  Some very important proteins known to
be present in this membrane, such as (Na+ + K+)-activated
ATPase (Section C,2), are found in such low quantities
(e.g., a few hundred molecules in a single red blood
cell)62 that they do not show up in electropherograms.
Mitochondrial membranes appear to be more complex
than plasma membranes, but myelin has a somewhat
simpler composition.

Glycoproteins. Many of the integral proteins of
membranes are glycoproteins.234– 236  These may some-
times be recognized in electropherograms because they
are stained by the periodic acid-Schiff (PAS) procedure.
At least 20 glycoproteins are present in erythrocyte ghosts,
and glycoproteins appear to be prominent protein
components of the plasma membranes of all eukaryotes
and of primitive archaebacteria such as Halobacterium.

The most abundant glycoprotein of red blood cell
membranes is the 95-kDa PAS-reactive band 3 protein
(Fig. 8-14) which makes up ~ 25% of the total mem-
brane protein.236– 240  A variety of asparagine-linked
oligosaccharides based on the core hexasaccharide
structure shown in Chapter 4, Section D,2 are present
and apparently project into the surrounding medium.
Electron micrographs of freeze-fractured surfaces
through the membrane bilayer (Fig. 8-15) show ~ 4200
particles of 8 nm diameter per square micrometer,
randomly distributed and apparently embedded in
the membrane.  These probably represent dimers of
the glycoprotein.  The amino acid sequence of the
911-residue protein suggests 13 membrane-spanning
helices in the 550-residue C-terminal domain and that
the 41-kDa N-terminal domain projects inward into
the cytoplasm.236,240  Among the first 31 residues are
16 of aspartate or glutamate.  These provide a highly
negatively charged tail that is able to interact electro-
statically with other proteins.236 Among these are com-
ponents of the cytoskeleton, which appears to be anchored
to the membrane via the band 3 protein.  The band 3
protein is also a substrate for transglutaminase (Eq. 2-23)
which creates covalent crosslinks to other proteins.237

Another major function of the band 3 glycoprotein is
to form channels for the transport of anions (Section C,2).

Another integral glycoprotein of erythrocytes, the
31-kDa glycophorin A (PAS-1),235,241– 244 is ~ 60% by

weight carbohydrate.  Its 131-residue chain has a
single ~ 23-residue membrane-spanning helix.  The
first 50 residues at the N terminus, which project from
the outside surface of the membrane,  include many
serines and threonines.  Their side chains carry 15
O-linked tetrasaccharides and one complex N-linked
oligosaccharide.  There are a total of ~ 160 sugar residues
per peptide chain, largely N-acetylgalactosamine,
galactose, and sialic acid.  Some of the oligosaccharides
contain MNO blood group determinants234,241 (Box 4-C).
Because of a high content of sialic acid, glycophorin
also carries a large negative charge.  The 35-residue
C-terminal domain is hydrophilic and rich in proline,
glutamate, and aspartate.  It probably extends into the
cytoplasm and may bind calcium ions or interact with
– NH3

+ groups on phospholipid heads.
If all the sugar residues of the glycophorin mole-

cules in an erythrocyte were spread over the surface of
the cell they could cover approximately one-fifth of its
surface in a loose network.  However, it is more likely
that they form bushy projections of a more localized
sort.  These oligosaccharides not only act as immuno-
logical determinants but also serve as receptors for
influenza viruses.  Other glycoproteins related to
glycophorin A occur in smaller amounts.244

Figure 8-14   SDS-polyacrylamide gel electrophoresis of
human erythrocyte ghosts.  (A) From untreated cells.  (B) From
cells digested externally with chymotrypsin.  (C) Inside-out
vesicles prepared from cells pretreated with chymotrypsin.
(D) The same inside-out vesicles after further treatment with
chymotrypsin.  (E) Polypeptides released by the chymotryptic
treatment of the inside-out vesicles. The peptides are numbered
according to the system of Steck232; Hb, hemoglobin.  From
Luna et al.233
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Connections to the cytoskeleton.  About one-
third of the protein of the red blood cell membrane is
accounted for by a pair of larger hydrophobic peptides
called spectrin with molecular masses of 280 kDa (α
chain) and 246 kDa (β chain).245– 250a  These are found
in bands 1 and 2 of Fig. 8-14.  The spectrin monomers
consist largely of 106- to 119- residue repeat sequences
each of which folds into a short triple-helical bundle
(Fig. 8-16B).  The beaded-chain monomers associate
readily to αβ dimers, long ~ 100 nm thin flexible rods
which associate further to (αβ)2 tetramers.  The latter,
in turn, bind to monomers or to small oligomers of
actin.  In red blood cells the actin crosslinks the spec-
trin tetramers into a two-dimensional “fishnet” (Fig. 8-
16A), the ~ 85,000 spectrin tetramers uniformly
covering the entire inner surface (130 µm2) of the
erythrocyte.245,251  The inner location of spectrin was
established by the fact that chemical treatments252 that
covalently label groups on proteins exposed on the
outer surface of erythrocytes (e.g., iodination with
lactoperoxidase; Chapter 16) did not label spectrin.257

Spectrin also binds to one domain of another large
215-kDa peripheral protein called ankyrin (band 2.1,
in Fig. 8-14) which anchors the spectrin network to the
membrane.258,259  Ankyrin is actually a multigene
family of related proteins that are present in many
metazoan tissues.258,260  These are modular proteins

Figure 8-15  Freeze-fractured membranes of two erythrocyte
“ghosts.”  The upper fracture face (PF) shows the interior of
the membrane “half” closest to the cytoplasm.  The smooth
region is lipid and contains numerous particles.  The lower
face, the extracellular half (EF), possesses fewer particles.
The space between the two is nonetched ice.  See Figs. 1-4
and 1-15 for electron micrographs of sections through bio-
logical membranes.  Courtesy of Knute A. Fisher.

B. Membranes

with separate binding domains for spectrin and band
3 protein.  The latter domain contains 24 ankyrin
repeats, 33-residue modules, also found in a variety
of other proteins.258,259

Ankyrin binds firmly to the band 3 glycoprotein
which is embedded in the membrane.  The 78 kDa
band 4.1 protein is another major component of the
erythrocyte membrane skeleton.261,262   Protein 4.1
binds both to ankyrin and also to glycophorin C,
providing another anchor to an integral membrane
protein (Fig. 8-16C).  Spectrin:actin:protein 4.1 in a
1:2:1 ratio are the major components of the membrane
skeleton.262  Other less abundant proteins include
adducin, protein 4.2 (pallidin, which interacts with
band 3 protein),263 protein 4.9 (dematin, an actin
bundling protein),264 and the muscle proteins tro-
pomyosin and tropomodulin (Chapter 19).  While
spectrin and ankyrin of erythrocyte membranes have
been studied most intensively, related proteins occur
in other cells.265  Spectrin of brain and other tissues is
also known as fodrin.266 Dystrophin and �-actinin,
actin-crosslinking proteins of muscle, are also mem-
bers of the spectrin superfamily.248  Protein 4.1 also
occurs in various organisms,267 in various tissues, and
in various locations in cells.268

What is the function of the membrane skeleton?
There is a group of hereditary diseases including
spherocytosis in which erythrocytes do not maintain
their biconcave disc shape but become spherical or
have other abnormal shapes and are extremely frag-
ile.269– 272  Causes of spherocytosis include defective
formation of spectrin tetramers and defective association
of spectrin with ankyrin or the band 4.1 protein.265,273

Thus, the principal functions of these proteins in
erythrocytes may be to strengthen the membrane and
to preserve the characteristic shape of erythrocytes
during their 120-day lifetime in the bloodstream.  In
other cells the spectrins are able to interact with micro-
tubules, which are absent from erythrocytes, and to
microtubule-associated proteins of the cytoskeleton
(Chapter 7, Section F).270  In nerve terminals a protein
similar to erythrocyte protein 4.1 may be involved in
transmitter release.274  The cytoskeleton is also actively
involved in transmembrane signaling.

Integrins and focal adhesions. Mature erythro-
cytes have no nucleus and lack the microtubules and
actin filaments that span other cells.  In nonerythroid
cells the major connections of the cytoskeleton to
the membrane are through large αβ heterodimeric
membrane-spanning proteins called integrins (Fig.
8-17).  These proteins, as well as the ends of the actin
filaments, tend to be concentrated in regions long
observed and described by microscopists as focal
adhesions.275– 279 These are also sites of interaction
with the external proteins that form the extracellular
matrix (ECM).  There are at least 16 different integrin



406 Chapter 8.  Lipids, Membranes, and Cell Coats

α subunits, whose external domains consist of up to
1114 residues, at least 8 β subunits with external do-
mains of up to 678 residues, and at least 22 distinctly
different αβ heterodimers.280– 282  The N-terminal part
of each α subunit contains seven repeats of ~ 60 resi-
dues each, probably arranged as a β-propeller (see Fig.
11-7D or 15-23).281  The integrins are structurally com-
plex.  Some contain a nucleotide-binding domain (see
Figs. 2-13 and 2-27C).283  Integrins have differing and
quite exacting specificities toward the proteins of the

external matrix to which they bind. They span the
cell membrane and appear to be actively involved in
communication between the cytoskeleton and external
proteins.275,277,284  They are often described as 
receptors for the proteins that bind to them.

Other cell adhesion molecules.  Long before the
discovery of integrins another class of transmembrane
adhesion molecules were recognized as members of
the immunoglobulin family.  These were called cell
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Figure 8-16  The erythrocyte membrane skeleton. (A)
Electron micrograph showing a region of the membrane
skeleton (negatively stained, X 200,000) and artificially
spread to a surface area nine to ten times as great as in the
native membrane.  Spreading makes it possible to obtain
clear images of the skeleton whose protein components are
so densely packed and so subject to thermal flexing on the
native, unspread membrane that it is difficult to visualize the
individual molecules and the remarkably regular way that
they are connected.  The predominantly hexagonal and
pentagonal network is composed of spectrin tetramers cross-
linked by junctions containing actin oligomers and band 4.1
protein.  Band 4.9 protein and tropomyosin are probably also
bound to the oligomers, whose length (13 actin monomers
long) corresponds to the length of a tropomyosin molecule.
From Byers and Branton.253,254  Courtesy of Daniel Branton.
(B)  Proposed triple α-helical structure of a single spectrin
repeat unit.255  Courtesy of Ruby I. MacDonald and Alfonso
Mondragón.  Each α spectrin chain consists of 20 and each β
spectrin chain of 17 such repeats, which have only partially
conserved sequences.  The α and β chains are thought to
associate in a side-by-side fashion and the αβ heterodimers
in an end-to-end fashion to give tetramers.  These are the
rod-like structures seen in (A) and (C).  (C)  Cross section of
the unspread membrane and cytoskeleton as pictured by
Luna and Hitt.256  Major interactions among components of
the cytoskeleton are shown.  Apparent sizes of the protein
subunits, based on migration positions in SDS-polyacryla-
mide gel electrophoresis are: spectrin (260 and 225 kDa),
adducin (105 and 100 kDa), band 3 (90 to 100 kDa), protein
4.1 (78 kDa), protein 4.2 (pallidin, 72 kDa), dematin (protein
4.9, 48 kDa), glycophorin C (~25 kDa), actin (43 kDa), and
tropomyosin (29 and 27 kDa).  Courtesy of Elizabeth J. Luna.
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adhesion molecules (CAMs) by Edelman.286,287 These
molecules go by names such as intercellular adhesion
molecule-1 (ICAM-1), neural cell adhesion molecule
(NCAM),288,289 liver cell adhesion molecule (LCAM),
vascular cell adhesion molecule (VCAM), and platelet
endothelial cell adhesion molecule (PECAM).290,291

Many of these proteins, including the T-cell antigen
CD2,291a were first recognized on leukocyte surfaces
as differentiation antigens and are often designated by
the “Cluster of Differentiation” names (Chapter 31).
For example, ICAM-1 is also called CD54 and PECAM
CD31.290,292  The genes for these proteins are often
expressed differentially in various tissues and the
mRNA molecules formed undergo alternative splic-
ing.287,289  The extracellular domains of these adhesion
molecules consist largely of Ig domains and most have
a single transmembrane helix and a small cytoplasmic
C-terminal domain.  Some of the alternatively spliced
forms are attached to the membrane by PGI tails.287,289

ICAM-1 (Fig. 8-18) has five Ig domains and VCAM-1
has seven,293 but some CAMs have only two.294  The
CAMs are glycoproteins, often with large N-linked
oligosaccharides attached.  The widely distributed N-
CAM contains long α2→8 linked polysialic acid chains
on two of the three N-glycosylation sites in the fifth Ig
domain.289  The CAMs are often referred to as recep-
tors.  Their ligands include surface proteins such as
fibronectin (next section) but also the integrins, which
are also called receptors.  Integrins are coreceptors for

receptors of the Ig superfamily.  Each of the corecep-
tors in a pair has binding sites for other ligands as well
(Fig. 8-18).  The CAMs and many other adhesion
molecules are most abundantly expressed in embryon-
ic tissues in which cells often migrate to new locations
and for which the communication with neighboring
cells is especially active.  Many adhesion molecules
bind only weakly and reversibly to their ligands,
allowing cells to move.

The cadherins are calcium-dependent adhesion
proteins that mediate direct cell–cell interactions.295,296

The external parts of the cadherins also have repeated
structural domains with the Ig fold.297-298b  They have
high affinity for each other, allowing cadherins from
two different cells to interact and tie the cells together
with a zipper-like interaction that is stabilized by the
bound Ca2+ ions,297,300 and may be relatively long-
lived.  The gene for cadherin E is often mutated in
breast cancers and may be an important tumor
suppressor gene (Box 11-D).301

Peripheral proteins of the outer membrane
surface.  Many integral membrane glycoproteins have
their sugar-bearing portions exposed on the outer
surface of the plasma membrane.  Among these are
receptors, ion pumps, and biochemical markers of
individuality.  In addition to these proteins, which are
actually embedded in the bilayer, there are external
peripheral proteins.  One of the best known of these is

B. Membranes

Figure 8-17   Working model of the protein–protein interactions in focal adhesions determined by in vitro binding experi-
ments and immunolocalization.   In addition, several interactions are of relatively low affinity in solution but may be enhanced
at the membrane surface.  Abbreviations are: ECM, extracellular matrix; PM, plasma membrane; p-Tyr-?, unknown phosphoty-
rosine-containing protein; R/E/M, member of the radixin/ezrin/moesin family; VASP, vasodilator-stimulated phosphopro-
tein.  Diagram is modified from Simon et al.285
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Figure 8-18  (A) Diagram of the ICAM-1 molecule.  The structures labeled D1–D5 are the Ig domains.  The glycosylation sites
are labeled with small lollipops and approximate sites for binding of the α chain (CD11a) of the integrin called LFA-1, for the
macrophage antigen Mac-1, for fibrinogen, for a ligand from erythrocytes infected by the malaria organism Plasmodium falci-
parum (PFIE), and for human rhinoviruses (HRV) are labeled.  The binding sites are indicated schematically but each one is a
complex interacting surface complementary to its ligand.  From Bella et al.299  Courtesy of  Michael Rossman.  (B)  Structure of
two N-terminal domains of E-cadherin.  The molecules of the dimer are related by a noncrystallographic twofold symmetry
axis running vertically in the plane of the page.  Clusters of three calcium ions are bound in the linker regions, connecting the
N- and C-terminal domains of each molecule and, in this view, are separated by the twofold axis.  The N- and C-terminal
domains are composed of seven-stranded β-barrels showing the same topology and similar three-dimensional structures.
From Nagar et al.296
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fibronectin (from fibra, “fiber”, and nectare, “to
bind”).302– 309  This very large 470-kDa glycoprotein is a
disulfide-linked dimer.  Appearing under the electron
microscope as having two 60-nm arms,305 fibronectin
molecules join together and surround animal cells,
anchoring other proteins and carbohydrates of the
ECM to the cells.  Fibronectin binds tightly to several
different cell surface integrins and also to collagen and
to glycosaminoglycans of the matrix.  It binds to the
blood-clotting protein fibrinogen, to actin, and also to
staphylococci and other bacteria.  Each peptide chain
of the fibronectin dimer is organized as several do-
mains.  Fibrin and staphylococci bind to the N-termi-

nal domain.  A second domain binds collagen and a
domain near the C-terminus binds heparin.  Several
different integrins of cell surfaces bind to the region of
the 8th, 9th, and 10th type III repeats.308  The specificity
of the binding depends to a large extent on the presence
of the specific tripeptide sequence Arg-Gly-Asp
(RGD) in a type III repeat (Fig. 8-19B).  Peptide
sequences such as the PHSRN (Fig. 8-19B) and oth-
ers310 also participate in binding to specific integrins.
Initial interactions are noncovalent but fibrin and
collagen gradually become covalently attached to
fibronectin through isopeptide linkages formed by
transglutaminase (Eq. 2-23).  This enzyme is abundant
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in many developing tissues but often disappears as the
tissues mature.311,312  Fibronectin was formerly known
as the “large external transformation-sensitive pro-
tein,” a name derived from the fact that its quantity is
greatly reduced in many virus-transformed cells.  This
might explain the loss of adhesiveness and of “contact
inhibition” observed for cancer cells (Box 11-D).

There are 20 isoforms of human fibronectin.
These arise by alternative splicing of the primary
gene transcript.  Their formation is developmentally
regulated.308,315  One of the isoforms is present as a
soluble protein (cold-insoluble globulin) in blood
plasma.302  The fibronectins belong to a larger family
of cytoadhesins, among which are the blood-clotting
proteins fibrinogen and von Willebrand factor
(Chapter 12), and also thrombospondin, vitronectin,316

tenascin,317 – 320 laminin,321,322 osteopontin,323 and
collagens.  These proteins all have a modular construc-
tion with repeated domains, often of several different
types.324  For example, tenascin contains 14 1/2 EGF
domains (Table 7-3), 16 fibronectin type III repeats,
and a C-terminal segment homologous to fibrino-
gens.325  Laminin (see Fig. 8-33) also has EGF-like
modules.  Most of these proteins also have in common
the presence of the RGD sequence, which binds the
cytoadhesins to those integrins and other molecules
that carry RGD receptor sites.304,326– 328  The extracellu-
lar matrix is discussed further in Section E,2.

B. Membranes

Figure 8-19  (A)  Schematic diagram of a human fibronectin molecule showing one complete
~ 250-kDa chain consisting largely of 29 type I, II, or III fibronectin domains with a 12-kDa
type III connecting segment or “V-region.”  The second chain, for which only the C-terminal
portion is shown, is identical to the first except for the absence of the V-region as a result of
alternative splicing of the mRNA.  The two chains are joined in antiparallel fashion by a pair
of – S – S – bridges near the C terminus.313  The kDa sizes refer to fragments generated by the
action of thermolysin.  After Ingham et al.306  (B)  MolScript ribbon drawing of the structure of
the ninth and tenth type III repeats in human fibronectin.  The biologically active peptide
segments PHSRN and RGD are represented in a stick and ball mode.  The arrow marks valine
1416, next to which a polyglycine linker of various lengths has been inserted experimentally
in order to study interactions between modules.308  From Spitzfaden et al.314
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3.  Enzymes and Membrane Metabolism

Many of the proteins of membranes are enzymes.
For example, the entire electron transport system of
mitochondria (Chapter 18) is embedded in membranes
and a number of highly lipid-soluble enzymes have
been isolated.  Examples are phosphatidylserine
decarboxylase, which converts phosphatidylserine to
phosphatidylethanolamine in  biosynthesis of the
latter, and isoprenoid alcohol phosphokinase,
which participates in bacterial cell wall synthesis
(Chapter 20).  A number of ectoenzymes are present
predominantly on the outsides of cell membranes.329

Enzymes such as phospholipases (Chapter 12), which
are present on membrane surfaces, often are relatively
inactive when removed from the lipid environment
but are active in the presence of phospholipid bilay-
ers.330,331  The distribution of lipid chain lengths as
well as the cholesterol content of the membrane can
affect enzymatic activities.332

Why are membranes so important to cells?  Be-
sides their obvious importance in enclosing and defin-
ing the limits of cells, membranes are the result of a
natural aggregation of amphipathic molecules.  They
also represent a natural arrangement for boundaries
between different aqueous phases within a cell.  In
addition, membranes are the “habitat” for many rela-
tively nonpolar molecules formed by metabolism.
These include proteins with hydrophobic surfaces and
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those with membrane anchors.  The semiliquid interi-
or of the membrane permits distortion of the bilayer
and the addition or subtraction of proteins (and low-
molecular-mass materials) in response to metabolic
processes in the adjacent cytoplasm.

The principal factor providing stability to macro-
molecules and membranes is the hydrophobic nature
of reduced organic compounds.  This characteristic
leads to the separation of lipids, proteins, and other
molecules from the aqueous cytoplasm into oligomeric
aggregates and membranes.  However, the best cata-
lysts, including most enzymes, are soluble in water.
Thus, membranes represent thin regions of relative
stability adjacent to aqueous regions in which chemi-
cal reactions occur readily and which tend to contain
the more polar, the smaller, and the more water-solu-
ble materials. The stability of membrane surfaces
provides a means of bringing together reactants and of
promoting complex sequences of biochemical reac-
tions.  For example, membranes contain both oxidative
enzymes and reactive, dissolved quinones.  The mem-
brane–cytoplasmic interfaces may often be the meta-
bolically most active regions of cells.

Despite their stability, membrane components
have a metabolism of their own which is related to the
high concentrations of oxidizing enzymes located in or
on membranes.  Oxidative reactions provide a mecha-
nism for modification of hydrophobic membrane
constituents.  For example, sterols, prostaglandins, and
other regulatory molecules are initially synthesized as
hydrophobic chains attached to water-soluble “head
groups” (Chapter 21).  The hydrophobic products of
these synthetic reactions tend to be deposited in mem-
branes.  However, attack by oxygen leads to introduc-
tion of hydroxyl groups and to a gradual increase in
water solubility.  As the hydrophilic nature of the
compound is increased through successive enzymatic
hydroxylation reactions, the hydrophobic membrane
constituents eventually redissolve in the water and are
completely metabolized.  Another process that actively
degrades membrane lipids is attack by hydrolytic
enzymes such as the phospholipases.

C.  The Transport of Molecules through
Membranes

Small neutral molecules, such as water or ethanol,
can penetrate membranes by simple diffusion.64,150

The rate is determined by the solubility of a substance
in the membrane, by its diffusion coefficient (see Eq.
9-24) in the membrane, and by the difference in its
concentration between the outside and the inside of
the cell.  This concentration difference is commonly
referred to as the concentration gradient across the
membrane.  The ease of diffusion through a mem-
brane is described quantitatively by a permeability

coefficient P which is related to the diffusion coeffi-
cient D (Eq. 8-3).

J = –DmKc / ∆x = –P∆c

Here J is the flux of molecules across the membrane,
i.e., the number of molecules crossing one cm2 per
second.  Dm is the diffusion coefficient in the bilayer,
while K is a partition coefficient, the ratio of the
concentration of the diffusing solute in the bilayer to
that in water.  The concentration gradient of the solute
across the membrane is ∆c, while ∆x is the membrane
thickness in centimeters.  The permeability coefficient
P for H2O through biological membranes333 is about
1 – 10 µm   s–1.  For H+ and OH– P is 0.1 µm   s–1.  For
halide ions diffusing across liposome bilayers P ranges
from 10–5  to 10–3 µm s–1,334 fast enough to be of some
biological significance.  However, for most other ions
P is less than 10–6 µm   s–1.  Because of their high lipid
content membranes are quite permeable to nonpolar
materials.  For example, anesthetics usually have a
high solubility in lipids, enabling them to penetrate
nerve membranes.

1.  Facilitated Diffusion and Active Transport

While simple diffusion may account for the en-
trance of water, carbon dioxide, oxygen, and anesthetic
molecules into cells, movement of most substances is
facilitated by protein channels and transporters.335

Genes of 76 families of such proteins have been locat-
ed in the genomes of 18 prokaryotes.335a Some of these
provide for facilitated diffusion.169,335  Like simple
diffusion, it depends upon a concentration gradient
and molecules always flow from a higher to a lower
concentration.  A distinguishing feature of facilitated
diffusion is a saturation effect, i.e., a tendency to
reach a maximum rate of flow through the membrane
as the concentration of the diffusing substance, on the
high concentration side, is increased.  In this character-
istic it is similar to enzymatic action (Chapter 9).

In active transport a material is carried across a
membrane against a concentration gradient, i.e., from
a lower concentration to a higher concentration.  This
process necessarily has a positive Gibbs energy change
(as given by Eq. 6-25) of approximately 5.71 log c2/c1
kJ mol–1, where c2 and c1 are the higher and lower
concentrations, respectively.  The transport process
must be coupled with a spontaneous exergonic reac-
tion.  In primary active transport there is a direct
coupling to a reaction such as the hydrolysis of ATP to
“pump” the solute across the membrane.  Secondary
active transport utilizes the energy of an electro-
chemical gradient established for a second solute;
that is, a second solute is pumped against a concentra-
tion gradient and the first solute is then allowed to

(8-3)
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cross the membrane through an exchange process with
the second solute (antiport or exchange diffusion).

Alternatively, both the first and the second solutes
may pass through the membrane bound to the same
carrier (cotransport or symport).  Another form of
active transport is group translocation, a process in
which the substance to be transported undergoes
covalent modification, e.g., by phosphorylation.  The
modified product enters the cell and within the cell
may be converted back to the unmodified substance.
Transport processes, whether facilitated or active,
often require the participation of more than one mem-
brane protein.  Sometimes the name permease is used
to describe the protein complexes utilized.

Like facilitated diffusion, active transport depends
upon conformational changes in carrier or pore pro-
teins, the equilibrium between the two conformations
depending upon the coupled energy-yielding process.
Thus, if ATP provides the energy a phosphorylated
carrier will probably have a different conformation
than the unphosphorylated protein.  A carrier with
Na+ bound at one site may have a different affinity for
glucose than the same carrier lacking Na+.  A hypo-
thetical example of the kind of cycle that can function
in active transport is provided by the picture of the
“sodium pump” given in Fig. 8-25.

2.  Pores, Channels, and Carriers

To accommodate the rapid diffusion that is often
needed to supply food, water, and inorganic ions to
cells, membranes contain a variety of small pores and
channels.  The pores may be nonspecific or they may
be selective for anions or cations or for some other
chemical characteristics.  They may be permanently
open or sometimes closed and referred to as gated.
The gating may be controlled by the membrane electri-
cal potential, by a hormone, by the specific ligand, or
by other means.  Some pores may be small enough to
allow only small molecules such as H2O to pass
through.  Others may be large enough to allow for
nonspecific simple diffusion of molecules of low mo-
lecular mass.  Structures are known for only a few.

Large pores tend to be nonspecific, but when the
solute approaches the pore diameter in size the speci-
ficity increases.  Furthermore, diffusion of ions
through pores is influenced strongly by any charged
groups in or near the pore.  Thus, a cation will not
enter a pore containing a net positive charge in its
surface.  Any electrical potential difference across the
membrane, resulting from accumulation of excess
negative ions within the cell, will also affect the diffu-
sion of ions.336,337

Porins.  The outer membranes of gram-negative
bacteria contain several 34-  to  38-kDa proteins known

as porins.  They form a large number of trimeric pores
which allow molecules and ions with molecular mass-
es < 600 Da to enter.  However, even small proteins are
excluded.  This appears to be a means for protecting
the bacteria against enzymes such as lysozyme (Chap-
ter 12).  Four distinct porins are among the most abun-
dant proteins of the outer membrane of E. coli.338  They
are designated according to the names of their genes.
OmpF (a nonspecific, open channel) and OmpC
(osmoporin) are encoded by OmpF (outer membrane
protein F) and OmpC genes, respectively.  Maltoporin
(LamB) is selective for maltodextrins but also allows
other small molecules and ions to pass.338– 341a  Its
name comes from its original discovery as a receptor
for bacteriophage lambda.  PhoE (phosphoporin) is a
porin with a preference for anions such as sugar phos-
phates while OmpF prefers cations.342  Porin FepA is
ligand gated, opening to take up the chelated iron
from ferric enterochelin (Chapter 16).  OmpF, OmpC,
and PhoE all have 16-stranded β-barrel structures (Fig.
8-20).199,343  Maltoporin forms a quite similar 18-
stranded barrel.  Similar porins are present in many
bacteria.199,344

The porin monomers associate to form trimeric
channels as is shown in Fig. 8-20B.  They all have a
central water-filled, elliptical channel that is constricted
in the center to an “eye” ~ 0.8 x 1.1 nm in size.  In this
restriction zone the channel is lined with polar residues
that provide the substrate discrimination and gating.
For example, in OmpF and PhoE there are many posi-
tively and negatively charged side chains that form the
edge of the eye (Fig. 8-20C).  The electrostatic potential
difference across the outer membrane is small, but
apparently determines whether the porins are in an
open or a closed state.344a  The voltage difference has
opposite effects on OmpF and PhoE, apparently as a
result of the differing distribution of charged
groups.342,345,346  A key role in determining the voltage
dependence may be played by Lys 18 (Fig. 8-20C).342

Polyamines (Chapter 24), which are present in the
outer membrane, induce closing of porin channels
by binding to specific aspartate and tyrosine side
chains.347

The most abundant protein in the E. coli outer
membrane is OmpA.  It appears to form a transmem-
brane helical bundle.  Although it is regarded primarily
as a structural protein it too acts, in monomeric form,
as an inefficient diffusion pore.350  Mitochondrial
outer membranes contain nonspecific pores (mito-
chondrial porins) that allow passage of sucrose and
other saccharides of molecular mass up to 2 to 8
kDa.351,352 Similar pore-forming proteins have been
found in plant peroxisomes.353

Aquaporins.  Many biological membranes are not
sufficiently permeable to water to allow for rapid
osmotic flow.  For example, the kidney membranes in

C. The Transport of Molecules through Membranes
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portions of  Henle’s loop have permeabilities as high
as 2500 µm s–1 (compared to 10–20 µm s–1 in a 1:1
cholesterol / phospholipid bilayer).354-355a   This high
permeability is provided by aquaporin-1 (AQP-1),
formerly called CHIP (channel-forming integral mem-
brane protein) or AQP-CHIP.  Aquaporin-1 was first
identified in erythrocyte membranes and is present in
many  tissues.  The 28-kDa subunits of the protein form
six-helix bundles, each with a pore in the center.  These
are associated as tetramers in the membrane.356– 358

Other aquaporins with related sequences occur
broadly.  There are at least ten in mammals.359,359a

Plants, which must accommodate to heavy loss of
water in hot dry weather, have aquaporins in both
plasma membranes and tonoplasts.360  Bacteria also
have aquaporins.356,361  A defect in aquaporin-2 of the
kidney collecting duct leads to nephrogenic diabetes
insipidus, in which the kidneys fail to concentrate
urine in response to secretion of the hormone
vasopressin.355a,362,363

Ion channels.  Most organisms contain a large
number of ion channels.  One of these, which plays a
key role in nerve conduction, is the voltage-gated K+

channel.  It is closed most of the time but opens when
a nerve impulse arrives, dropping the membrane
potential from its resting 50 - to  70-mV (negative inside)
value to below zero.  This voltage change opens the
channel, allowing a very rapid outflow of K+ ions.364– 367

The channels then close spontaneously.  There are
many different K+ channels but most have a similar
architecture.368– 370  The three-dimensional structure
has been determined for the membrane-spanning part
of the K+ channel of Streptomyces lividans (Fig. 8-21).
The funnel-shaped tetrameric molecule has a narrow
conduction channel which contains the selectivity
filter.

The conduction channel is lined largely with
hydrophobic groups.  The selectivity filter, which
discriminates between K+ and Na+, is a short (~ 1.2-
nm-long) narrow (~ 1.0-nm-diameter) portion of the

Figure 8-20  MolScript ribbon drawings of the OmpF porin
of E. coli.  (A)  View of the 340-residue monomer.  (B)  View
of the trimer looking down the threefold axis.  From Wa-
tanabe et al.348  From atomic coordinates of  Cowan et al.349

(C) Molecular model of the constriction zone of the PhoE
porin.  Locations of key residues are shown, with positions
of homologous residues in OmpF given in parentheses.
Extracellular loops have been omitted.  Constructed from
coordinates of Cowan et al.349 by Samartzidou and Del-
cour.342  Courtesy of Anne Delcour.

A B
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pore that is aligned roughly with
the center of the bilayer.  It is
formed by four extended peptide
chains, one from each subunit, each
having the “signature sequence”
for K+ channels, TVGYG.  In this
sequence the peptide carbonyl
groups all point into the channel.
The consecutive groups of four
carbonyls along the channel form
binding sites for K+, whose ionic
diameter (Table 6-10) is 0.27 nm.
The K+ must lose its hydration
sphere to fit into the 1.0-nm chan-
nel.  The site of strongest binding,
occupied by K+ in Fig. 8-21C, lies
just at the C-terminal ends of four
helices, and the partial negative
charges of the helix dipoles proba-
bly contribute to the binding.  The
pore may constrict to strengthen
the bonds.  When a second K+ ion
enters the channel it appears to
bind ~ 0.75 nm from the central K+,
repelling it and weakening its
interaction with the filter, allowing
it to pass through the pore.  Rb+

(0.30 nm diameter) and Cs (0.34 nm
diameter) also pass through.

How are the smaller Na+ (0.19
nm diameter) and Li+ (0.12 nm
diameter) excluded from the pore?
The pore is too small for the hydrated
ions and perhaps too large to bind
the dehydrated ion well enough
to let it escape from its hydration
sphere.  Four negatively charged
side chains in the cytoplasmic
mouth of the pore presumably
discourage anions from entering.
At the other end, the extracellular
entryway is a site that can be blocked
specifically by 35- to 40-residue
scorpion toxins.368

The S. lividans K+ channel is
not voltage gated.  Voltage-gating
mechanisms must be learned from
study of other channels!  The voltage-
dependent K+ channels from the rat
have an α4β4 composition.  The α
and β subunits coassemble in the
endoplasmic reticulum and remain
as a permanent complex,370a–c  After
insertion into the plasma mem-
brane the α subunits form a chan-
nel as in Fig. 8-21.  However, an
additional intracellular domain of

C. The Transport of Molecules through Membranes

Figure 8-21  Views of the tetrameric K+ channel from Streptococcus lividans.
(A)  Ribbon representation as an integral membrane protein.  Aromatic amino
acids on the membrane-facing surface are also shown.  (B)  Stereoscopic view.
(C)  Stereoscopic view perpendicular to that in (B) with a K+ ion in the center.
From Doyle et al.366
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the α subunits, together with the β4 complex, provide
an elaborate and as yet poorly understood internal
structure.  The β subunits are oxidoreductases contain-
ing bound NADH, whose function is also uncertain.

There are many more pores and carriers of various
kinds in biological membranes.  Some, like the S. lividans
K+ channel, facilitate diffusion of a single ion or
compound.  They are uniporters.  Others promote
cotransport in which an ion such as H+ or Na+ also
passes through the carrier.  In some cases a pore is
formed by a single molecule.  Other pores follow a
twofold, threefold, or fourfold axis (Fig. 8-21) of an
oligomeric  protein.371  Two different conformations
for the protein, one in which a “gate” opens to one
side of the membrane and one in which it opens to the
other, are usually involved.  Interconversion between
the two conformations is spontaneous but the equilib-
rium between them may be influenced by the binding
of the solute, by the membrane potential, or by bind-
ing of inhibitors or activators.  The latter may bind
differently to the parts of the carrier (pore) protein
exposed on the two sides of the membrane.

Channel-forming toxins and antibiotics. Some
of the bacterial toxins known as colicins (Box 8-D) kill
susceptible bacteria by creating pores that allow K+ to
leak out of the cells.  One part of the complement
system of blood (Chapter 31) uses specific proteins to
literally punch holes in foreign cell membranes.   Mel-
litin, a 26-residue peptide of bee venom,372,373 as well as
other hemolytic toxins and antibiotic peptides of insects,
amphibians, and mammals (Chapter 31) form amphip-
athic helices which associate to form voltage-depen-
dent anion-selective channels in membranes.374– 377

The polypeptide antibiotic gramicidin A consists
of 15 nonpolar residues of alternating d- and l-config-
uration; two molecules can form a channel with a
right-handed β helix structure.378,379  The central 0.48-nm
hole in the β helix is large enough to allow unhydrated
cations such as Na+ or K+ to pass through.  The same
peptide, under other conditions, forms left-handed
helical channels whose structures are known.379

Aggregates of β10 helices may form channels between
helices of suzukacillin.380  For this antibiotic as well
as for alamethicin (Chapter 30) the conductance
depends upon the membrane potential, a characteristic
shared with the pores of nerve membranes.  A variety
of synthetic channel-forming peptides have been
prepared.  Some of these form α-helical bundles with
a central pore.  A five helix bundle of this type381 has
a structure reminiscent of the acetylcholine receptor
channel of neurons.382

Ionophores and other mobile carriers.  Facili-
tated diffusion of a molecule or ion is sometimes
accomplished by binding to a mobile carrier.  An
example is the diffusion of a complex of K+ with the

low-molecular-mass lipid-soluble carrier, or ionophore
valinomycin (Fig. 8-22).  The K+ –valinomycin com-
plex diffuses the short distance to the other side of the
membrane and discharges the bound ion.  If the rates
of binding to a carrier and of release from the carrier
are greater than those of the diffusion process,
Michaelis–Menten kinetics are observed.  The maxi-
mum velocity Vmax and Michaelis constant Km can
be defined as in Eq. 9-15 for enzymatic catalysis.

Valinomycin is a depsipeptide which contains
ester linkages as well as amide linkages.  The anti-
biotic is made up of d- and l-valine, l-lactic acid, and
d-hydroxyisovaleric acid.  When incorporated into an
artificial membrane bathed in a K+-containing medium,
valinomycin increases the conductance greatly and
when it is added to a suspension of Streptococcus
faecalis cells the high ratio of [K+]i / [K+]o falls rapidly.383

The loss of K+ from cells probably explains the anti-
biotic activity.  However, under suitable conditions,
with a high external [K+], the bacteria will continue
to grow and reproduce in the presence of the anti-
biotic.384

Uncomplexed valinomycin has a more extended
conformation than it does in the potassium com-
plex.385,386  The conformational change results in the
breaking of a pair of hydrogen bonds and formation
of new hydrogen bonds as the molecule folds around
the potassium ion.  Valinomycin facilitates potassium
transport in a passive manner.  However, there are
cyclic changes between two conformations as the
carrier complexes with ions, diffuses across the mem-
brane, and releases ions on the other side.  The rate of
transport is rapid, with each valinomycin molecule
being able to carry ~ 104 potassium ions per second
across a membrane.  Thus, a very small amount of this
ionophore is sufficient to alter the permeability and
the conductance of a membrane.

Because the stability constant of its complex with
potassium is much greater than that with sodium,
valinomycin is a relatively specific potassium ionophore.
In contrast, the mushroom peptide antamanide has a
binding cavity of a different geometry and shows a
strong preference for sodium ions.388,390  The structure
of the Na+–antamanide complex is also shown in
Fig. 8-22B.  The Streptomyces polyether antibiotic 
monensin (Fig. 8-22D),389,391 a popular additive to
animal feeds, is also an ionophore.  However, its mode
of action, which involves disruption of Golgi functions,
is uncertain.392

Anions of lipid-soluble phenols such as 2,4-dini-
trophenol can serve as effective carriers of protons
(Chapter 18).  However, proteins usually serve as the
natural carriers, both of protons and of other ions.  A
protein is sometimes pictured as rotating to present
the solute-binding surface first to one side, then to the
other side of a membrane.  However, gated pores or
channels are probable for most biological transport.
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permeability coefficient P for D-glucose across a lipid
bilayer is only 10–6 to  10–5 µm  s–1.  For an intact eryth-
rocyte, P is much greater:  ~ 1 µm   s–1.  This is the result
of facilitated diffusion by a transport protein with a
high specificity for hexose and pentose sugars having
a pyranose ring in a C1 chain conformation.396  This
human erythrocyte glucose transporter, now known as
GLUT1, has a Km of 1.6 mM for D-glucose but of >3 M
for L-glucose.  It is a 55-kDa intrinsic membrane glyco-
protein migrating in band 4.5 of Fig. 8-14.  From the
sequence of its cloned gene the unglycosylated carrier
was deduced to be a 54-kDa peptide of 492 residues.

3.  The 12-Helix Major Facilitator Superfamily

A large family of transmembrane facilitators from
bacteria and eukaryotes appear to consist largely of 12
transmembrane helices with intervening cytosolic and
extracellular loops.  Some of these transporters facili-
tate simple uniport diffusion, but others participate in
active transport of the symport or antiport type.393,394

Several hundred members of the family are known.395

Entrance of sugars into cells. It is important
that sugars be able to enter cells rapidly.  However, the

Figure 8-22 (A) Uncomplexed valinomycin and its complex with K+ (from Duax et al.387).   (B) Stereodiagram of the Na–
[Phe4, Val6]antamanide complex.  A molecule of C2H5OH, which forms the fifth ligand to the Na+, is omitted for clarity. From
Karle et al.388  (C)  Monensin and its complex with K+.  From Pangborn et al.389
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Figure 8-23  Predicted topology of the human glucose transporter GLUT1.  The 12 predicted helices are numbered and the
single external N-linked oligosaccharide is marked CHO.  The sequence RXGRR (marked) is found in many 12-helix transporters.
Its occurrence in these two positions suggests that the transporters may have evolved by duplication of a 6-helix motif.  How-
ever, the human glucose transporters otherwise show no sequence similarity to other 12-helix transporters.  After Bell et al.398

See also Muekler.400
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The glucose transporter is specifically inhibited by the
fungal metabolite cytochalasin B which can also be
used for photoaffinity labeling of the transporter.397

There are at least six closely related facilitative
sugar transporters in the human body.398– 400  GLUT1 is
found not only in red cells but also in brain401 and
other tissues.  GLUT2 is the principal liver transporter
and GLUT3 is found along with GLUT1 and GLUT5 in
the brain.401  GLUT5 is primarily a fructose transport-
er.402,403  The latter is present in spermatozoa, in which
fructose transport is especially important (Box 20-A),
and also in the small intestine.  Both the GLUT1 and
GLUT5 genes are overexpressed in breast cancer.403

GLUT6 is an unexpressed pseudogene (see Chapter
27) and GLUT7 has been found only in liver micro-
somes.  GLUT4 of skeletal and cardiac muscle and
adipose tissue has received a great deal of attention
because of its response to insulin400,404-405a and to
exercise406 (see Chapter 17).

All of the GLUT family appear to be 12-helix
transmembrane-regulated, gated-pore proteins407,408

with relatively short cytosolic N- and C-terminal ends.
The proposed topology of GLUT1, which has been
supported by much experimental data,400,406 is shown
in Fig. 8-23.  However, the helices are thought to be
bundled with the glucose channel centered within a
helix bundle.  The structure is unknown, but it could
resemble the α,α-barrel of glucoamylase (Fig. 2-29),
which has 12 helices, a glucose-binding site in the
center, and a structure that could easily be modified to
form a central pore.

Dehydroascorbate, the oxidized form of vitamin C
(Box 18-D) is also transported into cells by GLUT1 and
GLUT3.409  A related transporter carries L-fucose into
mammalian cells.410  Another facilitates the uptake of
galactose in yeast.411

Cotransport of sugars and other nutrients with
H+ or Na+.  Epithelial cells of the small intestine or of
kidney tubules must take up glucose at low concentra-
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tions and discharge it into the bloodstream at a higher
concentration.412  This active transport is accomplished
by cotransport of glucose with Na+ in a 1:2 ratio, with
the sodium ion concentration gradient across the
membrane providing a usable source of energy
amounting to 5.8 kJ / equivalent of Na+.413  The 662-
residue human, sodium-dependent transporter
SGLT1 may have 14 transmembrane helices, 5 of
which have been proposed to provide the sugar path-
way.414

Cotransport with Na+ is also observed for trans-
port of many other sugars, amino acids, neurotrans-
mitters, and cofactors.415  A confusing variety of
transporter molecules have been identified and are
now being classified into families based on gene se-
quences as well as function.416,417  Transporters from
intestinal mucosal cells, kidney membranes, and syn-
aptic endings of neurons have been studied most and
have been the source for many of the cloned genes.418

The Na+-dependent transporters of neutral amino
acids from these tissues have long been classified as
system A, system B, and system ASC (alanine, serine,
cysteine) according to substrate specificities.417,419-420a

Both cationic amino acids and cystine are taken up by
kidney tubules and intestinal epithelial cells by anoth-
er Na+-dependent transporter which is defective in
human cystinuria, a common metabolic genetic prob-
lem.421,422

The brain contains several transporters specialized
for rapid uptake of neurotransmitters glutamate and
aspartate,423– 425 glycine,426 γ-aminobutyrate
(Gaba),427,428 and catecholamines and also for taurine,
L-proline,429 serotonin,430 and other substances.  Many
of these are not only Na+ dependent but also require
cotransport of Cl–.428– 430  There are several different
glutamate transporter genes with specialized distribu-
tion in the brain and other tissues.423,424

Cotransport of sugars with H+ is especially com-
mon in bacteria431 but also occurs in eukaryotes.  For
example, the alga chlorella employs hexose / H+

symporters.432  The most investigated H+ cotransport-
er is probably the lactose (lac) permease from E. coli
which enables E. coli to take up lactose and other β-
galactosides from very dilute solutions.433– 436  From a
variety of measurements it has been possible to pro-
pose a stacking arrangement for the 12 helices434 and
to identify groups that are essential for function of the
417-residue protein.  Glutamates as well as an argin-
ine, and a histidine, all in transmembrane regions, are
essential and may be involved in the gating and trans-
port functions.436  The 469-residue melibiose permease
of E. coli transports α-D-galactopyranosides, including
meliobiose (Galpα1 →  6 Glc) and raffinose (Galpα1 →
6 Glcpα1 → 2 Fruf).437,438  This permease will couple
sugar uptake to either the H+ or Na+ gradient (or to a
gradient of Li+ but not of K+).437  Cells of E. coli also
contain H+ symporters for D-galactose, D-xylose, and L-

arabinose that are homologous to the mammalian
GLUT proteins.439

A series of specific H+-linked cotransporters are
found in the brush border membranes of small intes-
tine and in kidney epithelial cells.440,441  In green plants
H+-linked cotransport of amino acids is used in the
distribution of amino acids synthesized in the roots
and leaves to other parts of the plants.442,443

Antiporter or ion exchange transporters are also
common.  For example, E. coli uses a metal ion–tetra-
cycline / H+ transporter to carry the antibiotic tetracy-
cline out of cells.  This protein, when present, provides
a high level of antibiotic resistance to the bacteria.444

4.  Active Transport Systems

Both bacteria and eukaryotes also possess complex
active transport systems for uptake of sugars, amino
acids, and other nutrients and for pumping out toxic
xenobiotics.  One of the most important groups are the
high affinity ABC (ATP-binding cassette) transporters,
also called traffic ATPases.445– 448a  The E. coli genome
contains genes for 80 ABC transporters, 54 of which
had been identified before the genome sequence was
completed.447  In the human body an ABC transporter
enables eukaryotic cells to pump out a large number of
different drugs and other foreign compounds.  This
multidrug resistance protein (or P-glycoprotein)
not only protects cells but also can seriously interfere
with drug treatment.  For example, cancer cells with
increased amounts of this transporter often arise dur-
ing chemotherapy.  The transporter protein is a single
1280-residue, 170-kDa chain which probably has
12 transmembrane helices and two ATP-binding
domains.448,449  Other human ABC transporters include
the antigen processing transporter TAP (Chapter 31),
the 1480-residue anion transporter CFTR, which is
defective in cystic fibroses (Box 26-C),450 the erythro-
cyte glutathione-conjugate exporter (Box 11-B), and
a long-chain fatty acid transporter of peroxisomes.
ABC transporters usually consist of four domains.
Two are hydrophobic intrinsic membrane domains,
each with six membrane-spanning helices and two are
peripheral membrane ATP binding domains.  All four
domains may be in a single peptide chain, as in CFTR,
or they may be separate smaller proteins as in bacterial
periplasmic permeases.431,446

Periplasmic permeases.  Gram-negative bacteria
contain numerous ABC transporters with components
located on the periplasmic surfaces of their plasma
membranes.  Many of these can be dissociated from
the surfaces by osmotic shock, i.e., by sudden changes
in the osmotic pressure of the medium.451,452  For
example, cells of E. coli suspended in 0.5 M sucrose,
treated with 10–4 M EDTA for 10 min, and then diluted

C. The Transport of Molecules through Membranes
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with cold water release ~ 50 binding proteins that
hold sugars, amino acids, ions, and other substances
tightly with Kf = 106– 108 M–1.453,454  An example is the
L-arabinose binding protein of E. coli, a 306-residue
peptide organized into two large α /β units with a
deep cleft between them.  The sugar is bound into this
cleft455,456 by an extensive network of hydrogen-bond-
ing interactions between polar groups in the sugar and
in the protein similar to the network that binds either
D-galactose (Fig. 4-18) or D-glucose to another of the
periplasmic binding proteins.457,458  Proteins with the
same general architecture bind D-ribose, L-arabinose,458

and maltodextrins.459  The α1,4-linked maltodextrins,
as well as maltose,  are major nutrients for E. coli and
enter the periplasmic space via the previously men-

tioned LamB porin.  Other periplasmic proteins bind
histidine,460 basic amino acids,461 branched chain
amino acids, only leucine, oligopeptides, polyamines,462

and the tetrahedral anions phosphate454 and sulfate.463

The sulfate2– anion is held to its binding protein by
seven hydrogen bonds–one from a serine – OH, one
from an indole ring NH, and five from peptide NH
groups, three of which are at the positive ends of
α helices.  No permanently charged groups nor
cations nor water molecules come into contact with
the SO4

2–.463  The phosphate-binding protein also
binds a tetrahedral dianion HPO4

2– but it doesn’t bind
sulfate.  It forms numerous hydrogen bonds with its
ligand and also an ion pair with a guanidinium group.
An aspartate carboxylate hydrogen bonds to the – OH

BOX 8-D  COLICINS: ANTIBIOTIC PROTEINS

Certain strains of E. coli and related bacteria
synthesize proteins known as colicins that kill cells
of other susceptible strains.a– c  Three kinds of co-
licins, each encoded in its own small DNA plasmid
(colicinogenic factor), are known.  Colicin E3 is a
58-kDa ribonuclease (RNase) that attacks 26S ribo-
somal RNA of susceptible bacteria;d colicin E2 is a
deoxyribonuclease (DNase) that cleaves the bacteri-
al chromosome.e Colicin E1 and its relatives, co-
licins A, B and Ia, Ib and N, attack the bacterial
inner membranes and form lethal pores which allow
K+ and other ions to flow out of the cell.  The pres-
ence of a single channel will kill the bacterium.  The
effect is similar to that of valinomycin.f,g The small
colicin V is an 88-residue peptide antibiotic that is
secreted by a dedicated ABC export system.h  Co-
licins are members of a larger group of bacterio-
cins.  One of these proteins, megacin Cx from
Bacillus megaterium, kills bacteria of sensitive strains
by blocking protein synthesis.i

The channel-forming colicins bind to bacterial
surface molecules that serve as their receptors.  For
example, colicin N binds to the abundant E. coli
surface protein OmpF.  Interaction with a complex
of membrane proteins known as tol Q, R, A, and B
then leads to translocation across both outer and
inner membranes and refolding of the colicin in a
pore-forming conformation.g  This mechanism is
also used by colicins A, E, and K.  The single-strand-
ed bacteriophages M13, fd, and f1 “parasitize” the
same transport system.  Colicins B, D, I, and M enter
bacteria with the aid of a second transport system
consisting of proteins TonB, ExbB, and ExbD which
participate in uptake of chelated iron (Chapter 16)
and of vitamin B12.  This system is also parasitized
by bacteriophages T1, T5, and φ80.j

a Luria, S. E. (1975) Sci. Am. 233(Dec), 30 – 37
b Parker, M. W., Tucker, A. D., Tsernoglou, D., and Pattus, F.

(1990) Trends Biochem. Sci. 15, 126 – 129
c Parker, M. W., and Pattus, F. (1993) Trends Biochem. Sci. 18, 391–

395
d Escuyer, V., Boquet, P., Perrin, D., Montecucco, C., and Mock,

M. (1986) J. Biol. Chem. 261, 10891– 10898
e Dvhsllrt, K., and Nomura, M. (1976) Proc. Natl. Acad. Sci. U.S.A.

73, 3989 – 3993
f Wiener, M., Freymann, D., Ghosh, P., and Stroud, R. M. (1997)

Nature (London) 385, 461– 464
g Evans, L. J. A., Labeit, S., Cooper, A., Bond, L. H., and Lakey, J.

H. (1996) Biochemistry 35, 15143 – 15148
h Fath, M. J., Zhang, L. H., Rush, J., and Kolter, R. (1994) Biochem-

istry 33, 6911– 6917
i Brusilow, W. S. A., and Nelson, D. L. (1981) J. Biol. Chem. 256,

159–164
j Derouiche, R., Bénédetti, H., Lazzaroni, J.-C., Lazdunski, C.,

and Lloubès, R. (1995) J. Biol. Chem. 270, 11078 – 11084
k Griko, Y. V., Zakharov, S. D., and Cramer, W. A. (2000) J. Mol.

Biol. 302, 941 – 953
l Chan, P. T., Ohmori, H., Tomizawa, J.-I., and Lebowitz, J. (1985)

J. Biol. Chem. 260, 8925 – 8935

The N-terminal portion of the 522-residue
polypeptide chain of colicin E1 appears to be re-
quired for transport into the membrane and the
central part for binding to the receptor; the channel-
forming property is characteristic of the C-terminal
region.k  A similar organization has been established
for the smaller colicin N:translocation domain,
(residues 1– 66), receptor domain, (residues 67–182),
and pore-forming domain (residues 183 – 387).

The colicin E1 plasmid is a 4.43 MDa circular
double stranded DNA molecule consisting of 6646
base pairs.l  Only one site is susceptible to cleavage
by the restriction endonuclease ECoR1 (Chapter 26)
This feature has led to its widespread use in cloning
of genes.
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of the phosphate.  Since the sulfate ion lacks the neces-
sary H to form this bond it is excluded from the bind-
ing site.454

All of these binding proteins have similar architec-
tures.  The ligands fit into a groove between two do-
mains as is seen in Fig. 8-24 for the histidine binding
protein.  The histidine is held by formation of carboxy-
late–arginine and –NH3

+–aspartate ion pairs and an
additional hydrogen bond to the imidazole.  The
proteins are able to bend in the hinge region between
the two domains to give a better fit to their ligands.

The periplasmic binding proteins function togeth-
er with the other subunits of the ABC transporter
system.  One of the best understood systems is encod-
ed by the histidine transport operon of Salmonella
typhimurium.445,453  There are four genes: hisJ (encoding
the histidine-binding protein), hisQ, hisM, and hisP.
The Q and M proteins are hydrophic integral mem-
brane proteins which interact with two copies of the P
protein, which contains the ATP-binding motif, to
form a His QMP2 membrane complex.  The soluble
HisJ transfers its bound histidine to this complex,
which with the hydrolysis of ATP supplying the driv-
ing force transfers the histidine across the membrane,
presumably via a channel.445  In E. coli the gene malE
encodes the periplasmic maltose binding protein,
while malF and malG are genes for the integral plasma
membrane components.  The malK gene encodes an
ATP-binding protein homologous to the hisP protein.
As with the histidine permease, a multiprotein complex
MalFGK2 is formed.  It accepts maltose or a maltodex-
trin and ATP is hydrolyzed to drive the transport.459

MalT encodes a positive regulatory protein that stimu-
lates transcription of the mal genes.464  Membrane

transport systems are made more complex by the fact
that several of the binding proteins serve also as recep-
tors for stimulation of chemotaxis (Chapter 19).

The bacterial phosphotransferase system. A
third system for uptake of sugars is utilized by E. coli
and by many other bacteria.  This phosphoenolpyru-
vate-dependent phosphotransferase system converts
glucose, mannose, fructose, other sugars, or mannitol
into their 6-phosphate esters, at the same time trans-
porting the latter across the membrane (a group trans-
location).431,465  Four proteins form a cascade (Eq. 8-4).
Phosphoenolpyruvate, an intermediate in sugar me-
tabolism whose high energy of hydrolysis provides the

Successive
transfers of
a phospho

group PEP (phosphoenolpyruvate)

Sugar phosphate (inside)

(Carbohydrate-
specific protein
or domain)

E IIA – N – PO3
2– or

E III – N – PO3
2–

E IIB – S – PO3
2–

Sugar
(outside)

C

CH2

–OOC O – PO3
2–

E IIC (Integral membrane
domain)

Sugar-specific
permease
complex

HPr – N – PO3
2– (Phosphate carrier protein)

Enzyme I – N – PO3
2– (Phosphohistidine form)

(8-4)

Figure 8-24  (A)  MolScript ribbon drawing of the periplasmic histidine-binding protein HisJ, a component of an ABC trans-
porter system of Salmonella.  The bound L-histidine is shown as a ball-and-stick model.  (B)  Stereoscopic view of the histidine-
binding site showing hydrogen-bonding interactions of protein side chains with the histidine.  From Oh et al.460  Courtesy of
Giovanna Ferro-Luzzi Ames.

A B
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driving force, phosphorylates Nε2 of a histidine side
chain on enzyme I, a large 64-kDa soluble membrane-
associated protein.466-467a

The phospho group is then transferred sequential-
ly to the small 88-residue dimeric phosphate carrier
protein HPr, to the carbohydrate-specific membrane
proteins IIA and IIB, and to the sugar being transport-
ed.  A histidine side chain at position 15 of HPr is
phosphorylated by PEP to form Nδ1-phosphohistidine.468

The NHε2 of the same histidine forms a hydrogen
bond to C-terminal glutamate 85, which is also hydro-
gen bonded to an arginine side chain.  This chain of
interacting groups may function in the phospho trans-
fer reactions.469  Both enzyme I and HPr function in
the transport of many ligands but there are specific
enzymes II (EIIs) for each sugar or other ligand.470  In
E. coli there are at least 13 different PTS transporters.471

A complete EII usually consists of three domains–EIIA
(or EIII), EIIB, and EIIC.  In some cases all three
domains are in a single polypeptide chain, but in other
cases they are individual proteins or some combina-
tion of individual and bifunctional proteins.  The 637-
residue mannitol-specific EII contains all three domains.
Domains A and B are cytoplasmic while the N-terminal
segments form the integral membrane C domain.  The
two phosphorylation sites are His 554 (EIIA) and Cys
384 (EIIB).472  The glucose-specific EII from E. coli
consists of two subunits, IIA and IICB.471,473– 475  The
mannose transporter has three subunits representing
domains IIAB, IIC, and an additional integral mem-
brane subunit IID.476  In addition to their direct trans-
port functions, components of the PTS system play
regulatory roles in chemotaxis, transcription, and
control of other transporters.477,478

5.  Transport of Ions

Cell membranes are impermeable to most ions.
Only a small number of ions can enter cells readily
and these usually do so with the assistance of protein
channels or pores.  The principal anion of plasma (Box
5A) is Cl–, which passes through membranes readily
by virtue of the presence of channel-forming proteins.
Chloride ions are often distributed across membranes
passively according to Eq. 8-5, which describes the
Donnan equilibrium.167,479,480

[K+]i[Cl–]i = [K+]o[Cl–]o

Here the subscripts i and o refer to the inside and the
outside of the cell, respectively.  The potassium ion
concentration within a cell is maintained at a high
value by the operation of the Na+ + K+ pump and by
the presence of nondiffusible anions within the cell.
According to Eq. 8-5, the internal chloride concentra-
tion must be low, with the product of [K]i[Cl]i equaling

that of the low exterior [K+] and high exterior [Cl–].
The internal [Na+] and [Ca2+] are both low, while the
internal [K+] is high.  These differences are also linked
to the membrane potential (Eq. 8-2), which is ordinari-
ly expressed as a negative voltage of the interior of a
cell, mitochondrion, plastid, etc. with respect to a
reference electrode in the external medium.

The maintenance of both the membrane potential
and the steep gradients of ionic concentrations is
essential to cells, both as a means of coupling meta-
bolic energy to transport and other processes and for
electrical signaling.  The effects are most pronounced
for mitochondrial membranes for which Em may attain
–140 to –170 mV and for plasma membranes of excitable
cells such as neurons (Em = –70 to –90 mV).  For liver
and kidney cells Em of plasma membranes may be
approximately – 35 mV and for erythrocytes only
– 9 mV.480

In excitable cells electrical impulses are initiated by
opening or closing ion channels.  They are propagated
along an axon by a complex sequence of opening and
closing of voltaged-gated channels,481 a process that is
described in Chapter 30.  All cells appear to also contain
ATP-driven ion pumps as well as simple channels,
cotransporter proteins, and ion exchangers.

Anions.  Cell membranes have long been known
to be relatively permeable to Cl– and other small an-
ions.  However, the molecular basis of this permeabili-
ty is quite complex.482  Voltage-gated selective anion
channels, often called chloride channels, are impor-
tant in electrically excitable membranes, where they
ensure a high resting chloride conductance and stabili-
ty.483  The gene for one of these channel proteins was
first cloned from the electric ray Torpedo484,485 and is
designated Clc-0.  Similar channels have been found in
organisms ranging from bacteria to yeast, green plants,
and vertebrate animals.  The yeast genome contains
just one Clc gene486 but mammals have at least nine.
One of these, Clc-2, is defective in myotonia congenita,
a human disease of impaired muscle relaxation; and in
similar diseases of mice, goats, and horses.483,487  A
mutation in the chloride channel Clc-5 causes kidney
problems, including proteinuria, hypercalciuria, and
kidney stones.483

Erythrocyte membranes permit rapid transport of
anions to allow for the exchange of Cl– within the red
cells for HCO3

– generated by tissue metabolism.  The
HCO3

– binds to deoxyhemoglobin (Eq. 7-47) and is
carried to the lungs, where it is released upon oxygen-
ation of the hemoglobin.  Then the reverse exchange of
internal HCO3

– for Cl– occurs.  This electroneutral ion
exchange is mediated by the band 3 protein (Fig. 8-14)
which contains a channel that allows anions but not
cations to pass.238,239,488  The band 3 protein, also
known as AE1 (anion exchanger 1), is found principally
in red blood cells but is also present in kidney tubules.489

(8-5)
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Related proteins occur in other tissues.488  The 911-
residue band 3 protein consists of two distinct parts of
nearly equal size.  The N-terminal portion is attached
to the membrane skeleton (Fig. 8-16).  The C-terminal
part, which is embedded in the membrane, is thought
to form 14 transmembrane helices and to contain the
ion exchange channel or channels.489a  As previously
mentioned, defects in the N-terminal portion cause
spherocytosis.  The mutation Arg 589 His in the
C-terminal half causes renal tubular acidosis in
which the kidneys do not adequately remove acids
from the body.238,489  Band 3 proteins can also exchange
phosphate, sulfate, and phosphoenolpyruvate for Cl–

or bicarbonate.
Another chloride channel, which is regulated by

cyclic AMP (Chapter 11), functions in secretory epithe-
lia.  Its regulation is faulty in cystic fibrosis (Box 26-A),
one of the most common human genetic defects,
especially among persons of European descent.490  As
was previously mentioned, this cystic fibrosis trans-
membrane conductance regulator (CFTR) is a mem-
ber of the ABC superfamily of transporters.  The large
1480-residue protein apparently has two 6-helix mem-
brane-spanning domains, two cytoplasmic nucleotide-
binding domains,491 and another large cytoplasmic
regulatory domain.

In addition to AE1 (band 3 protein), kidneys
depend upon other modes of reabsorption of HCO3

–

from the proximal tubules.  These include a Na+/
HCO3

– cotransporter, which seems to be related to the
AE family of ion exchangers.  However, it transfers
three HCO3

– ions per Na+ and is therefore highly
electrogenic.492,493  Transporters for phosphate, sul-
fate, and small organic anions are found in many
organisms.  Bacterial periplasmic transporters have
already been described.  Plants employ H+/ phos-
phate,494 H+/ sulfate,495 and H+/ nitrate496 cotransport-
ers.  Phosphate transporters are probably essential to
all organisms.  One of the best known is the mitochon-
drial Pi/ H+ cotransporter which carries phosphate
ions originating from hydrolysis of ATP to ADP + Pi
back into the mitochondria.497,498  See also Table 18-8.
A human Na+/ Pi cotransporter in the kidney is also
essential.  An X-linked trait leading to inadequate
synthesis of the transporter causes hypophosphatemic
vitamin D-resistant rickets.499

Monocarboxylates such as lactate and pyruvate
enter animal cells with the aid of monocarboxylate /
H+ cotransporters of low specificity.500  A Cl–/ oxalate
transporter is one of several ion exchange proteins in
the kidney.501  Transport systems for ADP, phosphate,
dicarboxylates, and other anions are very active in
mitochondrial membranes (Chapter 18).

Cation channels.  When a nerve impulse passes
along an axon gated pores or channels specifically
permeable to Na+ and K+ open for short periods of

time as a result of changes in membrane potential
induced by the advancing wave of the action potential
(Chapter 30).  We have already considered the struc-
ture of a potassium ion channel (Fig. 8-21).  However,
there are at least 30 types of K+ channels that can be
distinguished.502  Many of these appear to have similar
channel structures but to serve a variety of purposes.
While the K+ channels of neurons are voltage gated
many others are controlled by hormones, neurotrans-
mitters, or mechanical stimuli.503  One of the most
investigated K+ channels, known as KATP, sets the
resting potential in the insulin-secreting β cells of the
pancreas by facilitating a flow of K+ into cells.  Such
channels, which help equilibrate intracellular and
extracellular K+ at near equilibrium, are found in cells
with low negative values of Em.  They are called in-
wardly rectifying.  When the internal glucose concentra-
tion in the β cells rises it initiates a complex signaling
sequence involving blockage of the KATP channels by
ATP, opening of voltage-sensitive Ca2+ channels, and
insulin secretion.504– 506  The KATP  channel is also
blocked by sulfonylureas.  As a result, these com-
pounds induce insulin release and are useful in treat-
ment of diabetes meltitus (Box 17-G).  When its gene
was cloned the sulfonylurea receptor was found to
be a transmembrane protein of the ABC transporter
family.505  The potassium channel protein is another
subunit of the transporter.  Similar KATP channels are
found in the kidneys507 and also in embryonic cells in
which they may participate in regulation of the cell
cycle.508

Voltage-regulated sodium channels are the major
participants in propagation of nerve impulses.  The
large 260-kDa α subunit of the sodium channel of nerve
membranes contains four homologous repeat sequences,
each of which may form transmembrane helices and
also contain a loop that may participate in forming a
pore similar to the K+ pore of Fig. 8-21.509-510a  How-
ever, the structure is uncertain.511  The channel complex
also contains 36- or 33-kDa β1 and β2 subunits that
appear to be members of the Ig superfamily.

Epithelial cells contain a quite different Na+ chan-
nel that participates in reabsorption of urinary Na+

and in control of blood pressure (Box 22-D).  The
channel consists of at least three structurally similar
subunits, each with two predicted transmembrane
helices and a large extracellular domain.512  These
channels are blocked specifically by the diuretic com-
pound amiloride.513
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The best known sodium channel is, in fact, a gen-
eral cation channel which is part of the “nicotinic”
acetylcholine receptor.  Acetylcholine is the principal
excitatory transmitter in the peripheral nervous sys-
tem and upon release from synaptic endings or neuro-
muscular junctions occupies receptors on the
“postsynaptic” membranes of one or more adjacent
neurons.  When acetylcholine binds in the ion pore,
the acetylcholine receptor opens and cations flow out,
depolarizing the membrane.  Under favorable circum-
stances, this initiates a nerve impulse (action potential)
in the postsynaptic neuron.  The receptor gene was
first cloned from Torpedo and the receptor protein has
been studied extensively.382  The 290-kDa protein
consists of five similar-sized subunits with an α2βγ
structure.  These form a nearly symmetric fivefold
oligomer with a pore in the center.  Images of both the
open and the closed states, obtained by electron mi-
croscopy at a resolution of 0.9 nm, suggest that the
inner pore of ~ 2.6 nm diameter is formed by five α
helices, one from each subunit.  It is open when acetyl-
choline binds to the two α subunits and closes to a
much smaller diameter when the acetylcholine leaves
(and is destroyed by hydrolysis).

Calcium channels are a third major group of
cation-selective channels.514  As pointed out in Box 6-D,
calcium ions are involved in a very wide range of
signaling functions.  These are discussed in several
places in this book.  Several of these functions depend
upon voltage-gated Ca2+ channels.  Muscle is rich in
L-type or DHP-sensitive channels (Box 6-D) which
play a role in transmission of nerve impulses to muscles
by allowing rapid flow of calcium ions into cells from
outside.515

The structure appears to be homologous to that
of voltage-gated Na+ channels with a large 170-kDa
subunit with a fourfold repeat plus smaller subunits.
The ryanodine receptors of muscle control the
release of Ca2+ from stores in the endoplasmic reticu-
lum516,517 (see also Chapter 19).  These receptors are
ligand gated, being activated by cyclic ADP-ribose
(Chapter 11).  Two additional types of voltage-sensi-
tive Ca2+ channels, N and P, are found in the central
nervous system.514,518  Another ligand gated calcium
channel has been found in endothelial cells.519  It is
activated by sphingosylphosphocholine519 rather
than by cAMP-ribose or inositol triphosphate.520  A
sodium / calcium ion exchanger and cotransporter521

utilizes the Na+ gradient to exchange three external
Na+ ions for one internal Ca2+.

Many aspects of calcium function are poorly un-
derstood.  Among these is the role of a group of pro-
teins known as annexins (formerly lipocortins,
calpactins, endonexins, etc.).522  The ten or more mem-
bers of the annexin family523– 527 share the property of
binding to phospholipid membranes in the presence of
Ca2+.  One of the several proposed functions of annex-

ins is formation of Ca2+ channels, a function that is
suggested by the modular three-dimensional struc-
tures.525,526  Other suggested functions include roles in
membrane fusion, exocytosis, and adhesion.

Active transport of cations.  Most organisms
take up ions from their surroundings by active trans-
port.  Green plants extract essential nutrients from the
extremely dilute solutions in contact with their roots.
Microorganisms such as yeast and bacteria have the
same ability, and specific concentrating systems for
many ions such as K+, Ca2+, sulfate, and phosphate
have been identified.  The skin of a frog can take up
Na+ from a 10–5 M solution of NaCl and extrude it into
the internal fluids whose Na+ concentration may be
greater than 0.1 M.  Ions can also be concentrated from
internal fluids and excreted at higher concentrations.
Some seabirds and marine animals rid their bodies of
excess salt by secretion from salt glands.  The lining of
the human stomach is able to concentrate hydrogen
ions in gastric juice to ~ 0.16 M.

Organelles within cells have their own ion-concen-
trating mechanisms.  Thus, mitochondria can concen-
trate K+, Ca2+, Mg2+, and other divalent metal ions as
well as dicarboxylic acids (Chapter 18).  The entrance
and exit of many substances from mitochondria ap-
pear to occur by exchange diffusion, i.e., by secondary
active transport.  Such ion exchange processes may
also occur in other membranes.

ATP-driven ion pumps.  Within virtually all cells
the sodium concentration is relatively low, while that
of potassium is high (Box 5-A).  One theory528 regards
the cytoplasm as analogous to an ion exchange resin
with fixed charges in a lattice.  Highly crosslinked ion
exchange resins exhibit specificity toward binding of
certain ions; e.g., sulfonic acid resins tend to bind K+

preferentially, while phosphonic acid resins tend to
bind Na+.  Do proteins also prefer K+ to Na+?

In contrast to the ion exchange theory, much evi-
dence indicates that cells have an active ion pump
that removes Na+ from cells and introduces K+.  For
example, the cytoplasm of the giant axons of nerves of
squid can be squeezed out and replaced by ionic solu-
tions.  Erythrocyte ghosts can be allowed to reseal with
various materials inside.  Ion transport into or out of
cells has been demonstrated with such preparations
and also with intact cells of many types.  Such trans-
port is blocked by such inhibitors as cyanide ion,
which prevents nearly all oxidative metabolism.  How-
ever, the cyanide block can be relieved by introduction
into the cells of ATP and other phosphate compounds
of high group-transfer potential.

Uptake of K+ by cells and extrusion of Na+ from
cells are also specifically blocked by “cardiac glyco-
sides” such as ouabain (Fig. 22-12).  Ouabain labeled
with 3H binds to the outer surface of cells, and from
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this binding it was estimated that erythrocytes possess
100– 200 ion pumping sites per cell (~ 1 site / µm2).529

For the HeLa cell (a widely studied strain of human
cancer cells) 105 to 106 sites / cell (~ 10 / µm2) were
found.  Further experiments showed that in the pres-
ence of Na+ within the cell and K+ on the outside of
the cell, ATP is hydrolyzed.  The rate of hydrolysis was
directly related to the concentrations of these two ions
and to the number of ouabain binding sites and also
required the presence of Mg2+.  These observations led
to the concept of an (Na+ + K+)- activated ATPase
(often abbreviated Na+, K+-ATPase) as synonymous
with the membrane-bound ion pump.  Within the cell
Na+ must be located on one side of the membrane and
K+ on the other to activate this enzyme.  However, the
purified enzyme would be expected to hydrolyze ATP
in the test tube in the presence of Na+ + K+ + Mg2+.
Such a protein was isolated from several sources and
has been studied intensively.  It is an αβ mixed dimer
with molecular masses of ~ 113 kDa for the α chains
and ~ 55 kDa for the glycoprotein β chains.530,531

The proteins may associate to α2β2 tetramers in
membranes.  The genes for various isoforms of the
proteins from several sources have been cloned and
sequenced.531,532  The large α subunit may span the
bilayer of the membrane as many as ten times; the
glycoprotein β subunit is thought to be largely on
the outer surface and may have only one membrane-
spanning helix.533,534 A small 68-residue γ subunit
copurifies with the pump protein.  It may be involved
in control of the ATPase, which has complex regulatory
properties.535,536  Sulfatides (ceramide galactose-3-
sulfate) may also play a role in the enzymatic
activity.535

The sodium–potassium pump displays a curious
stoichiometry.  Three sodium ions are pumped from the
inside and two potassium ions from the outside of a cell for
each molecule of ATP cleaved.  Thus, an excess of positive
ions is pumped out with the result that a negative
charge develops inside the cell and a positive charge
accumulates on the outside.  This action of the Na+,
K+-ATPase is the primary source of the membrane
potential for most eukaryotic cells and is said to be
electrogenic.  Because the cell membrane is somewhat
permeable to K+, outward diffusion of K+ through the
“leaky” membrane along its concentration gradient
helps to maintain the membrane potential as does
inward leakage of Cl–.  At the same time, Na+ diffuses
inward, aided by the membrane potential.  Even
though the permeability of Na+ is low, a steady state
is reached at which the rate of passive inward diffu-
sion of cations just balances the membrane potential
set up by the active transport.

The energy for transport of Na+ and K+ by the ion
pump is supplied by ATP.  The Na+,K+- ATPase does
not merely catalyze the hydrolysis of ATP but also
couples its cleavage to the pumping of the ions.  The

pumping of sodium and potassium ions is one of the
most important energy-requiring activities of cells.  It
is said to account for 23 % of the ATP utilization in a
resting human.  Thus, it constitutes an important fraction
of the basal metabolic activity.

The Na+,K+- ATPase is one of a family of over 50
ion pumps that are characterized by transfer of a
phospho group from ATP to an aspartate side chain
carboxylate in the invariant sequence DKTG to give an
intermediate phosphoenzyme + ADP.530,537

Phosphoenzyme
intermediate of
Na+,K+- ATPase

These P-type ATPases are characterized by phospho-
enzyme intermediates, by a conserved consensus
sequence, and through inhibition by vanadate ion.537– 539

The structures are poorly known.  Some consist of
single chains (perhaps dimerized) and some have
more than one chain.  However, the major subunit
always appears to have about ten transmembrane
helices with a large ~ 430-residue cytoplasmic domain
between the fourth and fifth helices.  This domain
contains the ATP binding site and the phosphoaspartyl
group of the phosphoenzyme.534  This is Asp 369 for
the Na+,K+- ATPase.

In addition  to the Na+,K+- ATPases there is a very
active Ca2+-ATPase which transports two Ca2+ from
the inside of cells to the outside while returning two
H+ from outside per ATP.540– 543a  This is the primary
transporter by which cells maintain a low internal
[Ca2+].  During its action it becomes phosphorylated
on Asp 351.  However, in neurons, in which the mem-
brane potential is maintained at a high negative value
by the sodium pump, an Na+/ Ca2+ ion exchange plays
an even more important role.540

Other P-type ATPases include the gastric H+,
K+- ATPase, which acidifies the stomach and has a
high degree of sequence homology with the Na+,
K+- ATPase.544  Secretion of HCl into the stomach
apparently involves diffusion of K+ together with Cl–

from the bloodstream through the cells lining the
stomach.  The K+ is then pumped back into these cells
in exchange for H+ by  H+,K+-ATPase.545  The chloride
channel may be in the same protein as the (K+ + H+)
pump.546  The kidney is the principle acid excretory
organ of the body and as such also contains proton
pumps.  An electrogenic H+- ATPase pumps H+ alone
outward through the plasma membranes of fungi and of
green plants.547,548  The resulting proton gradient may
be used to provide energy for transport of other materials
into cells.  A group of metal ion P-type transporters
carry copper and other nutrient ions into cells and
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extrude Cd2+ and other toxic ions.539  Some alkaliphilic
bacteria pump Na+ to create a sodium ion gradient.539a

All of these ion pumping systems require MgATP as
the source of energy and function via phosphoenzyme
intermediates.  The ionic gradients generated can be
used to move other ions or nonionic compounds into
or out of cells by exchange or cotransport processes.
For example, internal H+ may be exchanged for exter-
nal Na+ in an exchanger-mediated process that assists
in control of cytoplasmic pH.549,549a  The reverse process
in E. coli549b and many other bacteria provides the
principal mechanism by which those cells export Na+.
This exchange is driven by the electrochemical gradi-
ent of the H+ ion created by oxidative phosphorylation
(Chapter 18).  The Na+ ion, in turn, can be used by
bacterial cells to drive other uptake processes, e.g.,
sugar or amino acid-Na+ cotransport.

What is the mechanism by which ATPase trans-
porters function?  We still do not know.550  The pump-
ing cycles for the Na+,K+- ATPase
and the Ca2+- ATPase are similar
although different in details.  The
ATPases are reversible and with
suitable ionic gradients will work
as ATP synthases.551  A strictly
hypothetical model for the Na+,
K+-ATPase is shown in Fig. 8-25.
There are at least two conformations
of the ion pump proteins.552,552a  In
one conformation the protein binds
three sodium ions tightly, while in
the other conformation it binds two
potassium ions.  The ATP operates
the “motor” that carries out the
conformational changes.  In Fig. 8-25
the ion pump, in conformation A, is
shown embedded in a membrane.
In the center, perhaps between three
or more transmembrane helices,
there is a narrow cavity, perhaps
resembling that of the K+ channel
(Fig. 8-21), into which chelating
groups (e.g., C = O groups of the
peptide chain) protrude.  These
groups form the three binding sites
for the 0.19-nm-diameter Na+ ion.
The spontaneous binding of the
sodium ions triggers a phosphoryla-
tion reaction by which a phospho
group from the MgATP2– complex is
transferred to the side chain carboxyl
of the active site aspartate.  This
phosphorylation in turn triggers a
change to the second conformation
in which the channel to the outside
is open and that to the inside is
closed.  At the same time the affinity

for Na+ is decreased over 100-fold and the sodium ions
dissociate on the outside.  The affinity for Na+ may
decrease because the diameter of the pore is increased
to accommodate the larger 0.27-nm diameter of K+

ions, perhaps by a twisting motion of the peptide
chains that form the channel.

The next step is loading with two K+ ions.  The
affinity for K+ in the second conformation is high.  The
return to conformation 1 with release of K+ to the inside
is triggered by hydrolytic removal of the phospho group
as inorganic phosphate (Pi).  It may seem surprising
that a channel could be opened and closed so readily
with synchronous changes in the number and speci-
ficity of ion binding sites.  However, recall the type of
structural alteration occurring upon oxygenation of
hemoglobin (Fig. 7-25).  Rotation of the hemoglobin
subunits with respect to one another causes small
changes in the geometrical relationships of groups
protruding into the central channel.  This  strongly

Figure 8-25  A strictly hypothetical model of a Na+ + K+ pump which operates
by ATP-driven opening and closing of a channel at opposite ends and with
alternate tight binding of Na+ and K+.
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affects the binding of 2,3-bisphosphoglycerate.  Very
small movements could open up the Na+ binding
groups and create new binding sites for the larger K+

ion, using in part the same chelating groups.

Images of both the Ca2+-ATPase (Fig. 8-26)553 and
the H+-ATPase of Neurospora plasma membranes548 at
0.8 nm resolution reveal similar transmembrane re-
gions and large cytoplasmic domains which are some-
what differently organized.  The picture in Fig. 8-26
has been greatly clarified by determination of the
structure by X-ray diffraction to a resolution of
0.26 nm.553a,b,c  Two calcium-binding sites have been
located in the transmembrane domain between the
helices marked M4, M5, M6, and M8.  The Ca2+ ions
are apparently coordinated by side chains of Asp, Glu,
Gln, and Thr.  There are three cytosolic domains.  The
site of phosphorylation, Asp 351, lies within a large
~ 27 kDa P (phosphorylation) domain adjacent to the
membrane.  The ATP is held by a nucleotide-binding
N domain which must at some point in the cycle move
close to Asp 351 for phosphorylation to occur.  The
third cytosolic (A, actuator) domain is thought to be
involved in control of the conformational alterations.
The nucleotide-binding domain lacks the “P loop”
characteristic of many ATPases and GTPases (see p. 648),
but is homologous in its sequence to L-2-haloacid
dehalogenase (Eq. 12-2)

Two other types of proton-pumping ATPases are
considered in Chapter 18.  One is the mitochondrial
F1F0 ATPase, which ordinarily operates in the reverse
direction as the body’s principal ATP synthase.  The
other type, which in some ways resembles the mito-
chondrial F1F0 ATPase, is the vacuolar ATPase (V-
ATPase).  These are true proton pumps which acidify
vacuoles of plants and also lysosomes and phagocytic
vacuoles.554,555  They are also considered in Chapter 18.

6.  Exocytosis, Endocytosis, and the Flow of
Membrane Constituents

Observation of cells under the microscope with
time-lapse photography reveals that the plasma
membrane as well as the mitochondria and other
organelles are in a constant state of motion.  Mitochon-
dria twist and turn and the surface membrane undu-
lates continuously.  Vesicles empty their contents to the
outside of the cells, while materials are taken into cells
through endocytosis.  In addition, chemical evidence
indicates a directed flow of the materials of which
membranes are constructed from the endoplasmic
reticulum (ER) to the Golgi vesicles, excretion gran-
ules, and plasma membrane (see Fig. 10-8).  Along this
route new materials are inserted from the cytoplasmic
side of the membrane, while enzymes within the
vesicles add glycosyl units and make other modifica-
tions.  The plasma membrane surface area grows quite
rapidly.  In secretory cells fusion of secretion granules
with the plasma membrane also adds additional
material to the membrane.

Counterbalancing this expansion of the plasma

C. The Transport of Molecules through Membranes

Figure 8-26  The structure of the 994-residue Ca2+-ATPase
of the endoplasmic reticulum of rabbit muscle at 0.8-nm
resolution.  (A)  Predicted topology diagram organized to
correspond to the electron density map prepared by electron
crystallography of frozen-hydrated tubular crystals.  The
number of amino acid residues in each connecting loop is
marked.  (B)  The electron density map with the predicted
structure embedded.  The relationships of the helices in (B)
to those in (A) are not unambiguous.  The helices marked B,
D, E, and F in (B) may form the Ca2+ channel.  The large
cytoplasmic loops, which are black in (A), were not fitted.
From Zhang et al.553  Courtesy of David L. Stokes.
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membrane is active endocytosis of fluids and of solid
materials from outside the cell.  This not only brings
new materials into the cell but also accomplishes
removal of material from the plasma membrane and
partial recycling of its components.  One form of
endocytosis is seen with the ameba.555a  The cytoplasm
flows around a smaller organism or other particle of
food enclosing it in an internal membrane-bound
compartment (endocytic vacuole or endosome).
This vacuole then fuses with lysosomes which supply
the necessary enzymes to digest the food.  In a similar
way phagocytic cells of our bodies engulf micro-
organisms or other particles to form phagosomes
which, over a period of more than 24 hours, undergo
extensive biochemical changes.556  They acquire
digestive enzymes, vacuolar ATPase,557 other proteins
needed to kill bacteria, and other parasites.

Uptake of smaller particles including protein
molecules occurs by micropinocytosis, a process that
can be seen only by electron microscopy.  This often
takes place via coated pits, indentations of ~ 0.3 µm
diameter underlain by a thickened membrane.558– 559b

The pit membrane is also coated with protein mol-
ecules and appears to have many short bristles or
spikes protruding into the cytoplasm (Fig. 8-27A).
After endocytosis the coated pits become coated
vesicles of 0.15 – 0.25 nm (Fig. 8-27B).  Within a few
seconds, however, these vesicles lose their coat and
become endosomes.

The major protein making up the coat is the 180-
kDa clathrin, but smaller 33 - to  36-kDa peptides of
several types also contribute.561  The coat forms a
“basket” with pentagonal and hexagonal faces sur-
rounding the lipid bilayer of the vesicle.  At each
vertex of the basket is a “triskelion,” a trimer of
clathrin together with an equal number of the smaller
chains.  The smallest baskets consist of 12 pentagons
plus 4, 8 or more hexagons, a relationship that allows
formation of a variety of larger baskets.562,563  Addi-
tional 50- and 100-kDa accessory proteins form a shell
around the clathrin cage.  That clathrin is essential for
normal cell growth has been established by the
observation that deletion of its structural gene from
yeast is lethal.564  The addition of more trimer units
from a reserve of soluble clathrin in the cytoplasm
allows the vesicles to develop and break off from the
membrane.  From studies with inhibitors it is evident
that metabolic energy is required to drive the process.

Other vesicles are surrounded by nonclathrin mem-
brane coats.  Some of these originate from caveolae
(little caves), which act in endocytosis, exocytosis, and
transmembrane signaling.564a,b,c   A coatomer complex
of eight subunits with molecular masses from 20 to 60
kDa coats vesicles involved in transport between
compartments of the Golgi.565– 567

What is inside a coated vesicle?  Cells take up a
variety of peptide hormones and proteins.  This usual-

ly occurs with the aid of specific receptor proteins
located in or on the outside of the plasma membrane.
Some of these, e.g., receptors for the low-density lipo-
protein of plasma (Chapter 22), are clustered in coated
pits.  Other receptors, such as those for insulin or epi-
dermal growth factor, are spread more evenly across the
membrane but collect in coated pits when the hormone
binds.  Endocytosis provides a means for the cell to
take up and in some cases destroy the hormone or the
receptor or both.

Transmembrane proteins, including hormone
receptors, are incorporated into coated vesicles with
the help of clathrin adapter proteins (APs).  These

Figure 8-27  (A) Region of a coated membrane from fibro-
blasts at an intermediate stage of the budding process,
demonstrated by deep etching and rotary replication (by
J. E. Heuser559b).  From Pearse and Bretscher.560  Courtesy of
Barbara Pearse.  (B) Three structures identified among the
smallest coated vesicles.  Structure (a) contains 12 pentagons
and four hexagons, the latter lying at the vertices of a tetra-
hedron; (b) has a barrel shape built of 12 pentagons and eight
hexagons; structure (c) also has twelve pentagons and eight
hexagons, but the latter are arranged in two arcs of four,
related in the same way as the two parts of a tennis ball.
Larger coats seem to be constructed on similar principles,
with the addition of further hexagons.  From Pearse and
Bretscher.560

A
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complex oligomeric proteins bind to recognition or
“sorting” sequences such as dileucine on YXXφ (Y = Tyr,
X = any amino acid, φ = bulky hydrophobic).567a– d  The
adapter proteins also bind to clathrin, the N-terminal
β-propeller domain associating with the sequence
LφXφD / E of some AP adapters.567c  Completion of a
coated vesicle requires membrane fusion as the vesicle
is pinched off from the membrane surface.  A GTPase
(Chapter 11) called dynamin as well as another pro-
tein endophilin I are required.  Endophilin I is an
acyltransferase able to transfer the fatty acyl group
of arachidonoyl-coenzyme A to lysophosphatidic acid
in the cytosolic surface of the membrane.  This may
change the curvature of the membrane, assisting in
vesicle formation.567e

Once inside a cell the vesicles lose their coats to
become endosomes which may then fuse with lysosomes
or with Golgi membranes.  The removal of a clathrin
coat requires ATP as well as the chaperonin Hsp 70
(Chapter 10) and a coat protein called auxilin.568

Triskelion is distorted and displaced from the clathrin
cage.  The interior of the newly formed endosome is
quickly acidified by the action of a proton pump in the
vesicle walls.554,569  This sometimes leads to dissociation
of enclosed receptors from their ligands and permits
recycling of receptors and lipids of the vesicle mem-
branes to the cell surface.  This is the case for the low-
density lipoprotein receptor.570,571

Exocytosis, by which the content of a secretion
vesicle is released to the outside of a cell, is just as
important as endocytosis.  The process is sometimes
very specialized.  For example, the release of a nema-
tocyst from Hydra (Fig. 1-13) can occur in about 3 ms.572

Exocytosis involves fusion of membranes,562,573 a
process also occurring during the movement of endo-
somes along the endocytic pathway,574 during vesicular
transport between Golgi compartments, and in many
other biological processes.  Exocytosis is often triggered
by the binding of Ca2+ to specific proteins of the
vesicle wall and of the cytoskeleton (Chapter 7).575

The fusion of membranes at several stages in the
vesicle-mediated transport of materials between
Golgi compartments requires a specific protein known
as the N-ethylmaleimide-sensitive fusion protein
(NSF).576,577  A host of other specialized proteins are
also involved562,578 and are discussed in Chapter 10.  See
also Chapters 20 and 29.

D.  Communication

External coats and cell walls help to control the
access of materials to a cell.  However, it is the outer
surface of the plasma membrane that makes the cell’s
first contact with nutrients, hormones, and other
important chemicals.  The membrane must often not
only detect these materials but also send signals to the

E. The Extracellular Matrix and Cell Walls

interior of the cell and sometimes to adjacent cells.
These signals may be about changes in pH or nutrient
concentration or the presence of hormones, neuro-
transmitters, or harmful materials.  For these reasons
cell membranes contain many embedded receptors
and signaling complexes.  These are discussed in
Chapter 11 and later sections of the book.

The plasma membrane also contains many “mark-
ers” of the individuality of the species or of an indi-
vidual.  These are chemical groupings that, in higher
animals, can be recognized by the immune system as
“self” rather than as a foreign invader.  These surface
markers may also be used by parasites as camouflage
to evade the immune response of the host.  Such
chemical groupings on cell surfaces are often de-
scribed as antigenic determinants and the molecules
that carry them as antigens.  Each antigenic determi-
nant elicits the production of antibodies that will bind
specifically to it.  Over 250 different antigenic groups
have already been described for the surface of the red
blood cell.  They determine the blood type.  Groups on
the surfaces of other cells determine whether a trans-
planted tissue will be rejected.  Various proteins from
plant and other sources act as agglutinins by binding
to surface groups much as do antibodies.  Viruses that
attack cells may also become adsorbed onto specific
surface molecules, which act as receptors.

Immunoglobulins can also be receptors.  For
example, molecules of IgE bound to basophils and the
related mast cells of tissues serve as receptors for
allergens.  Binding of an allergen to the IgE molecules
stimulates the release of granules containing histamine
and other substances (Chapter 31).

E.  The Extracellular Matrix and Cell Walls

The surroundings of cells are extremely complex
and vary from one organism to another and from one
tissue to another.  The principal function of cell walls
and other surface coats is to protect cells against attack
by organisms and against physical disruption.

1.  The Structure of Bacterial Cell Walls

The plasma membrane of bacterial cells, other
than the wall-less mycoplasmas and some
archaebacteria, is surrounded by a multilayered wall
which may be separated from the membrane by a thin
periplasm (or periplasmic space).  This can be seen
most clearly in suitably prepared thin sections of cells
of E. coli or other gram-negative bacteria as a relatively
empty space of 11- to 25-nm thickness (Fig. 8-28).579– 581

The volume of this space (which may be filled with
gelled material) depends upon the osmotic pressure of
the medium.  In E. coli it contains 20 – 40% of the total
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cell water.  In gram-negative bacteria the innermost
layer of the walls lies within the periplasm (Fig. 8-28).
It is a porous network of a highly crosslinked material
known as peptidoglycan or murein.  The backbone of
the peptidoglycan is a β-1,4-linked polymer of alter-
nating N-acetylglucosamine and N-acetylmuramic
acid residues.  Alternate units of the resulting chitin-
like molecule carry unusual peptides attached to the
lactyl groups of the N-acetylmuramic acid units (Fig.
8-29).  The peptide side chains are crosslinked as
indicated in the figure.  The peptides vary consider-
ably in structure and crosslinkages.582,583  In E. coli and
other gram-negative bacteria the peptidoglycan forms
a thin (2-nm) continuous network around the cell, but
in gram-positive bacteria the highly crosslinked
peptidoglycan forms a layer as much as 10 nm thick.584

The peptidoglycan layer is surrounded by other layers
whose structures vary from one organism to another,
with the outermost antigenic layers being the most
variable.

The outer membrane of gram-negative bacteria.
Outside the murein layer of E. coli and other gram-
negative organisms is a phospholipid-containing
outer membrane which has the thickness and some-
thing of the structure of a typical biological membrane
(Fig. 8-28).585,586  This membrane is attached to the
peptidoglycan layer with the aid of a small hydropho-
bic 58-residue lipoprotein whose N terminus contains
a glycerylcysteine which carries three fatty acids
connected by ester and amide linkages:

The fatty acid chains are evidently embedded in the
outer membrane as an anchor.  About one-third of the
lipoprotein molecules are attached covalently to the
peptidoglycan through an amide linkage between the
side chain amino group of the C-terminal lysine of the
protein and a diaminopimelic acid residue of the
peptidoglycan (Fig. 8-29).  Thus, the protein replaces
one of the terminal D-alanine residues of about one in
ten of the murein peptides.  There are ~ 2.5 x 105

molecules of the bound form of the lipoprotein per cell
spread over a surface area of peptidoglycan of ~ 3 µm2.
They appear to be associated as trimers located
primarily in the periplasmic space.589

About 105 copies  per  cell of the previously men-
tioned (Section C,2) larger 325-residue structural
protein, OmpA protein,350 after its gene symbol ompA

Figure 8-28  Schematic
molecular structure of the
E. coli envelope.  Sugar
residues are represented by
ovals and rectangles.
Circles represent polar head
groups of phospholipids.
MDO, membrane-derived
oligosaccharides; KDO, 3-
deoxy-manno-octulosonic
acid (structures for KDO
and heptose are in Fig. 4-
15).  From Raetz and
Dowhan.587
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Figure 8-29  (A) Repeating unit of structure of a bacterial peptidoglycan
(murein).  Some connecting bridges are pentaglycine (Staphylococcus aureus),
trialanylthreonine (Micrococcus roseum), and polyserine (S. epidermis).
(B) Schematic drawing of the peptidoglycan of S. aureus.  From Osborn.588
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(outer membrane protein A), are also
present.  The outer membrane contains
almost the same number of molecules of
two porins.  Together with phospholip-
ids or with the lipopolysaccharide
discussed in the next paragraphs, the
porins and OmpA protein associate in
hexagonal arrays which provide the
basic framework structure of the outer
membrane.585  Two of the outer mem-
brane proteins have been shown to
contain some of the modified lysine α-
aminoadipic acid 5-semialdehyde
(allysine).590  The aldehyde groups of
allysine are able to form crosslinks to
other proteins as has been well estab-
lished for collagen and elastin in the
human body.

A characteristic feature of the outer
surface of gram-negative bacteria is a
lipopolysaccharide586 that is anchored
in the outer membrane.  It was discussed
briefly in Chapter 4 where the structures
of the repeating oligosaccharides known
as O-antigens are given.  Figures 8-28
and 8-30 show the manner in which the
oligosaccharide bearing the O antigen is
attached to a lipophilic anchoring group
that is embedded in the outer membrane
of the bacteria.591  The anchor, which is
called lipid A, is a β-1,6-linked disaccha-
ride of N-acetylglucosamine.  It is also
linked both to phosphate groups and to
the fatty acyl groups that fit into the
lipid bilayer of the membrane.  In E. coli
and Salmonella typhimurium four mol-
ecules of 3-D-hydroxymyristic acid are
joined by ester and amide linkages to the
two GlcN units (Fig. 8-30).  Other fatty
acids, including lauric, myristic, and
palmitic acids, are esterified to the
hydroxyl groups of two or three residues
of hydroxymyristic acid (Fig. 8-30).
Lipid A from other gram-negative
bacteria is similar but with variations in
the fatty acyl group composition and
linkages to the carbohydrate.592– 594

E. The Extracellular Matrix and Cell Walls
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Figure 8-30  Structures of the lipopolysac-
charides of the outer membrane of E. coli
and S. typhimurium including the bilayer
anchor lipid A.  For structures of L-glycero-
D-mannoheptulose, KDO, and colitose,  see
Fig. 4-15.
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Many differences are also found in the “core”  oligo-
saccharide (Fig. 8-30) and in the O-antigens.594 – 596

Why do cells of Salmonella have a thousand
distinguishable surface antigens, many based on
differences in the O-antigens?  The ends of these
carbohydrate clusters are the groups to which the
antibodies in animals clamp themselves if the bacteria
enter the bloodstream.  Mutants known as R forms
(because of the growth as rough colonies on agar
plates) completely lack the outer O-antigen.  The R
mutants of Salmonella are nonpathogenic, whereas the
smooth strains with intact O-antigen often cause
illness.  Perhaps, if the O-antigen has the right cluster
of sugar rings at the ends, the host organism does not
recognize it as dangerous.  This is only part of a con-
tinuous battle between the immune system of the
body and camouflaged surfaces of attacking pathogens.
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The lipopolysaccharides of bacterial surfaces have
been identified as the “endotoxins” that cause many
of the worst effects of gram-negative bacterial infec-
tions and that are often lethal.597  Although the name
endotoxin came from the assumption that there was
an internal heat-resistant toxin that was released from
the bacteria, the toxin is part of the bacterial cell wall.
While the O-antigens provide for innumological
recognition, it is the lipid A part that is responsible for
the toxicity and unusually strong fever-inducing
properties of the lipopolysaccharide.592– 594,597

Teichoic and teichuronic acids.  The cell walls of
gram-positive bacteria are composed of a thick pepti-
doglycan layer which also contains proteins and
additional polymers known as teichoic acids and
teichuronic acids.  In some species these account for
50% of the dry weight of the cells.598,599  Teichoic acids
are high polymers of the following general types:
They are often attached through phosphodiester
linkages to N-acetylglucosamine or a disaccharide
which, in turn, is attached to muramic acid residues of
the peptidoglycan.  Since the teichoic acid is uniformly
distributed in its attachment to the peptidoglycan, it
must be intimately associated with peptidoglycan
throughout the wall.

Teichoic acids are often covalently attached to
glycolipids which are part of the plasma membrane.
For example, the glycerolteichoic acid of Streptococcus
faecium contains about 28 monomer units of glycerol
phosphate, approximately 60% of which carry residues
of kojibiose (Gluα1 → 2Glu) as a phosphatidylkojibiosyl
diacylglycerol membrane anchor.600  Teichuronic acids
contain uronic acids:

[→4(N-acetyl)–ManAβ1→6Glcα1–]n

From Micrococcus luteus601

From Bacillus megaterium602

Nearly 800 of the foregoing tetrasaccharide units
are joined to give a large, densely packed, ~ 500-kDa
polymer.  The reducing end of the polymer is
covalently attached to the peptidoglycan layer.

Mycobacteria.  Most mycobacterial species seem
to be harmless saprophytic soil bacteria of the gram-
positive group.  However, tuberculosis (caused by
Mycobacterium tuberculosis) may infect one-third of the
inhabitants of the earth603 and kills about three million
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→4Glcβ1→3Rhaα1→4Rhaα1–
3

→

GlcAβ1
n

people per year.604  Leprosy, caused by M. leprae,
affects 10 million or more.605  Most antibiotics are not
effective against mycobacteria because of the unusual
nature of their multilayered cell walls.  The muramic
acid of their peptidoglycans contains glycolyl groups
instead of acetyl groups, perhaps providing extra
hydrogen bonding within the wall.604  Most character-
istically, they are rich in lipid materials.  Among these
are a unique polysaccharide, a highly branched
arabinogalactan, that is covalently attached to
muramic acid residues of the peptidoglycan.
Clusters of arabinofuranosyl units at the nonreducing
ends of the chains are esterified with mycolic acids
(Section A,1).10,604,605  Mycobacteria also contain
lipoarabinomannans that act as major antigens.603,606

Some mycobacterial species synthesize small
glycopeptidolipids that may disrupt cell membranes
of hosts.607  Mycobacteria don’t produce toxins of
usual types but cause slow, long-lasting infections.

Other bacterial coats. Archaebacteria not only
have unusual plasma membranes that contain
phytanyl and diphytanyl groups (Section A,3)608 but
also have special surface layers (S-layers) that may
consist of many copies of a single protein that is
anchored in the cell membrane.609  The surface protein
of the hypothermic Staphylothermus marius consists of a
complex structure formed from a tetramer of 92-kDa
rods with an equal number of 85-kDa “arms.”610,611  S-
layers are often formed not only by archaebacteria but
also by eubacteria of several types and with quite
varied structures.612– 614  While many bacteria carry
adhesins on pili, in others these adhesive proteins are
also components of surface layers.615  Additional
sheaths, capsules, or slime layers, often composed of
dextrans (Chapter 4) and other carbohydrates, sur-
round some bacteria.

2.  The Surroundings of Animal Cells

Cells in the external epithelial layers are always
surrounded by a protective covering of some kind.
Our own skin is made up of specialized cells which
become filled with microfibrils of keratin as they move
outward and become the relatively dry nonliving
external surface (Box 8-F).  Internal epithelial cells
secrete protein and carbohydrate materials that form a
thin basement membrane around the exposed parts
of the cells.  The connective tissue that lies between
organs and which also includes tendons, cartilage, and
bone consists of a relatively small number of cells
surrounded by a “matrix” consisting of the protein
fibers collagen and elastin in a “ground substance”
rich in proteoglycans (Chapter 4).616– 618  In bone, the
calcium phosphate is deposited within this matrix.
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ensures that the three chains remain in proper register
in the triple helix while the procollagen is converted
into collagen, a process involving additional
crosslinking.

Before this “maturation” can occur there must be
other modifications to procollagen.  These begin while
the peptide chains are still attached to ribosomes of the
rough ER.  Hydroxylases (Chapter 18) localized in the
membranous vesicles of the ER convert some of the
proline and lysine residues of the procollagen chains
into 4-hydroxyproline625,629,630 and hydroxylysine
(Eqs. 8-6 and 8-7).  Lesser amounts of 3-hydroxypro-
line are formed.  About 100 molecules of 4-hydrox-
yproline and 50 of 5-hydroxylysine are created in each
α1 chain.

Galactosyl units are then transferred onto some of
the hydroxyl groups of the hydroxylysine side chains,
and glucosyl groups are transferred onto some of the
galactosyl groups.  This glycosylation may prevent
incorrect association of the procollagen molecules.

The collagens.  The most abundant proteins in
the body are the collagens,619– 624 a family of closely
related materials that account for 20% of the total
protein in higher animals.  Collagens make up much
of the organic mass of skin, tendons, blood vessels,
bone, the cornea, vitreous humor of the eye, and
basement membranes.  They are found in every
metazoan phylum studied.  There are at least 16 types
in the human body.625  Type I collagen, which accounts
for 90% of the total, is the major form occurring in
skin, tendon, and bone.  It is synthesized by the
fibroblasts and is excreted into the extracellular space
where it is polymerized into a durable long-lived
material.  Collagen II is found exclusively in cartilage
and the vitreous humor of the eyes.  Form III is located
in blood vessels and intestines and is prominent in
embryonic tissues.  Collagen IV is the major form
found in basement membranes.  Some other collagens
and characteristic features are listed in Table 8-4.

All collagens contain the triple-helical structure
shown in Fig. 2-23.  Collagen I consists of two chains
of one kind (α1) and one of another (α2), while most
other collagens have three identical chains.  In these
chains over 1000 residues have the characteristic
GlyXY sequence.624,626  At each end of the rodlike
molecules short segments of the peptides fold into
globular domains.  For type I collagen 16 residues at
the N termini and 25 at the C termini form these
domains.  Collagens are synthesized as intracellular
precursors known as procollagens.  The three chains
of procollagens are much longer than in the mature
proteins and have larger non-triple-helical ends (Fig.
8-31).  The C-terminal extensions are crosslinked by
S – S bridges.625,627  Synthesis of the collagen chains
requires at least six minutes after which they are
released into the cisternal space of the ER, associate,
and become crosslinked (Fig. 8-32).  This crosslinking

Figure 8-31  Schematic representation of type
I procollagen.  The molecule is composed of
two identical proα1 chains (solid lines) and
one proα2 chain (dashed line).  In addition to
the central triple-helical region that gives rise
to the collagen molecule, as portrayed in Fig.
2-23(C), the precursor contains amino- and
carboxyl-terminal non-triple-helical domains.
The amino-terminal domain is composed of a
presumably globular region, a short collagen-
like segment, and a non-triple-helical region in
which cleavages by the amino-terminal
protease occur.  Interchain disulfide bonds are
limited to the carboxyl-terminal domain.  The
short telopeptides at the ends of collagen α
chains represent the residual sequences of the
linkage regions between the collagen helix and
the terminal domains.  After Prockop628 and
Byers.625
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Figure 8-32  Scheme summarizing the biosynthesis of a fibrillar collagen by a fibroblast.  (A)  Assembly of pro-α chains in cisternae
of the rough endoplasmic reticulum; posttranslational hydroxylations and glycosylations; association and disulfide bonding of
C-propeptides; and zipper-like folding of the triple helix by nucleated growth.  (B)  Proteolytic processing of procollagen to collagen;
self-assembly of fibrils by nucleated growth; and covalent crosslinking of the fibrils.  The collagen molecule is first shown as a triple
helix and then either as a wavy line to depict a molecule assembling on the surface of a fibril or as a rectangle to depict the quarter-
staggered assay of monomers in a fibril.  The proteolytic processing of procollagen and assembly of fibrils may occur within crypts
of fibrils as shown here or perhaps at some distance from the cell.  After D. J. Prockop.628

Within the extracellular space two procollagen
peptidases act to cleave a 35-kDa peptide from the C
terminus631 and a 20-kDa peptide from the N-terminal
end of each of the three chains of the secreted
procollagen.  The amino acid composition of the
peptides removed is quite unlike that of the remaining
collagen monomer (also called tropocollagen) which
contains one-third glycine and much proline.

The three-stranded monomers of collagens I–III
are rods of dimensions ~ 1.4 x 300 nm (Fig. 8-23).
When they reach their final location they associate and
become crosslinked to form strong fibers with diam-
eters ranging from 8 nm to 0.5 m.  Tendons tend to
contain large fibrils, while those in bone are small.
The smallest 8-nm fibrils must contain about 20 triple
helices in a single cross section but the successive
monomers are staggered by 6.4 – 6.7 nm (234 residues
for type I collagen) in such a way that 3-nm gaps are

E. The Extracellular Matrix and Cell Walls

left between the ends (Fig. 8-32).  These gaps give rise
to the characteristic banding pattern seen in the fibrils
in Fig. 2-23D.  Finer analysis of the bands together
with the known sequences shows that the bands also
reflect the locations of residues with charged side
chains.632  These ionized groups are thought to pro-
vide electrostatic stabilization to the fibrils.633  The
exact packing of the collagen molecules into sheetlike
or microfibrillar crystalline arrays is still uncertain.634

However, there is agreement on the staggered
arrangement634a and upon the fact that precisely
formed crosslinks with neighboring rods prevent
the gaps from weakening the fibrils.

Crosslinking of collagen is initiated by oxidation
of some of the lysyl and hydroxylysyl side chains from
amino groups to aldehyde groups under the action of
a copper-containing oxidase (Eq. 8-8, Chapter 18).  The
aldehyde groups enter into a variety of reactions that
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lead to crosslinking of the collagen monomers and to

the formation of insoluble fibers.635  One reaction is
an aldol condensation followed by elimination of
water (Eq. 8-9, step a).  If one of the two aldehydes
involved in the condensation is derived from hydroxy-
lysine and the other from lysine, two isomeric conden-
sation products are formed.  The aldol condensation
product can react further:  An imidazole group from
a histidine side chain can add to the carbon–carbon
double bond and (either before or after this reaction)
another lysine side chain can form a Schiff base with
the free aldehyde.  The results of these two processes
are summarized in Eq. 8-9, step b.  The final product
histidinohydroxymerodesmosine links four different
side chain groups.  In other instances, simple Schiff
bases (aldimines) are formed between aldehyde and
ε-amino groups.  If there is an adjacent hydroxyl group
these can isomerize to ketoamines (Eq. 8-10).  Two
residues of hydroxylysine, one of which is glycosylated
as shown in Eq. 8-10, are often involved.  Borohydride
reduction (Eq. 4-2) and hydrolysis leads to isolation of
dihydroxylysinonorleucine, the predominant product
of such treatment of bone or cartilage.

Crosslinkages reducible with borohydride are
characteristic of newly formed collagen but these
disappear and are replaced by more stable crosslinks as
collagen matures.  For example, a  3-hydroxypyridine
that joins three triple helices may be formed from the
reaction of two ketoamine groupings (with elimination
of one glycosylated hydroxylysine residue).636 – 639

Similar chemistry can also produce pyrrole crosslinks.639
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The crosslinkages in collagen are not located at
random but are found in certain positions, often toward
the ends of the collagen monomers.  Thus, histidine
residues are found only at positions 89, 929, and 1034
in the α1(I) peptide chains.  Residue 9 in the N-terminal
globular portion of one chain is linked to residue 946
of another while residue 103 is linked to 1047 in the
globular C-terminal peptide.640  The variety and number
of crosslinkages vary among different species. As
collagen ages through a lifetime, glycation (Eq. 4-8)
leads to crosslinkages in which two ketoamines are
formed via glycation cyclize.641

Collagens I, II, and III form fibrils with similar
structures.  However, other collagens are longer or
shorter and aggregate in different ways.  A pepsin-
resistant part of the collagen V molecules resembles
collagens I, II, and III but it may contain an additional
non-collagenous segment at the N terminus.  Collagens
V and XI are quantitatively minor components of the
extracellular matrix but are thought to provide a core
around which the fibrils of collagens I and III may
form.642  Types XII, XIV, IX, and XVI collagens contain
interruptions in the helix which create bends, flexible
sites, and sites of increased proteolytic susceptibility.
They may link the fibrils to other components of the
surrounding matrix.643
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Forming quarter-staggered fibrils

Ia,b Skin, bone, tendon, dentin Most abundant, banded quarter-staggered fibrils 7, 17

IIIa,c Skin, blood vessels Abundant, small banded fibrils 2

Va,d Most interstitial tissues; cartilage, bone Abundant, small fibrils 2

Predominant in cartilage and bone

IIa Hyaline cartilage, vitreous humor Very abundant, small banded fibrils 12

XIa Hyaline cartilage

With interrupted triple helices

XIIa,e Embryonic tendon, periodental ligaments Fibril associated

XIVa,e Fetal skin, tendon Fibril associated

IXa,e Cartilage, vitreous humor Minor, contains attached glycosamino-
glycan, fibril associated

XVIf Cartilage Fibril associated

Forming sheets and networks

IVa,g All basement membranes Nonfibrillar network 13

Xa Mineralizing cartilage, growth plate Short chain

VIIIa,h Endothelial cells; Descemet’s Small helices linked in hexagonal arrays
membrane of the cornea

Forming beaded filaments

VIa Most interstitial tissues, intervertebral discs Beaded microfilaments

Forming anchoring fibrils

VIIa,i Basement membranes Long-chain, antiparallel dimers, anchoring fibrils

a Martin, G. R., Timpl, R., Müller, P. K., and Kühn, K. (1985) Trends
Biochem. Sci. 10, 285-287
van der Rest, M., and Garrone, R. (1991) FASEB J. 5, 2814-2823
Prockop, D. J., and Kivirikko, K. I. (1995) Ann. Rev. Biochem. 64,
403-434

b Prockop, D. J. (1990) J. Biol. Chem. 265, 15349-15352
c Nah, H.-D., Niu, Z., and Adams, S. L. (1994) J. Biol. Chem. 269,

16443-16448
d Myers, J. C., Loidl, H. R., Stolle, C. A., and Seyer, J. M. (1985)

J. Biol. Chem. 260, 5533-5541

TABLE 8-4
Types of Vertebrate Collagen

Type
number Location Characteristics

Gene location:
human

chromosome

e Shaw, L. M., and Olsen, B. R. (1991) Trends Biochem. Sci. 16, 191-194
f Myers, J. C., Yang, H., D’Ippolito, J. A., Presente, A., Miller, M. K.,

and Dion, A. S. (1994) J. Biol. Chem. 269, 18549-18557
g Hudson, B. G., Reeders, S. T., and Tryggvason, K. (1993) J. Biol.

Chem. 268, 26033-26036
h Benya, P. D., and Radilla, S. R. (1986) J. Biol. Chem. 261, 4160-4169
i Lunstrum, G. P., Sakai, L. Y., Keene, D. R., Morris, N. P., and

Burgeson, R. E. (1986) J. Biol. Chem. 261, 9042-9048
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The basement membrane collagen IV forms a non-
fibrillar network.644,645  The 400-nm-long molecules
aggregate via their identical ends.  Four molecules are
held together through their triple-helical N termini,
while the C-terminal globular domains connect pairs
of molecules.  Type IV collagen is also a proteoglycan
with a glycoaminoglycan chain attached to one of its
nonhelical domains.  It may become covalently attached
to type II collagen via a hydroxypyridine linkage.646

Dimers of the microfibrillar collagen VI are formed
from 105-nm-long monomers by antiparallel and
staggered alignment, with the 75-nm overlapping
helical segments twisting around each other to form
coiled dimers.  After a symmetrical association of dimers
to tetramers, fibrillar structures are formed by end-to-
end aggregation.  The connection of monomers to
dimers, tetramers, and polymers occurs by disulfide
bonds between triple-helical segments and globular
domains.  The 450-nm-long collagen VII molecules
associate into antiparallel dimeric structures which show
a 60-nm overlap and which subsequently assemble
laterally with their ends in register.622

At least 32 genes encode the α peptide chains of
vertebrate collagens.647,648  These chains are assembled
into the 19 known types of collagen.  Alternative splicing
of the mRNAs provides additional isoforms.649  The
collagen α2(I) gene from both the chick and human
DNA is ~ 38 kb in length and consists of 52 exons
separated by introns ranging in length from 80  to 2000
base pairs.647,650  At least nine of the exons that encode
the triple-helical regions have exactly 54 bp.  All are
multiples of 9 bp, i.e., the length needed to encode one
Gly-X-Y triplet (Chapter 2, Section D,4).  The signifi-
cance of these observations is unclear but the presence
of so many introns does suggest ways in which col-
lagen sequences could have been transferred into the
genes for such proteins as acetylcholineesterase and the
C1q component of complement.647  The human α1(I)
collagen gene also consists of 51 segments but they lie

within a shorter 18-kb length of
DNA.651  A collagen gene from
Drosophila is much less fragmented.

Collagens are found in all meta-
zoan organisms.652  Invertebrate
collagens play a variety of special-
ized roles.653  For example, minicol-
lagens from Hydra strengthen the
walls of their nematocysts.572

Elastic fibers.  The elastic
properties of lung, skin, and large
blood vessels are provided by elastic
fibers in the extracellular matrix.654

The fibers consist of amorphous
material together with the insoluble
protein elastin, which is rich in
glycine, proline, and hydrophobic

amino acids.  Its special structure (Chapter 2) provides
elasticity to the fibers.  A 72-kDa precursor tropoelastin
is secreted into the extracellular space where it is acted
upon by lysyl oxidase (Eq. 8-7) and crosslinked into
a rubber-like network.654  Remarkable crosslinkages
are formed.  Three aldehyde groups derived by oxi-
dation of lysine side chains combine with one lysine
amino group through aldol condensations, dehydration,
and oxidation to form residues of desmosine and
isodesmosine.

Cartilage and basement membranes.  Tendons
consist largely of collagen, but in most tissues the
collagen fibrils are embedded in a matrix of proteogly-
cans and various other proteins.655– 657  Both the core
proteins of the proteoglycans and the attached
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Figure 8-33  (A) Electron micrograph
of polygonal network formed by associ-
ation of collagen type IV monomers.
(B) Electron micrographs of single
molecules of laminin.  (A) and (B) from
Yurchenko and Schittny.663,663a  Courtesy
of Peter Yurchenko  (C) Structural model
of the three-chain laminin molecule
with domain designations.  From Beck
et al.670  Domains I and II are a triple-
helical coiled coil rod which, in the B1
chain, is interrupted by a small cysteine-
rich domain α.  Sites of cleavage by
cathepsin are marked by arrows.

A

B

C

G1
G2 G3 G4

G5

NH2 (B1) NH2 (B2)

III IV V VIIIIIV’VVI

IIIa

IVa

IIIb

V

VI

NH2 (A)

α

I

IVb

polysaccharides interact with collagen fibrils and with
fibronectin and other (previously discussed) cell sur-
face proteins.  The cartilage matrix658,659 consists large-
ly of proteoglycans (Fig. 4-16)660 and of several
difficult to study, insoluble proteins.  One of these is
the 148-kDa cartilage matrix protein, which yields
52-kDa subunits upon reduction.661,662  It interacts with
both proteoglycans and collagen and may help to
integrate the cartilage matrix.

Basement membranes (Fig. 1-6)663 function in part
as an exoskeleton that helps keep cells positioned.
However, the thick basement membranes of the capil-
lary walls of the glomeruli of the kidney provide the
ultrafilters that prevent most proteins from entering
the urine.  Basement membranes contain large
amounts of collagen IV, which forms a polygonal
network (Fig. 8-33A).  A second macromolecular net-
work is formed by the very large 950-kDa cross-
shaped multisubunit protein called laminin (Fig.

8-33B).664– 666  Laminin is one of a series of extracellular
proteins which appear to have arisen by shuffling of
structural modules during evolution.667  It contains
sites for binding to heparin, to integrins,668 to the
heparin sulfate proteoglycan agrin (see also Fig. 4-11),
and to the 150-kDa sulfated glycoprotein nidogen
(entactin).669   At least seven isoforms of laminin, with
varying tissue distributions, are formed, in part as a
result of alternative splicing of the mRNA tran-
scripts.666  Laminin is rich in EGF-like modules.665  An
X-ray structure of three of them shows that they form
a continuous rod of complex structure.321  A smaller
100 kDa basement membrane fibulin also contains
multiple EGF-like repeats.671  As with other extracellu-
lar structures, crosslinking of laminin and other com-
ponents of basement membranes by transglutaminase
provides additional stability.672
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BOX 8-E  GENETIC DEFECTS OF COLLAGEN STRUCTURE

Any major protein of the body is likely to be
associated with a number of genetic problems.  In the
case of collagen, the possibility for harmful mutations
is enhanced by the existence of a large number of
genes that encode the more than 16 types of collagen
which are expressed differently in different tissues.
There are known human disorders resulting from
defects in synthesis, secretion, or structure of types I,
II, III, IV, and VII collagens.  Other defects involve
lysyl hydroxylase and procollagen N-proteinase.a– d

In the severe lethal form of osteogenesis
imperfecta (brittle bone syndrome) the victims’
collagen I may contain an α1 chain lacking as many as
100 residues or a shortened α2 chain.  In other cases a
cysteine, arginine, or other amino acid has been sub-
stituted for glycine in the triple-helical region of an α1
chain.e,f  The cloning of collagen genes has permitted
an exact description and precise location of the defects
in these genes.  Alterations toward the N-terminus of
the α1 chain or in the α2 chain often cause a milder
type of osteogenesis imperfecta.g  Some patients have
deletions in the pro-α2 chains of collagen I causing the
chain to be incorporated into the collagen without
removal of the N-terminal or C-terminal peptide to
give a protein with poor stability.h  In other cases
amino acid substitutions in the α2 chain cause forma-
tion of chains with excessive posttranslational modifi-
cation.  Sometimes the α2 chain is not incorporated
into the triple helix and the collagen I formed contains
three α1 chains.

Another well established abnormality of collagen
is found in cattle suffering from dermatosparaxis, a
disease in which the skin is extremely brittle.  The
collagen chains are disorganized and have poor fiber-
forming properties.  The procollagen peptidase that
cleaves a peptide from the N termini of the chains of
procollagen is apparently defective.  A similar human
collagen disease is the Ehlers–Danlos syndrome,
which in some instances is accompanied with recur-
rent joint dislocations and curvature of the spine.  At
least ten different types of the disorder are known.d

The procollagen peptidase is sometimes lacking.i  In
other cases a person synthesizes an abnormal pro-α2
chain that is resistant to cleavage by the peptidase
because of deletion of the normal cleavage site.  In
others collagen is formed in only small amounts or
is degraded rapidly.  Some individuals lack lysyl
hydroxylase and others have a defect in mRNA
splicing which causes loss of an exon from the mRNA
and synthesis of shortened pro-α2 chains.j

Somewhat similar symptoms are observed in
lathyrism, a disease which arises when animals ingest
seeds of Lathyris odoratus, the common sweetpea.
Since lathyris peas form part of the diet of some peo-
ples, the condition is also known in humans and often
causes curvature of the spine and rupture of the aorta.

The biochemical problem has been traced to the pres-
ence in the seeds of �-cyanoalanine and of its decar-
boxylation product �-aminopropionitrile.

Although the mode of action is not certain, this com-
pound is an inhibitor of lysyl oxidase essential to the
crosslinking of both collagen and elastin.  A hereditary
defect with a similar effect in the mouse involves a
defect in lysyl oxidase.k,l

Collagen defects account for a variety of other
skeletal problemsm including some cases of the com-
mon osteoarthritis.n  Mice lacking the α1 chain of
collagen IX develop a degenerative joint disease
resembling human osteoarthritis.o  An inherited defect
in the basement membrane collagen IV is responsible
for the inherited Alport disease in which kidney
filtration is defective.p,q  Similar symptoms are observed
with the acute autoimmune disease Goodpasture
syndrome and in diabetic nephropathy.p

a Prockop, D. J. (1990) J. Biol. Chem. 265, 15349 – 15352
b Kuivaniemi, H., Tromp, G., and Prockop, D. J. (1991) FASEB J.

5, 2052 – 2060
c Prockop, D. J., and Kivirikko, K. I. (1995) Ann. Rev. Biochem. 64,

403– 434
d Byers, P. H. (1995) in The Metabolic and Molecular Bases of

Inherited Disease, 7th ed., Vol. 3 (Scriver, C. R., Beaudet, A. L.,
Sly, W. S., and Valle, D., eds), pp. 4029 – 4077, McGraw-Hill,
New York

e Cohen-Solal, L., Zylberberg, L., Sangalli, A., Gomez Lira, M.,
and Mottes, M. (1994) J. Biol. Chem. 269, 14751– 14758

f Lightfoot, S. J., Atkinson, M. S., Murphy, G., Byers, P. H., and
Kadler, K. E. (1994) J. Biol. Chem. 269, 30352 – 30357

g Marini, J. C., Lewis, M. B., Wang, Q., Chen, K. J., and Orrison,
B. M. (1993) J. Biol. Chem. 268, 2667– 2673

h Mundlos, S., Chan, D., Weng, Y. M., Sillence, D. O., Cole, W. G.,
and Bateman, J. F. (1996) J. Biol. Chem. 271, 21068 – 21074

i Holmes, D. F., Watson, R. B., Steinmann, B., and Kadler, K. E.
(1993) J. Biol. Chem. 268, 15758 – 15765

j Weil, D., D’Alessio, M., Ramirez, F., Steinmann, B., Wirtz, M. K.,
Glanville, R. W., and Hollister, D. W. (1989) J. Biol. Chem. 264,
16804– 16809

k Pope, F. M., Martin, G. R., Lichtenstein, J. R., Penttinen, R.,
Gerson, B., Rowe, D. W., and McKusick, V. A. (1975) Proc. Natl.
Acad. Sci. U.S.A. 72, 1314 – 1316

l Rowe, D. W., McGoodwin, E. B., Martin, G. R., and Grahn, D.
(1977) J. Biol. Chem. 252, 939 – 942

m Freisinger, P., Ala-Kokko, L., LeGuellec, D., Franc, S., Bouvier,
R., Ritvaniemi, P., Prockop, D. J., and Bonaventure, J. (1994)
J. Biol. Chem. 269, 13663 – 13669

n Ala-Kokko, L., Baldwin, C. T., Moskowitz, R. W., and Prockop,
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o Fässler, R., Schnegelsberg, P. N. J., Dausman, J., Shinya, T.,
Muragaki, Y., McCarthy, M. T., Olsen, B. R., and Jaenisch, R.
(1994) Proc. Natl. Acad. Sci. U.S.A. 91, 5070 – 5074

p Zhou, J., Hertz, J. M., Leinonen, A., and Tryggvason, K. (1992)
J. Biol. Chem. 267, 12475 – 12481
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BOX 8-F  SKIN

Mammalian skin must be tough, water-resistant,
self-renewing, and rapidly healing.  The outer
layers of cells or epidermis consist principally of
keratinocytes, epithelial cells specialized for for-
mation of keratin (Fig. 7-31).  In the inner layer of
the epidermis the basal stem cells divide, provid-
ing a constant outward flow of cells which become
progressively flattened, dehydrated, and filled with
keratin fibrils.a  The outer layers contain only dead
cells which are finally sloughed or abraded from the
surface.  Human epidermis is completely renewed
in about 28 days!

About 25 different human genes encode the
keratins of skin and other soft tissues.  Others specify
the keratins of hair and nails.b  Both of these hard
tissues as well as claws, hoofs, beaks, horns, scales,
quills, and feathers are largely keratin.  However,
there are additional constituents.  During the final
stages of keratinocyte differentiation a 15-nm-thick
crosslinked sheath of protein, the cornified cell
envelope (CE), forms beneath the plasma membrane.c

Crosslinkages between keratin and other proteins
are formed by the action of transglutaminases.d– f

A specialized protein involucrin, which contains
glutamine-rich repeating sequences, provides many
of the side chain amide groups for the crosslinking
reaction (Eq. 2-23).g Loricin, a protein
containing glycine-rich flexible loops,h is
also a major partner in these cross-
linkages.c,h  The histidine-rich filaggrin
undergoes complex processing before
binding to keratin fibrils to provide
another form of crosslinkage.i,j  Small
proline-rich proteins, desmosonal pro-
teins, and others are also present in the
CE.c

As the final outer stratum corneum
is formed the phospholipid bilayer
deteriorates and intercellular lipid layers
are formed.k,l  These contain principally
ceramides, cholesterol, and free fatty
acids.  Some sphingolipids are covalently
attached to proteins.a

Also present in the epidermis are
embedded macrophage-like Langerhans
cells as well as pigmented melanocytes,
cells with highly branched dendrites,
which lie just above the basal stem cell
layer.  Each melanocyte contains hun-
dreds of pigmented organelles called
melanosomes.  They contain not only
the black or reddish melanin pigments
but also the enzymes needed to form
them (Chapter 25).n,o

The dendrites of a melanocyte contact about 36
keratinocytes and are able to transfer melanosomes
to these adjacent cells.  The numbers and sizes of the
melanosomes as well as melanin structure determine
differences in skin color.m  Similar cells in amphibians,
the melanophores, also contain light receptors.p

Their melanosomes are not transferred to other cells
but may be either clustered near the center of the
cell or dispersed.  The location can be changed
quickly by transport of the melanosomes along a
network of microtubules allowing the animals to
change in response to changes in light color.q

Various stimuli, including ultraviolet irradiation of
melanocytes, cause increased synthesis of melanin
with a resultant tanningo and added protection
against sunburn.

Beneath the basement membrane of the epidermis
is the dermis, a thick, tough, collagen-rich connec-
tive tissue.  Blood vessels and nerve endings are
found in this layer, as are roots of hairs and oil and
sweat glands.r

Skin suffers from a variety of ailments includ-
ing serious hereditary diseases.a  One group of
keratinization disorders, known as ichthyoses,
are characterized by thickened, scaly skin.  Some
hereditary ichthyoses result from defects in type II

Diagram of a dendritic melanocyte surrounded by satellite kerati-
nocytes.  The Golgi area (G), where the melanosomes are synthesized, is
shown around the nucleus.  The other branched cell, higher in the
epidermis, is a Langerhans cell with its tennis racquet-shaped granules.
Courtesy of Dr. W. Quevedo, Jr.  From Montagna et al.m
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Fibrillin and Marfan’s syndrome.  Most connec-
tive tissues contain insoluble, beaded microfibrils 10 –
12 nm in diameter.  A component of some of these
microfibrils, which are often found in elastic tissue,
was purified from media used to culture human fibro-
blasts in 1986.  This protein, called fibrillin, is a single-
chain 350-kDa glycoprotein which contains ~14%
cysteine.673–674  Using a DNA probe based on the par-
tially cloned fibrillin gene, the location of the gene was
established on the long arm of chromosome 15 at a site
previously identified as that of a gene defective in
Marfan’s syndrome.  This disorder often causes dislo-
cation of lenses of the eyes and aortic aneurysm as
well as elongated limbs and fingers.  Point mutations
in the fibrillin gene have been identified in both
Marfan’s patients and family members that carry the
defective gene.675,676

The cuticles of invertebrates.  The tough elastic
cuticle of the nematode Caenorhabditis is largely col-
lagen.  However, the molecules are smaller than in

vertebrates and there are ~ 100 different genes whose
transcription gives rise to a large variety of similar
proteins.652  Cuticles of some annelids have unusually
long collagens.653,677  In contrast, the epithelial cells of
insects and other arthropods secrete chitin which
serves as the framework for development of a thick
and often hard cuticle or exoskeleton.  The cuticle also
contains a variety of proteins.678,679  In some instances
mineralization by calcium carbonate occurs.  During
the later phases of the cuticle development extensive
crosslinking of the proteins takes place.  This is largely
by reactions between modified aromatic side chains
and resembles the chemistry of formation of melanin
and lignin (Chapter 25).680

Bones, teeth, and shells.  Living organisms are
able to induce the formation of over 60 inorganic com-
pounds.681  Most of these are formed by animals.  Two
forms of calcium carbonate, calcite and aragonite,
predominate.682  These minerals form shells, exoskeleton
bones, bones, teeth, and other specialized structures.

BOX 8-F  SKIN (continued)

a Roop, D. (1995) Science 267, 474 – 475
b Takahashi, K., Paladini, R. D., and Coulombe, P. A. (1995)

J. Biol. Chem. 270, 18581– 18592
c Robinson, N. A., Lapic, S., Welter, J. F., and Eckert, R. L. (1997)

J. Biol. Chem. 272, 12035 – 12046
d Kim, S.-Y., Chung, S.-I., and Steinert, P. M. (1995) J. Biol. Chem.

270, 18026 – 18035
e Huber, M., Rettler, I., Bernasconi, K., Frenk, E., Lavrijsen, S. P.

M., Ponec, M., Bon, A., Lautenschlager, S., Schorderet, D. F.,
and Hohl, D. (1995) Science 267, 525 – 528

f Candi, E., Melino, G., Lahm, A., Ceci, R., Rossi, A., Kim, I. G.,
Ciani, B., and Steinert, P. M. (1998) J. Biol. Chem. 273, 13693 –
13702

keratin.b Lamellar ichthyosis reflects defects in
the crosslinking enzyme transglutaminase.e,f

Epidermolysis bullosa is a heterogeneous group
of disorders characterized by easy formation of
blisters.  One form has been traced to a defect in the
anchoring fibrils of type VII collagen, which tie cells
of the basal layer to the basement membrane.s,t

Others are defects in keratins of the basal or inter-
mediate layers.a  Yet others involve the lipid metab-
olism of skin, e.g. a steroid sulfatase deficiency.a

The most frequent skin disorder, which affects
about 2% of the world’s population is psoriasis.
The thickened, scaly patches can cover much of the
skin and become disabling.  The inflammation and
excessive epidermal growth are usually a T-cell
mediated immunologic response to antigenic
stimuli.p,u,v  However, there is a hereditary form.u

Other common skin disorders include actinic kera-
tosis induced by light and cancer.

g Yaffe, M. B., Beegen, H., and Eckert, R. L. (1992) J. Biol. Chem.
267, 12233 – 12238

h Hohl, D., Mehrel, T., Lichti, U., Turner, M. L., Roop, D. R., and
Steinert, P. M. (1991) J. Biol. Chem. 266, 6626 – 6636
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(1989) J. Biol. Chem. 264, 1837– 1845
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232, 50 – 66
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While some organisms promote mineral deposition
completely outside of their cell coats, the mineraliza-
tion is usually controlled by the proteins and polysac-
charides lying around and between cells.683– 687

Bone deposition begins in the proteoglycan and
collagen II matrix of cartilage.  Later these polymers
are largely replaced by collagen I which accounts for
90% of the organic material in mature bone.  Bone
collagen has a distinctive pattern of crosslink-
ing.639,688,689  Some borohydride-reducible crosslinks
remain throughout adult life.639  However, complex
hydroxypyridine and pyrrole linkages are more char-
acteristic of bone collagen.  Embedded in the bone
matrix are spidery cells, the osteocytes.  Among
these are osteoblasts,689a which secrete the collagen
and other proteins that promote the laying down of
calcium phosphate. Also present are large multinucleate
osteoclasts689b which dissolve bone and reabsorb
calcium and phosphate.  Cells of both types remain
active in mature bone, which is both a structural
material and a store of calcium and phosphorus.

How do osteoblasts induce calcium phosphate
deposition?  The first crystals laid down within the
cartilage matrix are of carbonate apatite only 2 – 3 nm
thick and tens of nanometers in length.  They are
intimately associated with the collagen and other
components of the matrix690 and may be formed with-
in matrix vesicles.691  From observations with large
biologically formed calcium carbonate crystals it is
known that proteins or other organic initiators of
crystallization can be found embedded in mature
crystals.  If the same is true in bone what are the initia-
tors?  The answer is uncertain but it is known that
without osteoblasts the partially mineralized cartilage
will not become bone.692

A key to the development of osteoblasts appears
to be an osteoblast-specific transcription factor
OS/2 or Cbfa1.693– 695  Mutations in human Cbfa1 are
linked to a series of skeletal defects.696  A unique
change accompanying conversion of a precursor cell
into an osteoblast is the formation of a 49-residue
γ-carboxyglutamate (Gla)-containing protein called
osteocalcin.697  (See also Box 15-F).  It is the most
abundant noncollagenous protein of bone.  Its three
Gla residues doubtless help to bind calcium ions and
osteocalcin may be an initiator of crystallization.
Osteocalcin has also been found in fish scales.698  Also
present in bone is a 74-residue matrix Gla protein
which has 5 Gla residues.699

Other phosphoproteins, glycoproteins, and
proteoglycans may also be required for mineral-
ization.  For example, the 286-residue glycoprotein
osteonectin323,700,701 accounts for 3% of total bone
protein.  It contains two Ca2+-binding motifs and
inhibits growth of hydroxylapatite crystals, but its role
in bone development is not clear.  One of the phos-
phoproteins of developing bone has been identified as

E. The Extracellular Matrix and Cell Walls

the 24 kDa propeptide cut from the N-terminal end of
the α1 chain of type I procollagen.702  Another bone
protein, the sialic acid-containing osteopontin has
the cell-binding sequence GRGDS identical to that in
fibronectin.703,704  Since it also binds to hydroxylapatite
this protein may form a bridge between cell surfaces
and the mineral matrix.

The mineral phase of bone is largely hydroxylapatite,
Ca10(PO4)6(OH)2 (Fig. 8-34), which is essentially in
chemical equilibrium with the calcium and phosphate
ions present in the blood serum.  Thus, bone cells can
easily promote either the deposition or dissolution of
the mineral phase by localized change in pH, concen-
trations of Ca2+ or HPO4

2–, or of chelating compounds
such as ATP or inorganic pyrophosphate.  Small 100
nm vesicles rich in acidic phospholipids and contain-
ing both Ca2+ and the enzymes alkaline phosphatase
and pyrophosphatase, may play an essential role in
calcification.  Perhaps they release the calcium and
enzymes that generate inorganic phosphate.691

Bone is noted for its continual “remodeling”
caused by the action of both osteoblasts and osteo-
clasts.704a,b  The latter are large multinuclear cells
derived from the same precursors as give rise to macro-
phages.689b,704  Osteoclasts generate a sealed, acidic
compartment on a bone surface, using a vacuolar
ATPase to pump protons from the cytosol of the osteo-
clast, using H2CO3 as a source of protons.706  The HCO3

-

then leaves cells in exchange for Cl- which then also enters
the acidified compartment.  Not only is the calcium
phosphate dissolved but lysomal enzymes digest the
organic materials.  Each osteoclast creates a long tun-

Figure 8-34  An end-on view of a crystallite of hydroxy-
lapatite.  The shaded atoms of Ca, P, and O represent an
underlying layer.  The OH– groups form a longitudinal
H-bonded array in the center.  From J. A. Weatherell and
C. Robinson,705 p. 55.  A small amount of Mg2+ is present in
place of Ca2+ and a very small fraction of the OH– is replaced
by fluoride ion which has a bone strengthening effect.
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BOX 8-G  THE BIOCHEMISTRY OF TEETH

Like other bones, mammalian teeth are com-
posed largely of collagen and hydroxylapatite.  The
much studied rat incisor is 65% mineral; about 85%
of the organic material is type I collagen.  A tooth
consists of three mineralized tissues together with
the internal blood vessels and nerves of the pulp.a

The outer layer of enamel is formed by secretion
from a thin layer of epithelial cells, the ameloblasts.
The enamel matrix is devoid of collagen but con-
tains two characteristic groups of proteins, the
amelogenins and the enamelins.

The amelogenins are hydrophobic but are also rich
in proline, histidine, and glutamic acid.a,b  They
account for 90% of the matrix proteins but are
replaced by the initially less abundant enamelinsc

in fully mineralized teeth.a,d  Another protein
present in developing enamel is ameloblastin,
which appears to be unique to amyloblasts.a  As
mineralization of the enamel progresses the matrix
is lost and 98% of the enamel is hydroxylapatite.a

Dentin is of epithelial-mesenchymal origin.
The odontoblasts secrete an extracellular matrix
that is rich in collagen I and which also contains all
of the other major bone proteins as well as a dentin
sialoproteine and poorly characterized phosphate
carriers, the phosphophoryns.

The third hard tissue of teeth is cementum,
which binds teeth to the periodental ligaments.  The
ligaments contain fibrillar collagen which inserts
into the cementum.f,g

Except for the common cold, tooth decay (caries)
is the most prevalent disease in the United States.h,i

Caries is initiated by attack of acids produced by
bacterial fermentations on the enamel.  The saliva
contains calcium and phosphate and is supersatu-

rated with respect to these ions.  As a result the
enamel surface is continuously recalcified.  The 43-
residue salivary protein statherin retards precipita-
tion of calcium phosphates from the saliva,
preventing excessive build-up of calcified deposits
on the teeth.j  Other proline-rich proteins may play a
role in recalcification repair.k

A freshly cleaned tooth surface quickly becomes
coated with a thin pellicle of salivary proteins.  This
provides a surface for growth of dental plaque,
which contains many bacteria and adhesive
polysaccharides such as dextrans.l  The latter are
generated from dietary sucrose by such bacteria as
Streptococcus mutans. (Chapter 20) and others.m

Many factors affect the probability of tooth decay.
A high sucrose diet promotes decay.n  While most
people have some trouble with tooth decay, 1 or 2
per thousand remain totally free of caries and seem
to be immune.  Many factors must affect resistance
to caries.  For example, individuals vary in the kinds
and numbers of bacteria present on teeth and in the
structure of tooth enamel.o  Addition of fluoride ion
to water supplies at a level of 1ppm (0.05 mM) is
generally believed to reduce the incidence of tooth
decay.  However, caries has been declining in many
developed countries at rates that are the same for
water with or without fluoride.p,q  If teeth escape
caries periodental disease, caused by bacteria, is
often a major problem for older people.r

a Krebsbach, P. H., Lee, S. K., Matsuki, Y., Kozak, C. A., Yamada,
K. M., and Yamada, Y. (1996) J. Biol. Chem. 271, 4431– 4435
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Glimcher, M. J. (1986) Biochemistry 25, 4879 – 4887

c Deutsch, D., Palmon, A., Fisher, L. W., Kolodny, N., Termine,
J. D., and Young, M. F. (1991) J. Biol. Chem. 266, 16021– 16028

d Robinson, C., Weatherell, J. A., and Höhling, H. J. (1983) Trends
Biochem. Sci. 8, 284 – 287

e Ritchie, H. H., Hou, H., Veis, A., and Butler, W. T. (1994) J. Biol.
Chem. 269, 3698 – 3702
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i Shaw, J. H. (1987) N. Engl. J. Med. 317, 996 – 1004
j Schlesinger, D. H., and Hoy, D. I. (1977) J. Biol. Chem. 252, 1689 –
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234–248
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(London) 286, 425 – 426
p Diesendorf, M. (1986) Nature (London) 322, 125 – 129
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r Williams, R. C. (1990) N. Engl. J. Med. 322, 373 – 382
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nel into the interior of the bone.  However, the tunnel
is soon lined with new osteoblasts and new bone is
laid down.707  In osteoporosis, a very common disease
of older persons, the rate of resorption of bone by
osteoclasts exceeds that of bone formation by osteo-
blasts.  Women typically lose 50% and men ~30% of
their calcium phosphate from vertebrae and ends of
long bones as they age.708  In osteopetrosis (marble
bone disease) excessive calcification of bone and other
tissues occurs as a result of a deficiency of carbonic
anhydrase.709  See also Chapter 13.  A disease of pro-
gressive calcification of soft tissues710 results from an
excess of bone morphogenic factor-4, one of a group
of protein factors acting on bone development (Chapter
32).631 Paget’s disease is another disorder of bone
remodeling that leads to overproduction of bone of
poor quality.711 As discussed in Box 22-C, the circulating
level of Ca2+ as well as the cellular uptake of this ion
are controlled by vitamin D and its metabolites and
by calcitonin and the parathyroid hormones.

Lack of a pyrophosphate ion pump in cartilage
cells may cause a deficit in pyrophosphate in the
surroundings of the forming bone.  In mice with a
defect in this pump bony spurs, similar to those in
human osteoarthritis, are formed.711a  Over half of the
world’s population of persons over 65 years of age are
afflicted by arthritis, over 100 types being known.711b

Calcium carbonate in several different crystalline
forms arises biologically.705,712  Sometimes the mineral
is deposited within vesicles inside the cell.  Thus some
species of the protozoan Hymenomonas use Golgi vesicles
as sites for construction of segments of plantlike cell
walls complete with crystalline calcium carbonate
plates attached to the outer surface.713  These wall
segments are then transported to their final locations.
The intricately sculptured spicules of sea urchins and
sponges are single crystals of calcium carbonate which
have grown within intracellular vesicles.687,714  Diatoms
also form their shells of nearly pure, hydrated SiO2 (See
Box 4-B) entirely within membrane-bound vesicles.715

On the other hand, shells of molluscs are usually
deposited outside the cells of the organism but again
under the influence of a protein matrix.716,717  The
animals apparently actively pump bicarbonate outward
where it reacts with Ca2+ (Eq. 8-11).718

Ca2+ + HCO3
– → CaCO3 + H+

The protons released then react with more bicarbonate
to form carbonic acid which is converted to CO2 and
water (Eq. 8-12) by the enzyme carbonic anhydrase.

A problem that arises within organisms is avoiding

crystallization under supersaturating conditions.
For example, normal urine is supersaturated with
calcium oxalate.  To prevent formation of renal calculi
(stones)719 an inhibitory glycoprotein is present and
slows the formation and growth of crystals.720  Under
some disease conditions calcium carbonate stones may
form in pancreatic ducts.  A 17 kDa lectinlike glycopro-
tein called lithostatine has been proposed to inhibit
stone formation by binding to certain planes on CaCO3
microcrystals just as antifreeze proteins (Box 4-D) inhibit
ice formation.721  However, this proposed function for
lithostatine is doubtful.722,723  Pathological deposits of
crystalline calcium pyrophosphate and basic calcium
phosphates are sometimes present in joints,724 even in
Neanderthal skeletons.725

3.  Cell Walls of Fungi and Green Plants

The cell walls of yeasts and other fungi are made
up largely of glucans, chitin, and a mannan-protein
complex.  Yeasts contain predominately glucans but
chitin is the major polysaccharide in many other fungi.
The most abundant glucan is a β1,3 linked polymer
with about 3% β1,6 linkages to the branches and a
molecular mass of ~ 240 kDa.  In addition there is about
15% of a highly branched 1,6 linked glucan containing
1,3 linked branches.  At the outer surface of the wall
are mannoproteins726– 728  which carry small serine- or
threonine-linked oligomannans as well as large highly
branched mannans linked to asparagine through the
usual N-acetylglucosamine-containing core structure.
Some of these highly branched mannan chains serve as
species-specific antigens.727  Like those of the bacterial
and animal cell surfaces, the antigens vary in structure,
a fact with important medical implications.  Curiously,
many fungi have surface fimbriae which are composed
of collagen, which is usually regarded as exclusively
an animal protein.729

Cell walls of higher plants (Fig. 1-7, 4-14) are com-
posed largely of polysaccharides.  They are discussed
briefly in Chapter 20.

E. The Extracellular Matrix and Cell Walls

H2CO3 CO2 + H2O

Carbonic
anhydrase

(8-11)

(8-12)
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Study Questions

1. Compare the chemical makeup of the extracellar
“coat” or “matrix” materials secreted by the follow-
ing cells: bacteria, fibroblasts, osteoblasts, plant
cells, fungi.

2. The iodine number of a compound is defined as the
number of grams of I2 absorbed (through addition
to C = C bonds to give a diiodo derivative) per 100 g
of fat.  NOTE:  Iodine monochloride or iodine
monobromide are the usual halogenating reagents
but the iodine number is expressed in terms of
grams of I2.  The saponification number is the
number of milligrams of KOH needed to complete-
ly saponify (hydrolyze and neutralize the resulting
fatty acids) 1 g of fat.  A pure triglyceride has a
saponification number of 198 and an iodine num-
ber of 59.7.

a) What is the relative molecular mass?
b) What is the average chain length of the fatty

acids?
c) What is the number of double bonds in the

molecule?

3. Spermaceti (a wax from the head of the sperm
whale) resembles high molecular mass hydrocar-
bons in physical properties and inertness toward
Br2/ CHCl3 and KMNO4; on qualitative analysis, it
gives positive tests only for carbon and hydrogen.
However, its IR spectrum shows the presence of an
ester linkage, and quantitative analysis gives the
empirical formula C16H32O.  A solution of the wax
in alcoholic KOH is refluxed for a long time.  Titra-
tion of an aliquot shows that one equivalent of base
is consumed for every 475 g of wax.  Water and
ether are added to the cooled reflux mixture, and
the aqueous and etheral layers are separated.  Acid-
ification of the aqueous layer yields a solid A with a
neutralization equivalent of 260 + 5.  Evaporation
of the ether layer gives solid B, which could not be
titrated.  Reduction of either spermaceti or A by
lithium aluminum hydride gave B as the only
product.

What is the likely structure of spermaceti?

4. Stearic acid (1.16 g) was dissolved in 100 ml of
ethanol.  A 10 µl portion of the resulting solution
was pipetted onto a clean surface of a dilute HCl
solution (in a shallow tray) where it spread to form
a monolayer of stearic acid.  The layer was com-
pressed (by moving a Teflon barrier across the tray)
until the surface pressure π started to rise sharply
and reached ~ 20 dyn / cm.  Note that π = γo - γ
where γ is the measured surface tension with the
film present and γo is the higher surface tension of
water alone.  The compressed film occupied a 20 x
24 cm area.  Calculate the cross-sectional area of an
alkyl chain in stearic acid.  [See J. B. Davenport, in
Biochemistry and Methodology of Lipids (A. R.
Johnson and J. B. Davenport, eds.), pp. 47-83.
Wiley-Intersience, New York, 1971; and M. C.
Phillips, in Progress in Surface and Membrane Science
(J. F. Danielli, D. M. Rosenberg, and D. A. Caden-
head, eds.) Vol. 5, pp. 139-221. Academic Press,
New York, 1972.]

5. In 1925, E. Gorter and F. Grendel (J. Exp. Med. 41,
439) reported measurements in which they extract-
ed lipid from red blood cell membranes with ace-
tone, spread the lipids as a monolayer, and
measured the area of the compressed monolayer.
They then estimated the surface area of an erythro-
cyte and calculated that the ratio of the lipids (as a
monolayer) to the surface area of the red blood cell
was 1.9 – 2.0. More modern experiments gave the
following:  each erythrocyte membrane contains 4.5
x 10–16 mol of phospholipid  and 3.1 x 10–16 mol of
cholesterol.

a) If the cross-sectional areas of phospholipid and
cholesterol molecules in a membrane are taken
as 0.70 and 0.38 nm2, respectively, what surface
area would be occupied in a monolayer?

b) If the measured surface area of an erythrocyte is
167 µm2, what is the ratio of the area calculated
in (a) to the area of the cell surface?

c) How might you explain the difference between
this answer and that of Gorter and Grendel?
See E. D. Korn (1966) Science 153, 1491– 1498.
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Study Questions

6. The following experimental observations are relat-
ed to biological membrane structure and function.
Discuss the implications of each observation with
respect to membrane structure.

a)  Many macrocyclic antibiotics (nonactin, valino-
mycin, and others) form 1: 1 complexes with
alkali metal cations in a highly selective manner.
The complexes are readily soluble in nonpolar
organic solvents.  These antibiotics increase the
electrical conductance and permeability to alkali
metal cations of synthetic phospholipid mem-
branes.  Valinomycin increases the electrical
conductance of thylakoid membranes of chloro-
plasts in the presence of K+ but not in the pres-
ence of Na+; it also uncouples oxidative phosho-
rylation in mitochondria. (See Chapter 18.)

b)  Treatment of intact chloroplasts with a galacto-
lipase releases glactose from galactosyl digly-
cerides.  Treatment of red blood cell ghosts with
phopholipase C releases about 75% of the lipid
P in water-soluble form.  In neither case is the
structural integrity of the membrane destroyed.

c)  Using sphingomyelin as a hapten, antibodies
specific for this lipid can be produced.  When
red blood cell ghosts are exposed to these anti-
bodies, it can be shown that the antibodies react,
but only on one side of the membrane.

7. Describe the structure of biological membranes and
the characteristic functions of lipid-, protein-, and
carbohydrate-containing components.  Describe the
differences between inner and outer membrane
surfaces.

8. Compare the distribution of triglycerides, phos-
phatidylcholine, phosphatidylethanolamine, sphin-
gomyelins, glycolipids, and cholesterol within cells.
Consider differences between the two sides of
membranes.

9. Consider the chemistry underlying the labeling of
cell surfaces with each of the following:
a) Lactoperoxidase,
b) galactose oxidase,
c) formylmethionylsulfone methyl phosphate,
d) the diazonium salt of diiodosulfanilic acid,
e) fluorescent antibodies,
f) antibodies conjugated with ferritin.

Write the equations for the chemical reactions
involved.  State what surface groups will be labeled
by each reagent.  List special advantages of each of
these reagents.

10. Which would be the more effective detergent in the
pH range 2 to 3, sodium lauryl sulfonate or sodium
laurate?  Why?

11. Suppose that a cell contains 10 mM Na+ and 100
mM K+ and that it is bathed in extracellular fluid
containing 100 mM Na+ and 5 mM K+.  How much
energy will be required to transport three equiva-
lents of Na+ out and two equivalents of K+ in?
Compare this with ∆G’ for hydrolysis of ATP at
pH 7.  Assume that the membrane is permeable to
Cl−.

12. An E. coli cell is said to contain about 105 molecules
of  an envelope protein of MW = 36,500.  If the
latter is spherical and the spheres are closely packed
in a hexogonal lattice, how much of the surface area
of the bacterium would be covered?  What would
the diameter of the protein be?  What spacing
would be required if 105 molecules covered the
surface completely?  Suggest a shape for the protein
molecule that is consistent with the requirement.
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Bimolecular reactions of two molecules, A and B, to give two products, P and
Q, are catalyzed by many enzymes.  For some enzymes the substrates A and B
bind into the active site in an ordered sequence while for others, binding may
be in a random order.  The scheme shown here is described as random Bi Bi in a
classification introduced by Cleland.  Eighteen rate constants, some second order
and some first order, describe the reversible system.  Determination of these
kinetic parameters is often accomplished using a series of double reciprocal
plots (Lineweaver-Burk plots), such as those at the right.
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Enzymes: The Catalysts of Cells 9

Most of the machinery of living cells is made of
enzymes.  Thousands of them have been extracted from
cells and have been purified and crystallized.  Many
others are recognized only by their catalytic action and
have not yet been isolated in pure form.  Most enzymes
are soluble globular proteins but an increasing number
of RNA molecules are also being recognized as enzymes.
Many structural proteins of the cell also act as catalysts.
For example, the muscle proteins actin and myosin
together catalyze the hydrolysis of ATP and link the
hydrolysis to movement (Chapter 19).  Catalysis is one
of the most fundamental characteristics of life.

How do we recognize that a protein or RNA mole-
cule is an enzyme?  The answer is that enzymes are
recognized primarily by their ability to catalyze a chemical
reaction.  For this reason, an everyday operation for
many biochemists is the measurement of the catalytic
activity of enzymes.  Only by measuring the rates of
the catalyzed reactions carefully and quantitatively
has it been possible to isolate and purify these remark-
able molecules.

Since the beginning of biochemical investigation
enzymes have held a special fascination for chemists
and biologists.  How can these easily destroyed sub-
stances catalyze reactions with such speed and without
formation of significant quantities of side products?
Some enzymes increase the velocity of a single chemical
reaction of a specific compound by a factor of as much
as 1010.  How can a protein do this?  In this chapter
we’ll consider both ways of measuring enzymatic
activity and basic mechanisms of catalysis.

A.  Information from Kinetics

The quantitative study of catalysis by enzymes, i.e.,
the study of enzyme kinetics, is a highly developed
branch of biochemistry.  It is one of our most important
means of learning about the mechanisms of catalysis
at the active sites of enzymes.1– 13a  By determining
rate constants k under a variety of conditions we can
learn just how fast an enzyme can act, how tightly it
binds its substrates to form the enzyme-substrate (ES)
complexes essential to catalysis, how specific it is with
respect to substrate structure, and how it is affected by
compounds that inhibit or activate the catalysis.

1.  Measuring the Speed of an Enzymatic
Reaction

A major goal in kinetic studies is to establish a rate
equation which describes the velocity of a reaction in
terms of kinetic constants and other experimentally
measurable parameters.  To measure the velocity of any
chemical reaction precisely we must start the reaction
at a definite time by rapidly mixing together the two
or more reactants.  Then, while keeping the mixture at
an accurately constant temperature and pH, we must
measure the concentration of a reactant or product after
a fixed time interval, or at various times.  No end of
ingenuity has gone into devising ways of doing this for
particular enzymes.  Whatever the procedure, the infor-
mation we must obtain is the rate at which some con-
centration changes with time.  We can then construct a
progress curve showing the decrease in concentration
[S] of the reactant (substrate) or the increase in the
concentration of product [P] with time (Fig. 9-1).
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BOX 9-A  A HISTORICAL NOTE ON ENZYMES

(9-1)

The velocity v of an enzymatic reaction is defined
as the rate at which a substrate disappears or at which
a product is formed, the two being identical:

v = –d [S] / dt = d [P] / dt

Under the steady-state conditions that usually apply
(see p. 449), the rate of increase of product will be the same
as the rate of decrease of substrate.  The units of velocity
are moles per liter per second (M s–1) or more tradition-
ally in enzymology moles per liter per minute.  We are
interested in the instantaneous velocity, which at

any time is given by the slope of the progress curve
(Fig. 9-1).  We usually want to measure the velocity
immediately after the reaction is started to avoid the
decrease in rate that comes from the depletion of sub-
strate or accumulation of products.  In some cases, as
in the example given in Fig. 9-1, this is difficult to do
with accuracy.

In some chemical reactions, which involve first-
order processes, a logarithmic plot of the progress curve
(log[S] vs t) gives a straight line so that the initial slope
need not be determined.  However, most enzyme assays
give progress curves that remain nearly linear for only

short periods of time.  In these cases we need
very sensitive methods for detecting products.
These may involve colorimetric or fluorimetric
measurements or the use of radioactive sub-
strates.  One of the most sensitive approaches
is to arrange the assay so that a product of the
reaction serves as a catalyst for another enzy-
matic process, thus amplifying the amount of
final product to be measured.14,15  Another
approach is to measure velocities of reactions
in a very small volume, e.g., 200 nanoliters,
and to continuously separate and measure
products using capillary electrophoresis and
fluorescence detection.16

If the progress curve is not a straight line
at the beginning of the reaction (0 time) and if
the amount of compound that reacts in a fixed

t 2t

If half as much enzyme is present,
it will take twice as long to reach
a given point on the progress curve.

The initial rate is given
by the slope of this line.

At any later time, the slope
is less than at time = zero.
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Figure 9-1  The progress curve for an enzymatic reaction in
which the substrate S is converted into products.

While the earliest physiologists postulated a
“vital force” to explain the chemical reactions of
cells, the existence of biochemical substances pro-
moting reactions outside of the body was recognized
at least by the early 1600s.  However, the role of
yeast in fermentation was still unknown and it was
thought that both alcoholic fermentation and animal
digestion were caused by unknown substances
called ferments.  In 1752, Reamur demonstrated the
solvent power of the gastric juice of birds and by 1783
Spallanzani had extended the studies to humans
and other species.a  In 1836 Schwann isolated the
enzyme pepsinb from gastric juice.

In the same year Jacob Berzelius introduced the
concept of catalysis, which he developed as a result
of studies of the effects of acids and bases in pro-
moting the hydrolysis of starch and of the effects of
metals on the decomposition of hydrogen peroxide.
Berzelius proposed the term catalyst from the Greek
“katalysis,” meaning “dissolution.”  Although he
had been concerned primarily with inorganic cata-
lysts, Berzelius recognized that a natural catalyst,

an amylase that causes the hydrolysis of starch, had
already been isolated from germinating barley in
1833 and that “in living plants and animals thou-
sands of catalytic processes take place.”c  Some
chemists and physiologists accepted Berzelius’
concept of biochemical catalysis immediately, but
many did not.  The matter was complicated by
Pasteur’s discovery that yeast cells were the caus-
ative agent of alcoholic fermentation.  Only after
Edward Buchner’s reports in 1897 that a juice
formed by grinding yeast with sand and filtering
could still ferment sugar (see Chapters 15 and 17)
was the reality of enzymes in metabolismd generally
accepted.  The word enzyme (from the Greek “in
yeast”) was introduced earlier by F. W. Kuhne, pro-
fessor of physiology in Heidelberg and a person
who had accepted Berzelius’ concept.c

a Richmond, C. (1986) Trends Biochem. Sci. 11, 528 – 530
b Schwann, T. (1836) Arch. Anat. Physiol., 90 – 138
c Hoffmann-Ostenhof, O. (1978) Trends Biochem. Sci. 3, 186 – 187
d Buchner, E. (1897) Ber. Deut. Chem. Ges. 30, 117 – 124
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1 2

(9-5)

(9-4)

(9-3)

A.  Information from Kinetics

interval of time is taken as the rate, an erroneous
answer will be obtained. Sometimes an integrated
rate expression that describes the time course of
product formation can be used (see Eq. 9-22).  Even
when the progress curve is nonlinear as shown in Fig.
9-1, it is possible to estimate relative rates by noting
that in most cases if one unit of enzyme yields a cer-
tain amount of product in time t1, the same amount of
product will be formed by n units of enzyme in time
t1/n.

First-order reactions. In many chemical reactions
the rate of decrease of the concentration of a given
reactant [A] is found experimentally to be directly
proportional to the concentration of that reactant at
any given time:

v = –d [A] / dt = k [A]

Such a reaction  is described as first order and the pro-
portionality constant k is known as the rate constant.
Such first-order kinetics is observed for unimolecular
processes in which a molecule of A is converted into
product P in a given time interval with a probability
that does not depend on interaction with another
molecule.  An example is radioactive decay.  Enzyme–
substrate complexes often react by unimolecular pro-
cesses.  In other cases, a reaction is pseudo-first order;
compound A actually reacts with a second molecule
such as water, which is present in such excess that its
concentration does not change during the experiment.
Consequently, the velocity is apparently proportional
only to [A].

A first-order rate constant k has units of s–1.  When
[A] = 1, v = k.  Thus, k is a measure of the speed in mol
l–1 s–1 of the reaction of a substance at unit activity.
As a first-order reaction proceeds, [A] decreases and
at time t is given by any one of the following three
equivalent expressions (Eq. 9-3).  These are obtained
by integration of Eq. 9-2 in which t0 is the time at
which the reaction was started.

[A] = A0e–kt

ln ( [A 0] / [A] ) = kt
log [A 0] – log [A] = kt/ 2.303

Equation 9-3 is the equation of exponential decay.  A
characteristic of exponential decay is that [A] is halved
in a time that is independent of concentration. The
half-life is t :

t  = ln 2 / k = 0.693 / k

The relaxation time τ for A is defined by Eq. 9-5 and
represents the time required for the concentration [A]
to fall to 1/ e (or ~ 0.37) of its initial value.

Turnover numbers and units of activity.  When
an enzyme is catalyzing product formation at the maxi-
mum possible rate, Vmax, we can usually assume that
the active site of every molecule of enzyme contains a
substrate in the form of an intermediate enzyme–
substrate complex ES and that this complex is being
converted to products according to Eq. 9-6:

d [P] / dt = Vmax = k [ES] = k [E]t
or Vmax = kcat[E]t

Here Et is the total enzyme, namely, the free enzyme
E plus enzyme–substrate complex ES.  The equation
holds only at substrate saturation, that is, when the
substrate concentration is high enough that essentially
all of the enzyme has been converted into the inter-
mediate ES.  The process is first order in enzyme but
is zero order in substrate.  The rate constant k is a
measure of the speed at which the enzyme operates.
When the concentration [E]t is given in moles per liter
of active sites (actual molar concentration multiplied by
the number of active sites per mole) the constant k is
known as the turnover number, the molecular activity,
or kcat. The symbol kcat is also used in place of k in Eq.
9-6 for complex rate expressions in which kcat cannot
represent a single rate constant but is an algebraic
expression that contains a number of different constants.

Turnover numbers can be measured only when
the concentration of the enzyme is known.  Partly for
this reason the activity of an enzyme is usually given
as specific activity, the units of activity per milligram
of protein.  One international unit is the amount of
enzyme that produces 1 µmol of product per minute
under standard (usually optimal) conditions.  The
International Union of Biochemistry17 has recommended
a larger unit, the katal (kat), the amount of enzyme
that converts one mol s–1 of substrate to product.

1 kat = 6 x 107 international units
1 international unit = 16.67 nkat (nanokatals)

If the enzyme is pure and is saturated with substrate
under the standard assay conditions, the following
relationships hold.

Turnover No. = katals/mol of active sites
= [nkat/mg] x Mr x 10 – 6/n
= [international units/mg] x Mr x 10 –3/60n

Here Mr is the relative molecular mass of the enzyme
and n is the number of active sites per molecule.  Since
the activity of an enzyme is dependent on both tem-
perature and pH, these variables must be specified.

Turnover numbers of enzymes vary from <1 to
~ 106 s–1.  Trypsin, chymotrypsin, and many intracellular

(9-2)

(9-6)

1 2

1 2τ = 1/k = t /ln 2



458 Chapter 9.  Enzymes:  The Catalysts of Cells

enzymes have turnover numbers of ~ 102 s–1.  The
fastest enzymes, which include catalase (Chapter 16),
carbonic anhydrase (Chapter 13), and �5-3-oxosteroid
isomerase (Chapter 13), have maximum turnover
numbers of 2 x 105 s –1 or more.  Compare these reaction
rates with those of a typical organic synthesis in the
laboratory.  A reaction mixture must often be heated
for hours (k < 10–3 s–1).  Many enzymes accelerate rates
by factors of greater than 106 over those observed in
the absence of an enzyme at a comparable temperature
and pH.  Enzymes often bring two or more substrates
together, binding them at a specific location in their
active sites.  Because of this, rapid reactions can be
catalyzed even when the reactants are present in low
concentrations.

Second-order reactions.  For a chemical reaction
to occur between two molecules, A and B (Eq. 9-7),
they must meet and collide.

The velocity of such a second-order process is charac-
terized by a bimolecular rate constant k2 and is pro-
portional to the product of the concentrations of A
and B:

v = k2[A]  [B]

The units of k2 are M–1 s–1.  If [B] is present at unit
activity, the rate is k2[A], a quantity with units of s–1.
We can see that the bimolecular, or second-order, rate
constant for reaction of A with B may be compared
with first-order constants when the second reactant
B is present at unit activity.  In many real situations,
reactant B is present in large excess and in a virtually
constant concentration.  The reaction is pseudo-first
order and the experimentally observed rate constant
k2[B] is an apparent first-order rate constant.  The bimole-
cular rate constant k2 can be obtained by dividing the
apparent constant by [B].

Reversible chemical reactions.  In any reversible
process, we must consider rate constants for both the
forward and the reverse reactions.  At equilibrium a
reaction proceeds in the forward direction at exactly
the same velocity as in the reverse reaction so that no
change occurs.  For this reason there is always a rela-
tionship between the equilibrium constant and the rate
constants.  For Eq. 9-9, k1 is the bimolecular rate constant

for the forward reaction and k2 the unimolecular rate
constant for the reverse reaction.  The equilibrium
constant K can easily be shown, from Eq. 9-2 and 9-8,
to equal k1/k2 for the reaction of Eq. 9-9.

The student should be aware that in kinetic equa-
tions rate constants are usually numbered consecutively
via subscripts and that the subscripts do not imply any-
thing about the molecularity.  The system which is used
here employs odd-numbered constants for steps in the
forward direction and even-numbered constants for
steps in the reverse direction.  However, many authors
number the steps in the forward direction consecutively and
those in the reverse direction with corresponding negative
subscripts.

What relationships exist between experimentally
observable rates and k1 and k2 for a reversible reaction?
Consider first the simplest case (Eq. 9-10):

If pure A is placed in a solution, its concentration will
decrease until it reaches an equilibrium with the B
which has been formed.  It is easy to show that in this
case [A] does not decay exponentially but [A] – [A]equil
does.  If log([A] – [A]equil) is plotted against time a
first-order rate constant k, characteristic of the rate of
approach to equilibrium, will be obtained.  Its relationship
to k1and k2 is given by Eq. 9-11.

k = k 1 + k 2

The relaxation time τ for approach to equilibrium can
be expressed as follows:

τ –1 = k = τ 1–1 + τ 2–1 = k 1 + k 2

and for the more complex case of Eq. 9-9 as

k = τ –1 = k 1( [A]e + [B]e) + k 2

where [A]e and [B]e are the equilibrium concentrations
of A and B.18

2. Formation and Reaction of Enzyme–
Substrate Complexes

An abundance of evidence indicates that the first
step in enzymatic catalysis is the combining of the
enzyme and substrate reversibly to form a complex,
ES (Eq. 9-14).  Formation of the complex is normally
reversible.  ES can either break up to form enzyme
and substrate again or it can undergo conversion to a
product or products, often by a unimolecular process.
Three rate constants are needed to describe this system
for a reaction that is irreversible overall.  A complete

A + B P
k2

(9-7)

(9-8)

A + B P
k1

k2

(9-9)

A B
k1

k2 (9-10)

(9-11)

(9-12)

(9-13)

Equilibrium constant
P
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k

k
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description of the kinetic behavior is fairly involved.

For example, the kinetics may be different within cells,
where molar concentrations of enzymes often exceed
those of substrate, than in the laboratory.  In most
laboratory experiments the enzyme is present at an
extremely low concentration (e.g., 10–8 M) while the
substrate is present in large excess.  Under these cir-
cumstances the steady-state approximation can be
used.  For this approximation the rate of formation of ES
from free enzyme and substrate is assumed to be exactly
balanced by the rate of conversion of ES on to P.  That is,
for a relatively short time during the duration of the
experimental measurement of velocity, the concentra-
tion of ES remains essentially constant.  To be more
precise, the steady-state criterion is met if the absolute
rate of change of a concentration of a transient inter-
mediate is very small compared to that of the reactants
and products.19

The Michaelis–Menten equation (Eq. 9-15)
describes the initial reaction rate of a single substrate
with an enzyme under steady-state conditions.

This can be rearranged as follows:

Equation 9-15 provides a relationship between the
velocity observed at a particular substrate concentration
and the maximum velocity that would be achieved at
infinite substrate concentration.  The quantities Vmax
and Km are often referred to as the kinetic parameters
of an enzyme and their determination is an important
part of the characterization of an enzyme.  Equation
9-15 can be derived by setting the rate of formation of
the ES complex (k1[E][S]) in the steady state equal to
its rate of breakdown, ([k2 + k3][ES]).  Rearranging and
substituting Km, as defined in Eq. 9-15, we obtain Eq.
9-17.

Using this equation, together with a mass balance
relationship ([E] = [E]t – [ES]), we can solve for [ES]/[E]t,
the fraction of enzyme combined as enzyme–substrate
complex (Eq. 9-18).

The maximum velocity, Vmax = k3[E]t, is attained only
when all of the enzyme is converted into ES.  Under
other conditions v = k3[ES] and Eq. 9-19 holds.

[ES] / [E] t = v/Vmax

Substituting from Eq. 9-19 into Eq. 9-18 gives the
Michaelis–Menten equation (Eq. 9-15).

In many cases, the rate at which ES is converted
back to free E and S is much greater than the rate of
conversion of ES to products (k2 » k3).  In such cases Km
equals k2/k1, the dissociation constant for breakdown
of ES to free enzyme and substrate (sometimes called
Ks).  Thus, Km sometimes has a close inverse relationship
to the strength of binding of substrate to enzyme.  In such
cases, 1/Km is a measure of the affinity of the substrate
for its binding site on the enzyme and for a series of
different substrates acted on by the same enzyme.
The more tightly bound substrates have the lower
values of Km.  But beware!  The condition that k3 is
negligible compared to k2 may be met with some
(poorer) substrates but may not always be met by
others.  From Eq. 9-15 we see that Km is always greater
than or equal to KS, but it may be less than KS for more
complex mechanisms.

Figure 9-2 shows a plot of velocity against substrate
concentration as given by Eq. 9-15.  The position of
Vmax on the ordinate is marked, but it should be clear
that the experimental velocity (v) can never attain Vmax
unless [S] is very high relative to Km.  The value of v
approaches Vmax asymptotically.  Since Km is defined
as the value of [S] at which v = Vmax/ 2, its value can
be estimated from Fig. 9-2.  However, Km cannot be
determined reliably because of the difficulty of estab-
lishing the value of Vmax from a plot of this type.  Notice
that the curve of Figure 9-2 is identical in form to the
saturation curve for reversible binding shown in Fig. 7-1.

A.  Information from Kinetics
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Figure 9-2  Plot of observed velocity v vs substrate concen-
tration [S] for an enzyme-catalyzed reaction.
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Linear forms for rate equations.  To obtain Km
and Vmax from experimental rate data, Eq. 9-15 can be
transformed by algebraic rearrangement into one of
several linear forms.  The popular double-reciprocal
or Lineweaver–Burk plot of 1/ v against 1/ [S] (Fig. 9-3)
is described by Eq. 9-20.  The values of K m/Vmax and
1/Vmax can be evaluated from the slope and intercept,
respectively, of this straight line plot.

Another linear plot, the Eadie–Hofstee plot, is that
of v/ [S] vs v (Fig. 9-4).  It is related to the Scatchard
plot (Fig. 7-3) and is fitted by Eq. 9-21.

While the point for [S] = 0 and v = 0 cannot be plotted,
the ratio v/ [S] approaches Vmax/Km as v approaches
zero.  Notice the distribution of the points in Fig. 9-4.
Substrate concentrations were chosen such that the
increase in velocity from point to point is more or less
constant, a desirable experimental situation.  The points
on the Eadie–Hofstee plot are also nearly evenly dis-
tributed, but those of the Lineweaver–Burk plot are
compressed at one end.  (However, if the substrate
concentrations for successive points are selected in
the ratios 1, 1/ 3, 1/ 5, 1/ 7, and 1/ 9, the spacing will
be uniform on the Lineweaver–Burk plot.)  A second
advantage of the Eadie–Hofstee plot is that the entire
range of possible substrate concentration from near
zero to infinity can be fitted onto a single plot.

As pointed out at the beginning of Section A,
depletion of substrate with time lowers [S] from its
initial value to some extent.  This can have an especially
adverse effect on points obtained at low [S], e.g., points
on the right side of Fig. 9-3 or on the left side of Fig.
9-4.  Equations 9-20 and 9-21 will be more precise if the
average substrate concentration over the time period
of the assay, rather than that at zero time,20 is used.

Nonlinear equations and integrated rate
equations.  In discussions of the control of metabolism
through regulation of enzymatic activity, it is often
better to plot v against log [S] as in Fig. 9-5.  This plot
also has the virture that the entire range of attainable
substrate concentrations can be plotted on one piece
of paper if the point for [S] = 0 (at minus infinity) is
omitted.  The same scale can be used for all enzymes.
The plot is S-shaped, both for simple cases that are
represented by Eq. 9-15 and for enzymes that bind
substrate cooperatively (Section B,5).  Thus, the
classification or “hyperbolic” vs “sigmoidal” is lost.
However, the degree of cooperativity can be directly
measured from the midpoint slope of the curve.  A
disadvantage is that it is awkward to measure Vmax
from a plot of this type, and it may be preferable to
obtain it from a linear plot (Figs. 9-3 or 9-4).  Alterna-
tively, computer-assisted methods can be used to
obtain both Km and Vmax and to fit a curve to the exper-
imental points as in Fig. 9-5.

An attractive alternative to the use of initial veloci-
ties and linear plots is to measure the kinetic parame-
ters Vmax and Km using points all along the progress
curve (Fig. 9-1).  Various procedures for doing this
have been devised.21,22  For example, the integrated
form of Eq. 9-15 can be given as Eq. 9-22 or 9-23.

Figure 9-3  Double-reciprocal or Lineweaver–Burk plot of
1/v vs 1/ [S].  The intercept on the vertical axis gives 1/Vmax
and the slope gives Km /Vmax.  The intercept on the horizontal
axis equals –1/Km.
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Vmax t = [S] 0 – [S] + K m ln ( [S] 0/ [S] )

Here [S]0 is the initial substrate concentration at t = 0
and [S] and [P] are the substrate and product concen-
trations at any later time.  In one type of linear plot,21

based on Eq. 9-23, ([S]0 – [S]) / t is plotted against 1/ t
ln ([S]0/ [S]), the slope of the plot being –Km and the
intercepts being Vmax and Vmax  /Km.  Computer pro-
grams are available for analysis of enzymatic progress
curves, even for complex mechanisms.23,24

Kinetics with high enzyme concentrations.
Laboratory studies of the kinetics of purified enzymes
are usually conducted with enzyme concentrations of
10–7 to 10–10 M, but within cells enzyme concentrations
are probably often in the range 10–6 to 10–5 M,25 which
may be higher than the concentrations of the substrates
upon which the enzymes act.  Be cautious in drawing
conclusions about kinetics under such circumstances!
Methods have been devised for handling kinetic data
when the concentration of enzyme is greater than Km,
a condition that can lead to intolerably high errors if
the usual equations are applied.26,27

3.  Diffusion and the Rate of Encounter of an 
Enzyme with Substrate

What determines the value of k1 in Eq. 9-14?  This
rate constant represents the process by which the sub-
strate and enzyme find each other, become mutually
oriented, and bind to form ES.  If orientation and bind-
ing are rapid enough, the rate will be determined by
the speed with which the molecules can come together
by diffusion.  Large molecules in solution are free to
travel for only a tiny fraction of their diameter as a
result of their frequent collision with solvent molecules.

Presence of a competitive
inhibitor will shift entire
curve according to Eq. 9-59
so that higher substrate
concentrations are required
to reach saturation.

log Km–2 log Km–1 log Km log Km+1

log10 [S]

Vmax
v

Vmax
1
2

Figure 9-5  Plot of v against log [S] for an enzyme-catalyzed reaction.
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The result is visible in the Brownian
movement of microscopic particles sus-
pended in a fluid.  If an individual particle
is followed, it is seen to undergo a “random
walk,” moving in first one direction then
another.  Albert Einstein showed that if the
distances transversed by such particles in
a given time ∆ t are measured, the mean
square of these ∆ x values ∆2 can be related
by Eq. 9-24 to the diffusion constant D
(which is usually given in units of cm2s–1).

∆2 = 2 D ∆ t

For molecules, the Brownian move-
ment cannot be observed directly but the

diffusion constant can be measured, for example, by
observing the rate of spreading of a boundary between
two different concentrations of the substance.28 The
diffusion constant for 1H2HO (HDO) in H2O at 25°C is
2.27 x 10–5 cm2 s–1, and the values for the ions K+ and
Cl– are about the same.29  For many small molecules D
is approximately 10–5 cm2 s–1, and the value decreases as
the size of the molecule increases.  Thus, for the 13.7-kDa
ribonuclease, D = 1.1 x 10–6 cm2 s–1, and for the 500-kDa
myosin, D is ~ 1 x 10–7 cm2 s–1.  For the spherical particle
the Stokes–Einstein equation (Eq. 9-25) can be used
to relate the diffusion coefficient to the radius, the
coefficient of viscosity η, the Boltzmann constant kB,
and the temperature (Kelvin) T.

To estimate the rate constant for a reaction that
is controlled strictly by the frequency of collisions of
particles, we must ask how many times per second
one of a number n of particles will be hit by another of
the particles as a result of Brownian movement.  The
problem was analyzed in 1917 by Smoluchowski,30,31

who considered the rate at which a particle B diffuses
toward a second particle A and disappears when the
two collide.  Using Fick’s law of diffusion, he concluded
that the number of encounters per milliliter per second
was given by Eq. 9-26.

Number of encounters/ml s–1 =
4 π (DA + DB) (rA + rB ) nA nB

Here DA and DB are the two diffusion coefficients, rA and
rB are the radii (in Å) of the two particles, and nA and nB

are the numbers of particles per milliliter.  The number
of encounters per liter per second is (4π /1000) (DA + DB)
(rA + rB) N 2 [A][B], where N is Avogadro’s number.
Dividing this frequency by N gives the rate of collision
v in M s–1, a velocity that can be equated (Eq. 9-27)
with kD [A] [B], where kD is a second-order rate constant

A.  Information from Kinetics
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Division of Eq. 9-31 by Eq. 9-32 gives the volume swept
out per second by one particle:

∆ V/∆ t = kBT/ 3 η cm3 s–1

Since the collision radius for two particles of equal size
is two times the particle radius, the effective volume
swept out will be four times that given by Eq. 9-33.
Since both particles are diffusing, the effective diffusion
constant will be twice that used in obtaining Eq. 9-28.
Thus, the effective volume swept out by the particle
in a second will be eight times that given by Eq. 9-33.
The volume swept out by one mole of particles is equal
to kD (recall that the second-order rate constant has
dimensions of liter mol–1 s–1).  Thus, when converted
to a moles per liter basis and multiplied by 8, Eq. 9-33
should (and does) become identical with the Smolu-
chowski equation (Eq. 9-30).

The volume given by Eq. 9-33 is about 1.4 x 10–11

cm3, which could be represented approximately by a
cube 2.4 µm on a side.  If we compare this volume with
that of a cell (Table 1-2) or of an organelle, we see that
in one second an enzyme molecule will sweep out a
large fraction of the volume of a small cell, mitochon-
drion, chloroplast, etc.

The “cage effect” and rotation of molecules.  It
is of interest to compare the bimolecular rate constant
for encounters calculated by the Smoluchowski theory
(Eq. 9-29) with the corresponding bimolecular rate
constant for molecular collisions given by the kinetic
theory of gases (Eq. 9-34).

Here mA and mB are the masses of the two particles.
This rate constant is also relatively independent of
molecular size and for spheres varies from (4 to 11) x
1011 M–1 s–1, over an order of magnitude greater than
the rate constant for encounters.  In a solution, mole-
cules still collide at about the same rate as in a gas so
that 100 to 200 collisions occur between two particles for
each encounter.  However, during the time of the single
encounter, the particles are together in a solvent “cage.”
While in this solvent cage, both substrate and enzyme
molecules undergo random rotational motions.  Suc-
cessive collisions bring them together in different
orientations, one of which is likely to lead to a suffi-
ciently close match of complementary surfaces (of
substrate and binding site) so that formation of a
“productive” ES complex takes place.

Molecular rotation in a solution is described quan-
titatively by diffusion laws (analogous to Fick’s laws)

(9-31)

which determines the diffusion controlled limit,
that is, the maximum possible rate of a reaction.

This equation can be rearranged to Eq. 9-28.

While this equation is thought to overestimate the
diffusion-limited rate constant slightly, it is a good
approximation.  If the diffusing particles are approxi-
mately spherical, diffusion constants DA and DB can
be calculated from Eq. 9-25, and Eq. 9-28 becomes Eq.
9-29.

The value of k D does not vary greatly as the ratio
of radii rA/r B is changed, and in most cases it may be
assumed that rA/r B ≈ 1, in which case the equation
simplifies (Eq. 9-30).

For water at 25°C, the coefficient of viscosity η is ~ 0.01
poise (1 poise = 10–5 newton cm–2) which leads, accord-
ing to Eq. 9-30, to kD ~ 0.7 x 1010 M–1 s–1.  It was shown
by Debye32 that this rate constant must be multiplied
by a correction factor when charged particles rather
than uncharged spheres diffuse together.  This factor
may be of the order of 5–10 for a substrate and enzyme
carrying two or three charges and may act to either
increase or decrease reaction rates.  Since the viscosity
of cytoplasm is 0.02 – 0.03 poise,33 kD will be reduced
correspondingly.

A simple alternative derivation of Eq. 9-30 was
developed by Dexter French,34 who also provided the
author with most of this discussion of encounter theory.
Consider a small element of volume ∆V swept out by a
particle as it moves through the solution for a distance
equal to its own radius.  This element of volume will
equal πr 3:

∆ V = π r 2 x r = π r 3

It will be swept out in a time ∆ t which can be calculated
from Eq. 9-24 as r2 / 2D. Substituting the value of D
given by Eq. 9-25, we obtain for ∆ t:
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for which a rotary diffusion constant θ is defined.35,36

Consider a group of molecules all oriented the same
way initially, then undergoing rotary diffusion until
their orientations become random.  If we measure the
orientation of each molecule by an angle we see that
initially the value of cos α is 1 but that when the angles
become random the mean value of cos α averaged over
all molecules is zero.  The rotary relaxation time τ is
the time required for the mean value of cos α to fall to

1/e (which occurs when α = 68.5°).  For a sphere θ is
given by Eq. 9-35.

Ellipsoidal or rod-shaped molecules have two different
rotary diffusion constants while, if the dimensions of
the molecules are different along all three axes, three
constants must be specified.36

From Eq. 9-35 we can calculate (if η = 0.01 poise)
the following values for a small spherical molecule
(substrate) of ~ 1 nm length and for a spherical enzyme
of 5 nm diameter:

r = 0.5 nm θ ≈ 1.3 x 109 s–1

r = 2.5 nm θ ≈ 1.0 x 107 s–1

We see that smaller molecules rotate much faster than
large ones and that rotational relaxation times for small
proteins are of the same order of magnitude as kD for
diffusion-limited encounter.  However, for very large
molecules, especially long rods, the rotary relaxation
time about a short axis may be a large fraction of a second.

The rate of substrate binding.  At very low sub-
strate concentrations the Michaelis–Menten equation
(Eq. 9-15) simplifies as follows:

v = ( Vmax/Km) [S]

Since Vmax = kcat [E]t (Eq. 9-6) and at low [S] most of
[E]t is free E, we obtain the following equation:2

v = ( k cat /K m) [E] [S]

From this we see that kcat /Km is the apparent second-
order rate constant for the reaction of free enzyme with
substrate.  As such it cannot exceed the diffusion con-
trolled limit kD of Eqs. 9-28 to 9-30 which falls in the
range of 109 – 1011 M–1 s–1.  Experimentally observed

Later
orientation

α
Initial

orientation

θ τ
πη

= =1
2 38

k T

r
B

(9-35)

values of kcat/Km are always less than this limit, indi-
cating that a certain time is required for a substrate
molecule to become oriented and seated in the active
site.37  However, for several real enzymes values of
kcat/Km of 107 to 3 x 108 M–1 s–1 have been observed.
For triose phosphate isomerase Albery and Knowles
obtained a value of 4 x 108 M–1 s–1, so close to the diffu-
sion controlled limit that these authors regard this
enzyme as a nearly perfect catalyst, one that could not
have evolved further because it is already catalyzing
the reaction with substrate at almost the maximum
velocity that is possible.37– 39

The displacement of bound ligands by sub-
strate.  Jenkins pointed out  that in many instances a
substrate must displace another ligand from the active
site to form the ES complex.40  For example, a binding
site for an ionic substrate often already contains an
ion, either of the product P or some other ion X which
Jenkins calls a substrate surrogate.  For this situation
Eq. 9-14 must be replaced by the following set of
equations:

Here k2 and also k4 and k5, are second-order rate con-
stants.  The release of product, as determined by k4
and k5, may be rate-limiting.  At zero time the reverse
reactions may be ignored, and steady-state analysis
shows that the Michaelis–Menten equation (Eq. 9-16b)
will be replaced by Eq. 9-39.  Here, D is a constant and
A is also constant if X is present at a fixed concentration.

When k5, the rate constant for displacement of product
by substrate, is very small, this equation simplifies to
Eq. 9-40.

At high concentrations of X the second term becomes
negligible and the equation becomes identical to the
Michaelis–Menten equation (Eq. 9-16) except that Km’,
the apparent Michaelis constant, now increases as [X]

(9-37)

(9-36)
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increases (Eq. 9-41).  This is exactly what is observed
for competitive inhibitors where

Thus substrate surrogates at high concentrations are
often competitive inhibitors.  However, at low [X] the
second term in Eq. 9-41 may be important and X then
serves as an activator.  Under many circumstances, Eq.
9-39 does not simplify further and a nonlinear relation-
ship between 1/ v and 1/ [S] is observed, with the shape
of the curves being influenced by the values of constants
A and D (see also Section B,4).40

4.  Reversible Enzymatic Reactions

For some enzyme-catalyzed reactions the equilib-
rium lies far to one side.  However, many other reac-
tions are freely reversible.  Since a catalyst promotes
reactions in both directions, we must consider the
action of an enzyme on the reverse reaction.  Let us
designate the maximum velocity in the forward direc-
tion as Vf and that in the reverse direction as Vr.  There
will be a Michaelis constant for reaction of enzyme
with product KmP, while KmS will refer to the reaction
with substrate.

As in any other chemical reaction, there is a rela-
tionship between the rate constants for forward and
reverse enzyme-catalyzed reactions and the equilib-
rium constant.  This relationship, first derived by the
British kineticist J. B. S. Haldane and proposed in his
book Enzymes41 in 1930, is known as the Haldane
relationship.  It is obtained by setting vf = vr for the
condition that product and substrate concentrations
are those at equilibrium.  For a single substrate–single
product system it is given by Eq. 9-42.

K eq = VfKmP
/VrKms

Because the Haldane relationship imposes con-
straints on the values of the velocity constants and
Michaelis constants, it is of some value in understand-
ing regulation of metabolism.  Consider the case that
the maximum forward velocity Vf is high and that KmS

has a moderately low value (fairly strong binding of
substrate).  If the reaction is freely reversible (Keq ~ 1)
and the velocity of the reverse reaction Vr is about the
same as that of the forward reaction, it will necessarily
be true (see Eq. 9-42) that the product P will also be
fairly tightly bound.  If Vr << Vf, the value of KmP will
have to be much lower than that of KmA.  In such a
situation P will remain tightly bound to the enzyme
and since Vr is low, it will tend to clog the enzyme.
Such product inhibition may sometimes slow down
a whole pathway of metabolism.  In such a case, the

only way that an enzymatic sequence can keep going
in the forward direction is for product P to be removed
rapidly by a subsequent reaction with a second enzyme.
The first enzyme may be thought of as possessing a
kind of “one-way valve” that turns off the flow in a
metabolic pathway when the concentration of its
product rises.

Reactions of two or more substrates.  Enzymes
frequently catalyze the reaction of two, three, or even
more different molecules to give one, two, three, or
more products.  Sometimes all of the substrate mole-
cules must be bound to an active site at the same time
and are presumably lined up on the enzyme molecule
in such a way that they can react in proper sequence.
In other cases, the enzyme may transform molecule A
to a product, and then cause the product to react with
molecule B.  The number of variations is enormous.1,10,12

The order in which two molecules A and B bind
to an enzyme to form a complex EAB may be com-
pletely random or it may be obligatorily ordered.  Both
situations occur with real enzymes.  Cleland introduced
a widely used method of depicting the possibilities.42

For example, Eq. 9-43 shows the reaction of A and B in
an ordered sequence to form the complex EAB which is
then isomerized to EPQ, the complex formed by bind-
ing the two products P and Q to the enzyme.  The rate
constant to the left of each vertical arrow or above
each horizontal arrow refers to the reaction in the

forward direction as indicated by the arrow while the
other constants (to the right or below the arrows) refer
to the reverse reactions.  The velocity in the forward
direction for an enzyme with ordered binding is given
by Eq. 9-44a,

which may also be written in the reciprocal form (Eq.
9-44b):

An alternative form of this equation (Eq. 9-45),
proposed by Dalziel,43 is sometimes used.

K
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The kinetic parameters of Eq. 9-44 are Vf, the maximum
velocity in the forward direction, the two Michaelis
constants, KmB and KmA, and the equilibrium constant
KeqA, for reversible dissociation of the complex EA and
which is equal to k2 / k1.  The relationship between the
parameters of Eq. 9-44 (Km’s, V ‘s, and KeqA’s) and the
rate constants k1– k10 is not obvious.  However, remem-
ber that the parameters are experimental quantities
determined by measurements on the enzyme.  Some-
times, but not always, it is possible to deduce some of
the values of individual rate constants from the experi-
mental parameters.

An equation similar to 9-44a can be written for the
velocity vr of the reaction of P and Q.  Also an equation
can be written in similar form for vf – vr, i.e., the instan-
taneous velocity of the reaction in any mixture of all
four components A, B, P, and Q.

The kinetic parameters of Eq. 9-44b are often
obtained from experimental data through the use of
reciprocal plots (Fig. 9-6).  However, Eq. 9-44b is linear
only if the concentration of one or the other of the sub-
strates A and B is kept constant.  For this reason a
series of experiments is usually performed in which
[A] is varied while [B] is held constant.  Then [A] is
held constant and [B] is varied.  Each of these experi-
ments leads to a family of lines (Fig. 9-6A) whose
slopes and intercepts are measured.  The slopes and
intercepts of this family of curves are then plotted
against the reciprocal of the second concentration, i.e.,

[ ]

[ ] [ ] [ ][ ]

E

A B A B
t

fv
= + + +φ φ φ φ

0
1 2 12

(9-45)

the one that was held fixed.
From a set of these secondary plots, Vf and one

of the Michaelis constants can be determined (Fig. 9-6B
and C).  Using two sets of secondary plots, all of the
constants of Eq. 9-44 may be established.  Alternatively,
a computer can be used to examine all of the data at
once and to obtain the best values of the parameters.
The latter approach is desirable because estimates of
the standard deviations of the parameters can be
obtained.  However, the user must take care to ensure
that the experimental errors are correctly estimated and
are not simply estimates of how well the computer has
fitted the points on the assumption that they contain
no error.23

The meaning of the kinetic parameters may be
slightly difficult to grasp.  Vf is the velocity that would
be obtained if both [A] and [B] were high enough to
saturate the enzyme.  Each Km corresponds to that for
a simple system in which the concentration of the
second substrate is at a high, saturating value.

For the bimolecular reaction that we have consid-
ered, there are two Haldane relationships:

Of these, only the first is ordinarily used.

“Ping-pong” mechanisms. A common type of
mechanism that is especially prevalent for enzymes
with tightly bound cofactors has been dubbed
ping-pong because the enzyme alternates between

Figure 9-6  Reciprocal plots used to analyze kinetics of two-substrate enzymes.  (A) Plot of 1/ vf against 1/ [A] for a series
of different concentrations of the second substrate B.  (B) A secondary plot in which the intercepts from graph A are plotted
against 1/ [B].  (C) Secondary plot in which the slopes from graph A have been plotted against 1/ [B].  The figures have been
drawn for the case that KmA = 10–3 M, KmB = 2 KmA, and KAB = KeqAKmB (Eq. 9-46) = KmA/ 200 and [A] and [B] are in units of moles
per liter. Eadie–Hofstee plots of vf/ [A] vs vf at constant [B] can also be used as the primary plots.  The student can easily
convert Eq. 9-44 to the proper form analogous to Eq. 9-21.
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two forms E and E’ (Eq. 9-47).  Substrate A reacts via
complex EA to form E’, a modified enzyme that often

contains an altered coenzyme.  At the same time A is
changed to product P still bound to the enzyme.  P
dissociates leaving E’ which is then able to react with
the second substrate B and to go through the second
half of the cycle during which E’ is converted back to
E.  An example is provided by the aminotransferases
(Eq. 14-25) in which the coenzyme pyridoxal phosphate
is interconverted with pyridoxamine phosphate.

The rate equations of the ping-pong mechanism
resemble that for the ordered bimolecular reaction (Eq.
9-44), but each has one less term (Eq. 9-48):

or

A diagnostic feature of the ping-pong mechanism
is that the families of lines (in double reciprocal plots)
obtained when one substrate is held constant while
the other is varied no longer intersect as they do in Fig.
9-6A but are parallel.  They must be truly parallel and
the experimentalist must be aware that nearly parallel
lines may sometimes be observed for sequential reac-
tions.  Thus, if KeqA of Eq. 9-44b is small enough the
last term of that equation will be small compared to
the other terms and the equation will be approximated
by Eq. 9-48b.  The reaction will appear to be ping-pong
even though it is sequential and the reaction proceeds
through the ternary complex EAB.

One less kinetic parameter can be obtained from
an analysis of the data for a ping-pong mechanism than
can be obtained for ordered reactions.  Nevertheless,
in Eq. 9-47, twelve rate constants are indicated.  At
least this many steps must be considered to describe
the behavior of the enzyme.  Not all of these constants
can be determined from a study of steady-state kinetics,
but they may be obtained in other ways.

Isomechanisms. A catalyst functions over and
over again without being altered.  However, during
a single turnover it is likely to undergo a temporary
change.  For example, if an enzyme assists in removing
a proton from a substrate, some functional group of 4 3
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the enzyme will be protonated during part of the
catalytic cycle.  This proton must dissociate before
another catalytic cycle begins, and in some instances
this dissociation may be a rate-limiting step.  Northrup
and coworkers developed the use of product inhibition
to identify such isomechanisms.44

Dead-end complexes. In the steady state of
action of an enzyme with ping-pong kinetics, part of
the enzyme is in form E and part in form E’.  Ideally, E
would have affinity only for A and Q, while E’ would
have affinity only for B and P.  However, in many real
situations E also binds B and P weakly; similarly, E’
binds A and Q.  This is because the products and
reactants usually have structural features in common.
The propensity of enzymes with ping-pong kinetics
to form dead-end complexes (also called abortive
complexes) may sometimes have a regulatory func-
tion.  In Eq. 9-49 the reactions of Eq. 9-47 have been
rearranged to depict a situation in which product P
normally undergoes a sequence of further reactions.
However, if P accumulates to a high enough concen-
tration it can react reversibly to form a dead-end com-
plex EP.  This is an effective form of product inhibition
which can be relieved only by a lowering of the con-
centration of P through its further metabolism.

Handling rate equations for complex mecha-
nisms. While steady-state rate equations can be
derived easily for the simple cases discussed in the
preceding sections, enzymes are often considerably
more complex and the derivation of the correct rate
equations can be extremely tedious.  The topological
theory of graphs, widely used in analysis of electrical
networks, has been applied to both steady-state and
nonsteady-state enzyme kinetics.45–50  The method em-
ploys diagrams of the type shown in Eq. 9-50.  Here

EP
(nonproductive)
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B

further reactions
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maintained.  As can be seen from the graph, this ex-
change rate increases monotonically as substrate
concentrations are increased.  This is also true for the
rate of ATP–ADP exchange.  The fact that both ex-
change rates increase continuously indicates random
binding of substrates.55  The inequality of the two
maximal exchange rates suggests that release of glucose
6-phosphate may be slower than that of ADP.

Figure 9-7B shows similar plots for lactate dehydro-
genase.53  In this case, after an initial rise (that is not
regarded as significant), the pyruvate*–lactate exchange
reaches a high constant value as the amount of pyruvate
is increased (with a constant [pyruvate] / [lactate] ratio
of 1/35).  However, the NAD*–NADH exchange in-
creases rapidly at first but then drops abruptly as the
pyruvate and lactate concentrations continue to in-
crease.  This suggests an ordered mechanism (Eq. 9-43)
in which NAD+ and NADH represent A and Q, respec-
tively, and pyruvate and lactate represent B and P.  As
the concentrations of B and P become very high, the

(9-51)

the reaction of an enzyme with two substrates A and
B with a random order of binding is depicted.  (In
contrast, Eq. 9-43 shows the case of ordered binding
of two substrates.)  When complex EAB is formed, it
can decompose to free enzyme and to the single prod-
uct P.  Each one of the nodes, which are numbered 1– 4
in the diagram, corresponds to a single form of the
enzyme.  The appropriate first-order rate constant or
apparent first-order constant is placed by each arrow.
The methods provide easy rules for deriving from
such a scheme the steady-state rate equation.

The importance of the simplified schematic methods
is apparent when one considers that the steady-state
rate equation for Eq. 9-50 would have 6 terms in the
numerator and 12 terms in the denominator.51  In the
more complex case in which EAB breaks down to two
products P and Q with a random order of release, the
rate equation contains 672 terms in the denominator.
In such cases it is worthwhile to enlist the help of a
computer in deriving the equation.24,52– 54

The rapid equilibrium assumption. Rate equa-
tions for enzymes are often simplified if a single step,
e.g., that of reaction of complex EAB to product in Eq.
9-50, is rate limiting.54a  If it is assumed that all reaction
steps preceding or following the rate-limiting step are
at equilibrium, the equation for random binding with
a two-substrate and two-product reaction simplifies to
one whose form is similar to that obtained for ordered
binding (Eq. 9-44).  In the absence of products P and Q
Eq. 9-44 will correctly represent the steady-state rate
equation corresponding to Eq. 9-50.  However, this
simplification may not be valid for a very rapidly
acting enzyme.

Isotope exchange at equilibrium. Consider the
reaction of substrates A and B to form P and Q (Eq.
9-51).  If both reactants and both products are present
with the enzyme and in the ratio found at equilibrium
no net reaction will take place.  However, the reactants
and products will be continually interconverted under
the action of the enzyme.  Now if a small amount of

highly labeled reactant (A* or B*) is added, the rate at
which isotope is transferred from the labeled reactant
into one or the other of the products can be measured.
In general, a label in one of the substrates will appear
in only one of the products.

Figure 9-7A shows the rate of exchange of isotopi-
cally labeled glucose (glucose*) with glucose 6-phosphate
as catalyzed by the enzyme hexokinase (Chapter 12).
The exchange rate is plotted against the concentra-
tion of glucose 6-phosphate with the ratio [glucose] /
[glucose 6-phosphate] constant at 1/19, such that an
equilibrium ratio for reactants and products is always

A + B P + Q

Figure 9-7  (A) Effect of glucose and glucose 6-phosphate
concentrations on reaction rate of yeast hexokinase at equi-
librium.  Reaction mixtures contain 1– 2.2 mM ATP, and 25.6
mM ADP at pH 6.5.  From Fromm et al.51  (B) Effect of lactate
and pyruvate concentrations on equilibrium reaction rates
of rabbit muscle lactate dehydrogenase.  Reaction mixtures
contained 1.7 mM NAD+, and 30 – 46 µM NADH in Tris-
nitrate buffer, pH 7.9, 25°C.  From Silverstein and Boyer.53

10

4

0 0.5

NAD NADH

pyruvate lactate

Lactate concentration, mol l–1

(pyruvate/lactate = 1/35)

E
q

u
ili

br
iu

m
 r

ea
ct

io
n

 r
at

e,
m

ol
 l-1

 m
in

-1
× 

10
3

8

6

2

1.0

10

5

0 2 4

ATP ADP

glucose glucose 6-P

G 6-P molarity × 102, G/G 6-P = 1/19

E
q

u
ili

br
iu

m
 r

ea
ct

io
n

 r
at

e,
m

ol
 l-1

 m
in

-1
× 

10
4

A.  Information from Kinetics

A

B



468 Chapter 9.  Enzymes:  The Catalysts of Cells

enzyme shuttles back and forth between EA and EQ,
but these two complexes rarely dissociate to give free
enzyme and A or Q.  Hence, the A*–Q exchange rate
drops.

In other cases a label may be transferred from A
into P or from B into Q.  Information on such exchang-
es has provided a valuable criterion of mechanism
which is considered in Chapter 12, Section B,4.

5.  Kinetics of Rapid Reactions

The fastest steps in an enzymatic process cannot be
observed by conventional steady-state kinetic methods
because the latter cannot be applied to reactions with
half-times of less than about 10 s.  Consequently, a
variety of methods have been developed18,56– 59a to
measure rates in the range of 1 to 1013 s–1.

Flowing substrates together. One of the first
rapid kinetic methods to be devised consists of rapidly
mixing two flowing solutions together in a special
mixing device and allowing the resulting reaction
mixture to move at a rate of several meters per second
down a straight tube.  At a flow velocity of 10 m s–1 a
solution will move 1 cm in 10–3 s.  Observations of the
mixture are made at a suitable distance, e.g., 1 cm, and
with various flow rates.  Using spectrophotometry or
other observation techniques, the formation or disap-
pearance of a product or reactant can be followed.  The
special advantage of this technique is that observation
can be made slowly.  However, it may require large
amounts of precious reactant solutions, e.g., those of
purified enzymes.

In the stopped flow technique two solutions are
mixed rapidly by the flow technique during a period
of only 1– 2 (or a few) milliseconds.  A ram drives the
solutions from syringes through a mixing chamber
into an observation chamber.  After the flow stops
light absorption, fluorescence, conductivity, or other
property, is measured.  A means of rapid observation
of changes during the reaction is essential.  For example,
light absorption may be measured by a photomultiplier
with data being collected by a computer.  Relaxation
times as short as a few milliseconds or less can be
observed in this way.59a,b

Observing relaxation. Kinetic measurements
over periods of tens of microseconds or less can be made
by rapidly inducing a small displacement from the
equilibrium position of a reaction (or series of reactions)
and observing the rate of return (relaxation) of the
system to equilibrium.  Best known is the temperature
jump method devised by Eigen and associates.  Over a
period of about 10–6 s a potential difference of ~ 100 kV
is applied across the experimental solution. A rapid
electrical discharge from a bank of condensers passes

through the solution (without any sparking) raising
the temperature 2 – 10 degrees.  All the chemical equi-
libria for which ∆H ≠ 0 are perturbed.  If some property,
such as the absorbance at a particular wavelength or
the conductivity of the solution, is measured, very
small relaxation times can be determined.

While it may not be intuitively obvious, if the
displacement from equilibrium is small, the rate of
return to equilibrium can always be expressed as a
first-order process (e.g., see Eq. 9-13).  In the event that
there is more than one chemical reaction required to
reequilibrate the system, each reaction has its own
characteristic relaxation time.  If these relaxation times
are close together, it is difficult to distinguish them;
however, they often differ by an order of magnitude
or more.  Therefore, two or more relaxation times can
often be evaluated for a given solution.  In favorable
circumstances these relaxation times can be related
directly to rate constants for particular steps.  For
example, Eigen measured the conductivity of water
following a temperature jump18 and observed the rate
of combination of H+ and OH– for which τ at 23ºC
equals 37 x 10–6 s.  From this, the rate constant for
combination of OH– and H+ (Eq. 9-52) was calculated
as follows (Eq. 9-53):

k = 1/ {τ ( [ OH–] + [ H+] )} = 1.3 x 1011 M–1 s–1

Pressure jump and electric field jump methods
have also been used, as have methods depending upon
periodic changes in some property.  For example, absorp-
tion of ultrasonic sound causes a periodic change in
the pressure of the system.

Rapid photometric methods. Another useful
method has been to discharge a condenser through
a flash tube over a period of 10–12 to 10–4 s, causing a
rapid light absorption in a sample in an adjacent parallel
tube.  Following the flash, changes in absorption spec-
trum or fluorescence of the sample can be followed.
The availability of intense lasers as light sources has
made it possible to follow the results of light flashes of
5– 10 picosecond duration and to measure extremely
short relaxation times (Chapter 23).58,59

Some results. Rapid kinetic methods have revealed
that enzymes often combine with substrates extremely
quickly,60 with values of k1 in Eq. 9-14 falling in the
range of 106 to 108 M–1 s–1.  Helix–coil transitions of
polypeptides have relaxation times of about 10–8 s,
but renaturation of a denatured protein may be much
slower.  The first detectable structural change in the
vitamin A-based chromophore of the light-operated
proton pump bacteriorhodopsin occurs in ~ 5 x 10–8 s,
while a proton is pumped through the membrane in

H+ + OH H2O
–

(9-53)

(9-52)
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~10–4 s.61 Interconversion between chair and boat forms
of cyclohexane derivatives may have τ ~ 10–5 s at room
temperature, while rotation about a C – N bond in an
amide linkage may be very slow with τ ~ 0.1 s.  The
nonenzymatic hydration of the aldehyde pyridoxal
phosphate via Eq. 13-1 occurs with τ = 0.01 – 0.1 s,
depending upon the pH.59

6.  Cryoenzymology

An alternative to studying rapid reactions is to cool
enzymes to a subzero temperature (down to – 100ºC)
where reactions proceed more slowly.60,62  The enzyme
must be dissolved in a suitable “cryosolvent,” often
containing 50 – 80% by volume of an organic solvent or
solvents such as methanol, ethanol, dimethyl sulfoxide,
dimethyl formamide, or ethylene glycol.  Those con-
taining methanol are especially desirable because of
their low viscosities.  Kinetics can be studied by various
spectroscopic methods and stopped-flow, temperature-
jump, and other rapid-reaction techniques can be
applied.  One goal of cryoenzymology is to stabilize
otherwise unstable intermediates.  X-ray crystallo-
graphic measurements can also be made at these low
temperatures and it should be possible to observe
structures of intermediate ES complexes.  A problem
is that the forms of the complexes stabilized may be
side-products rather than true intermediates.  How-
ever, as discussed in Chapter 3, a combination of low-
temperature Laue X-ray diffraction and a laser-induced
temperature jump may be feasible.

7.  The Effect of pH on Enzymatic Action

Because proteins contain many acidic and basic
groups it is not surprising that the activity of enzymes
often varies strongly with pH.  However, it is usually
found that the state of protonation of only a few groups
has a strong effect on activity.  This is understandable
because most ionized groups are on the outer surface
of protein molecules and most are not close to an active
site.  Protonation or deprotonation of those groups will
hardly ever have a major influence on events in the
active site.  Often only one or two ionizable groups
have highly significant effects.

For many enzymes a plot of Vmax against pH is
a bell-shaped curve (Fig. 9-8).  The optimum rate is
observed at some intermediate pH, which is often,
but not always, in the range of pH 6 – 9.  This type of
curve can be interpreted most simply by assuming the
presence in the active site of two ionizable groups and
three forms of the enzyme with different degrees of
protonation:  E, EH, and EH2.

A.  Information from Kinetics

Let us designate the acid dissociation constants (Ka) for
the two groups in the enzyme as K1E and K2E and those
of the ES complex K1ES and K2ES.  However, as discussed
in Chapter 6, Section E,2 these consecutive Ka values
cannot necessarily be assigned to single groups.  They
may belong to a system of interacting groups.  Each
may be the sum of more than one microscopic Ka and
there may be extensive tautomerism within the active
site.  The rate constants k1, k2, and k3 define the rates of
formation and breakdown of the ES complex.

If it is assumed that only form EHS reacts to give
products, the bell-shaped curves of Fig. 9-8 are obtained.
The frequent observation of such curves supports the
model of Eq. 9-54.  It also suggests that the two ioniz-
able groups may be intimately involved in catalysis,
one as an acid and the other as a conjugate base (see
Section E,5).

For the simple case illustrated in Eq. 9-54, the pH
dependence of the initial maximum velocity, the appar-
ent Michaelis constant, and Vmax/Km are given by Eqs.
9-55 to 9-57.

EH2

k3
EH + productsEH EHS

EH2S

E ES

K1E

K2E K2ES

K1ES

Both ionizable
groups protonated

No protons on either
ionizable group

k1

k2

S +

(9-54)

Figure 9-8  Expected dependence of Vmax on the pH accord-
ing to Eq. 9-54 with k3[Et] = 1, pK1ES = 6, and pK2ES as given on
the graph.  After Alberty.63  Computer-drawn graph courtesy
of Carol M. Metzler.
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BOX 9-B  GROWTH RATES OF CELLS

How do we correctly describe the rate at which
a cell grows?  Consider bacteria in their rapidly
growing “log phase.”a  Each cell divides after a fixed
length of time, the doubling time.  For E. coli this
may be as short as 17 min in the early stages of
growth but becomes somewhat longer as time goes
on.  A mean value of about 26 min. for E. coli at 37°C
is typical.  In contrast, the doubling time for mam-
malian cells in tissue culture is often about one day.

If a given volume of culture contains N0 cells
initially, the number Nn after n cell divisions will be:

Nn = 2nN0

From this equation we can calculate that a single
bacterium with a generation time of 20 min can
produce 2144 cells in 48 h of exponential growth.
The exponential growth rate constant k is equal
to the number of doublings per unit time.  Thus, k is the
reciprocal of the doubling time.  It is easy to show
that the number of bacteria present at time t will be
given by the following equation.

Nt = 2ktN0

This can be rewritten in a form that can be used to
determine k by counting the number of bacteria at
zero time and at time t.

kt = log2(Nt/N0) = log10(Nt/N0) / 0.301

Another way of expressing the growth is to
equate the rate of increase of the number of bacteria
with a growth rate constant µ multiplied by the
number of bacteria present at that time.

dN/dt = µN

This is a general equation for an autocatalytic reac-
tion and N could be replaced with a concentration,
for example, the total content of cellular matter per

liter in the medium.  From the two preceding equa-
tions the following can be derived.a

µ = k ln 2 = 0.69k

When bacteria are transferred to new medium
there is usually a lag before exponential growth
begins.  Exponential growth eventually stops and the
culture enters stationary phase, which is usually
followed by relatively rapid death of cells in the
culture.  It is often desirable to study cell growth
under conditions of continuous cultivation in
which a constant generation time is maintained but
the density of cells in the medium does not increase.
This can be done with a simple device known as the
chemostat.a,b  A culture vessel containing bacteria
is stirred to ensure homogeneity.  Fresh culture
medium continuously enters the vessel from a
reservoir and part of the content of the vessel, sus-
pended bacteria included, is continuously removed
through another tube.  The bacterial population in
the vessel builds up to a constant level and can be
maintained at the same level for relatively long
periods of time.

Here are some other statistics on cell growth.
Bacteria growing exponentially expand their linear
dimensions by 1.5 nm and synthesize 1.6 x 107 Da of
new cell material in one second.  This is equivalent
to ~1000 small proteins and includes 23 ribosomes
and 3000 base pairs of DNA at each growing point.
The much larger HeLa human tumor cell grows by
0.13 nm / s but makes 4.6 x 108 Da/ s of material.c

a Stanier, R. Y., Douderoff, M., and Adelberg, E. A. (1970) The
Microbial World, 3rd ed., Prentice-Hall, Englewood Cliffs, New
Jersey (pp. 298 – 324)

b Smith, H. L., and Waltman, P., eds. (1995) The Theory of the
Chemostat; Dynamics of Microbial Competition, Cambridge
University Press, London and New York

c Pollard, E. C. (1973) in Cell Biology in Medicine (Bittar, E. E., ed),
pp. 357– 377, Wiley, New York
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The denominators (which are the Michaelis pH
functions given by the first three terms of Eq.
3-6) represent the fraction of enzyme or of ES
complex in the monoprotonated state.  The
pH dependence of enzymatic action is often
more complex than that shown in Fig. 9-8 and
given by the foregoing equations.  However,
it is easy to write Michaelis pH functions (see
Chapter 3) for enzymes with any number of
dissociable groups in both E and ES and to
write appropriate equations of the type of
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Eqs. 9-55 to 9-57.  Bear in mind that if the free sub-
strate contains groups dissociating in the pH range of
interest, a Michaelis pH function for the free substrates
will also appear in the numerator of Eq. 9-56.  If the pH
dependence of the enyzme is regulated by a conforma-
tional change in the protein, there may be a coopera-
tive gain or loss of more than one proton and the
Michaelis pH function must reflect this fact.  This can
sometimes be accomplished by addition of a term
related to Eq. 7-45.  For more information see Dixon
and Webb,64 Cleland,65,66 or Kyte.67

Plots of log Vmax (or log-specific activity) and –log
Km or log (Vmax/Km) versus pH yield graphs of the
type shown in Fig. 9-9.  The curved segments of the
graphs that extend for about 1.5 pH units on either
side of each pKa are asymptotic to straight lines of
slope 1 when a single proton is involved or of a higher
slope for multiple cooperative proton dissociation.
The straight lines can be extrapolated and intersect at
the pKa values.  (However, it is better to fit a complete
curve of theoretically correct shape to the points.)
Note that the curved line always passes below or
above the intersection point at the value of log 2 = 0.30
except in the case of cooperative proton dissociation
when it is closer.

Upward turns in the curve of log Km vs pH corre-
spond to pKa values in the free enzyme or substrate
and downward turns to pKa values in ES.  This approach
to analysis of pH dependence has been adopted widely
but often incorrectly.  For example, many published
curves have very sharp bends in which the curved
portion covers less than 3 pH units and the curve is
much closer than 0.30 to the extrapolated point.  This
suggests cooperative proton binding and an apparent
pKa that is related to K of Eq. 7-21.  Cooperativity is
always a possibility if a conformational change in the
protein is involved.67

The simple treatment given above is based on the
assumption that all proton dissociations are rapid
compared to kcat, that enzyme in only one state of
protonation binds substrate, and that ES in only one
state of protonation yields products.  These assump-
tions are not always valid.  It also assumes that both
binding and dissociation of substrate are rapid, that is,
to use Cleland’s terminology the substrate is not “sticky.”
For a sticky substrate that dissociates more slowly than
it reacts to form products (k3 > k2; Eq. 9-54), the values
of pK1E will be lowered and pK1E of Eq. 9-53 will be
raised by log (1 + k3/k2).65,66  In addition to the articles
by Cleland, other detailed treatments of pH effects
have been prepared by Brocklehurst and Dixon69 and
Tipton and Dixon.70

Fumarate hydratase (fumarase), which is dis-
cussed in Chapter 13, catalyzes the reversible hydra-
tion of fumaric acid to malic acid (Eq. 13-11).  It was
one of the first enzymes whose pH dependence was
studied intensively.  A bell-shaped pH dependence

for both forward and reverse reactions was observed
by Alberty and coworkers63  and, using Eqs. 9-54 and
9-55, the two apparent pKa values were measured.

B.  Inhibition and Activation of Enzymes

The action of most enzymes is inhibited by many
substances.  Inhibition is often specific, and studies of
the relationship between inhibitor structure and activity
have been important to the development of our concepts
of active sites and of complementarity of surfaces of
biomolecules.  Inhibition of enzymes is also the basis
of the action of a very large fraction of important drugs.
Inhibition may be reversible or irreversible, the latter
leading to permanent inactivation of the enzyme.  Often,
but not always, irreversible inhibition is preceded by
reversible binding of the inhibitor at a complementary
site on the enzyme surface.

1.  Competitive Inhibitors

Inhibitors with close structural similarities to a
substrate tend to bind to the substrate site.  In truly
competitive inhibition, substrate and inhibitor not only
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compete for the same site but also their binding is
reversible and mutually exclusive.  The affinity of the
inhibitor for the enzyme is expressed quantitatively
through the inhibition constant Ki which is the disso-
ciation constant of the enzyme inhibitor complex EI :

K i = [E] [I] / [EI]

Using the steady state assumption for the mechanism
shown in Eq. 9-14, and writing a mass balance equation
that includes not only free enzyme and ES but also EI
we obtain an equation relating rate to substrate con-
centration.  It is entirely analogous to Eq. 9-15 but Km
is replaced by an apparent Michaelis constant, K’m:

The relationships between v and [S] and between 1/ v
and 1/ [S] are as follows:

A commonly used test for competitive inhibition
is to plot 1/ v  vs  1/ [S] (Eq. 9-61), both in the absence
of inhibitor and in the presence of one or more fixed
concentrations of I.  The result, in each case, is a family
of lines of varying slope (Fig. 9-10) that converge on
one of the axes at the value 1/Vmax.  We see that the
maximum velocity is unchanged by the presence of
inhibitor.  If sufficient substrate is added, the enzyme
will be saturated with substrate and the inhibitor
cannot bind.  The value of Ki can be calculated using
Eq. 9-61 from the change in slope caused by addition
of inhibitor.

The effect of a fixed concentration of a competitive
inhibitor on a plot of v against log [S] (Fig. 9-11) is to
shift the curve to the right, i.e., toward higher values
of [S], but without any change in shape (or in the value
of Vmax).

Another plot, introduced by Dixon,71 is that of 1/ v
versus [ I ] at two or more fixed substrate concentrations.
The student should be able to demonstrate that this
plot contains a family of straight lines that intersect
at a point to the left of the origin with coordinates
[I] = –Ki and 1/v = 1/Vmax.  This plot may fail to distin-
guish certain types of inhibition discussed in the next
section.72

Competitive inhibition is extremely common and
has great significance for metabolic control and for the
effects of drugs and of poisons.  Simple ions are often
competitive inhibitors.  Since many biochemical sub-

stances carry negative charges, anions such as Cl–, HCO3
–,

HPO4
2–, and acetate– frequently act as competitive

inhibitors.
Two special classes of competitive inhibitors are

characterized by slow binding and slow, tight binding
to active sites.73– 77  Among the very tight-binding
inhibitors, which may also be slow to dissociate from
active sites, are transition state inhibitors discussed in
Section D,1.

(9-58)
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Figure 9-10  Effect of a competitive inhibitor on the Eadie–
Hofstee plot (top) and on a double reciprocal plot (bottom).
The apparent Km (Eq. 9-59) is increased by increasing [ I ], but
Vmax is unchanged.

Figure 9-11  Plots of v vs. log [S] for competitive and non-
competitive inhibition.
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2. Noncompetitive Inhibition and Activation;
Allosteric Sites

If an inhibitor binds not only to free enzyme but
also to the enzyme substrate complex ES, inhibition is
noncompetitive.  In this case, S and I do not mutually
exclude each other and both can be bound to the en-
zyme at the same time.  Why does such an inhibitor
slow an enzymatic reaction?  In most instances, the
structure of the inhibitor does not show a close simi-
larity to that of substrate, which suggests that the
binding of inhibitors is at an allosteric site, that is,
at a site other than that of the substrate. The inhibition
of the enzyme may result from a distortion of the three-
dimensional structure of the enzyme which is caused
by the binding of the inhibitor.  This distortion may be

transmitted to the active site even though the inhibitor
binds far from that site.  In some cases two distinctly
different conformers of the protein may exist, one
binding substrate well and the other binding inhibitor
well (Fig. 9-12).  In other instances the bound inhibitor
may interfere with the catalytic action by partially
overlapping the active site.  In either case the ES com-
plex reacts to give product in a normal way, but the
ESI complex reacts more slowly or not at all.

Binding of a substance to an allosteric site some-
times has the effect of increasing the activity of an
enzyme rather than inhibiting it.  This may occur
because the activator stabilizes the conformation
that binds substrate best (Fig. 9-12).  The quantitative
treatment of such activation is similar to that of inhibi-
tion; allosteric inhibitors and activators are often con-
sidered together and are referred to as modifiers or

BOX 9-C  THE SULFONAMIDES AS ANTIMETABOLITES

The development of the “sulfa drugs,”a– c deriv-
atives of sulfanilamide, originated with studies of
the staining of protozoal parasites by Paul Erhlich.
In 1932 it was shown that the red dye 2,4-diamino-
azobenzene-4'-sulfonamide (Prontosil) dramatically
cured systemic infections by gram-positive bacteria.
Subsequent studies revealed that bacteria converted

the azo dye to sulfanilamide, a compound with
strong bacteriostatic activity; that is, it inhibited
bacterial growth without killing the bacteria.  Al-
though sulfanilamide had been used in large quan-
tities since 1908 as an intermediate in synthesis of
dyes, its potential as an antibacterial agent had not
been recognized.

In 1935, D. D. Woods found that the growth
inhibition of sulfanilamide was reversed by yeast
extract.d  From this source, in 1940 he isolated 
p-aminobenzoic acid and demonstrated that the
inhibitory effect of 3 x 10–4 M sulfanilamide was
overcome by 6 x 10–8 M p-aminobenzoate.  The
relationship between the two compounds was
shown to be strictly competitive.  If the sulfanil-
amide concentration was doubled, twice as much
p-aminobenzoate was required to reverse the
inhibition as before.  These facts led to the formula-
tion by Woods and by P. Fildes (in 1940) of the

antimetabolite theory.d,e  It was proposed that
p-aminobenzoate was needed by bacteria and that
sulfanilamide competed for a site on an enzyme
designed to act on p-aminobenzoate.  We now know
that the idea was correct and that the enzyme on
which the competition occurs catalyzes the synthesis
of dihydropteroic acid (Fig. 25-19), a precursor to
folic acid.

While sulfanilamide itself is somewhat toxic, a
variety of related drugs of outstanding value have
been developed.  Over 10,000 sulfonamides and
related compounds have been tested for antibacterial
action.

a Bardos, T. J. (1974) Top. Curr. Chem. 52, 63 – 98
b Gale, E. F., Cundliffe, E., Reynolds, P. E., Richmond, M. H., and

Waring, M. J. (1972) The Molecular Basis of Antibiotic Action,
Wiley, New York

c Shepherd, R. G. (1970) in Medicinal Chemistry, 3rd ed.
(Burger, A., ed), pp. 255 –304, Wiley (Interscience), New York

d Woods, D. D. (1940) Brit. J. Exp. Pathol. 21, 74 – 90
e Fildes, P. (1940) Lancet 1, 955 – 957
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inhibition cannot be reversed completely.
Figure 9-12 shows a plot of 1/ v against 1/ [S] at a

series of fixed values of [ I ].  For the case that K1 = K2
(classical noncompetitive inhibition), a family of
reciprocal plots that intersect on the horizontal axis at
a value of – 1/Km is obtained.  On the other hand, if K1
and K2 differ (the general case of noncompetitive
inhibition), the family of curves intersect at some other
point to the left of the vertical axis and, depending
upon the relative values of K1 and K2, either above or
below the horizontal axis.  The example illustrated is
for K2 = 0.5K1; that is, for the binding of M to ES being
twice as strong as that to E.

Figure 9-11 shows inhibition data for both the
noncompetitive and the competitive cases plotted vs
log [S].  The shift of the midpoint to the right in each
case reflects the tendency of the inhibitor to exclude
the substrate from binding, while the lowered value of
the maximum velocity in the case of noncompetitive
inhibition results from the failure of the substrate to
completely displace the inhibitor from the enzyme

effectors.  A general scheme78,79 is given by Eq. 9-62.

Here K1 and K2 are equilibrium constants for dissocia-
tion of M from EM and ESM, respectively, while KdS

and K ‘dS are the dissociation constant of ES and of ESM
(to S and EM), respectively.  Notice that, K ‘dS is not
independent of the others (Eq. 9-63):

K ‘dS = K dSK 2/K 1

We have already considered competitive inhibition
which is obtained when K2 = 0 (and therefore K ‘dS = 0).
For this case, M is always an inhibitor and no activation
is possible.  Notice that the inhibition will appear
competitive even if M binds at an allosteric site as in
Fig. 9-13 or if the inhibited form does not react at all
with substrate.  Noncompetitive inhibition will be
observed if ESM is formed but does not react, i.e., if
k4 = 0.  Then the rate equation in reciprocal form will
be given by Eq. 9-64.

We see that 1/ Vmax is multiplied by a term containing
[ I ] and K2.  It is a characteristic of noncompetitive
inhibition that the maximum velocity is decreased
from that observed in the absence of the inhibitor.
Also, no matter how high the substrate concentration,
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Figure 9-12  Double reciprocal plots for two cases of non-
competitive inhibition.

Figure 9-13  (A)  An enzyme with binding sites for allosteric
inhibitor I and activator J.  Conformer A binds inhibitor I
strongly but has little affinity for activator J or for substrate
S.  Conformer B binds S and catalyzes its reaction.  It also
binds activator J whose presence tends to lock the enzyme
in the “on” conformation B.  Conformers A and B are desig-
nated T and R in the MWC model of Monod, Wyman, and
Changeux.80  (B)  Inhibited and activated dimeric enzymes.
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even as [S] becomes very high.  If an inhibitor binds
only to ES and not to E, i.e., K1 = 0, a family of parallel
double-reciprocal plots of 1/v vs 1/[S] will be obtained.
This case is referred to as uncompetitive inhibition.
Multisubstrate enzymes with either ordered sequential
or ping-pong mechanisms also often give parallel line
plots with inhibitors.

Uncompetitive inhibitors of liver alcohol dehydro-
genase (Chapter 15) could be used to treat cases of
poisoning by methanol or ethylene glycol.81– 83  The
aim is to prevent rapid oxidation to the toxic acids
HCOOH and HOCH2COOH, which lower blood pH,
while the alcohols are excreted.  Uncompetitive inhibi-
tors have an advantage over competitive inhibitors as
therapeutic agents in that the inhibition is not over-
come when the substrate concentration is saturating.84

If rate constant k4 of Eq. 9-62 is not zero we may
observe either inhibition or activation.  If k3 = k4 the
effect of a modifier will be to alter the apparent Km by
either increasing it (inhibition) or decreasing it (activa-
tion).  The maximum velocity will be unchanged.
Monod et al.80 referred to enzymes showing such
behavior as K systems.  On the other hand, if K1 = K2
and k3 differs from k4 we have a purely V system.  In
the general case a modifier affects both the apparent
Km and Vmax.  Although in the foregoing discussion it
has been assumed that activators bind at allosteric sites,
as was pointed out in Section A,11, ions and other
small molecules (substrate surrogates) that act as
competitive inhibitors at high concentrations may be
activators at low concentrations.40

Activation of enzymes by specific metallic ions is
often observed.  In many instances the metallic ion is
properly regarded as a second substrate which must
bind along with the first substrate before reaction can
occur.  Alternatively, the complex of the organic sub-
strate with the metal ion can be considered the “true
substrate.”  Thus, many enzymes act upon the magne-
sium complex of ATP (Chapter 12).  The enzymes can
either be regarded as three-substrate enzymes requiring
Mg2+ + ATP4– and another substrate or as two-substrate
enzymes acting upon ATPMg2– and a second substrate.

3.  Inhibitors in the Study of Mechanisms

A substrate analog will frequently inhibit only one
of the two forms of a multisubstrate enzyme with a
ping-pong mechanism.1,72  Reciprocal plots made for
various inhibitor concentrations consist of a family of
parallel lines reminiscent of uncompetitive inhibition.
Observation of such parallel line plots can support a
ping-pong mechanism for an enzyme but cannot prove
it because in some cases parallel lines are observed for
inhibition of enzymes acting by an ordered sequential
mechanism.  The following question arises naturally
for any ordered bimolecular reaction (Eq. 9-43):  Of the

two substrates required by the enzymes, which one
binds to the enzyme first?  If the concentration of one
substrate is kept constant while varying concentrations
of an inhibitory analog of that substrate are added and
1/ v is plotted against the reciprocal of the concentration
of the other substrate, parallel lines are obtained if,
and only if, the substrate of fixed concentration is B,
the substrate is adding second in the binding sequence,
and if I is its analog.  The substrate binding first (A) is
the one whose concentration was varied in the experi-
ment.

Product inhibition (Section A,12) can also provide
information about mechanisms.  For example, if 1/ v is
plotted against 1/ [A] in the presence and absence of
the product Q, the product will be found to compete
with A and to give a typical family of lines for compet-
itive inhibition.  On the other hand, a plot of 1/ v vs
1/ [B] in the presence and absence of Q will indicate
noncompetitive inhibition if the binding of substrates
is ordered (Eq. 9-43).  In other words, only the A–Q
pair of substrates are competitive.  Product inhibition
is also observed with enzymes having ping-pong
kinetics (Eq. 9-47) as a result of formation of nonpro-
ductive complexes.

4.  Allosteric Effectors in the Regulation of
Enzyme Activity

The binding of a substance at an allosteric site
with the induction of a conformational change forms
the basis for many aspects of regulation.  The term
allostery (allosterism) usually refers to the effects of
allosteric modifiers, which may be either inhibitors or
activators, on oligomeric enzymes.  However, as we
have already seen (Eq. 9-62), monomeric enzymes may
also be subject to allosteric regulation by modifiers.
Consider a monomer that contains binding sites for
substrate, inhibitor, and activator and which exists in
conformations A and B as in Fig. 9-13.  Let us assume
(see Eq. 7-31) that conformer B binds both substrate
and activator well but that it binds inhibitor poorly or
not at all.  On the other hand, A binds inhibitor well
but binds substrate and activator poorly.  This simple
combination of two conformers with different binding
properties provides a means by which enzymes can be
turned “on” or “off” in response to changing conditions.

If an inhibitory substance builds up to a high
concentration within a cell, it binds to conformer A; if
the inhibitor concentration is high enough, virtually
all of the enzyme will be locked in the inactive confor-
mation A.  The enzyme will be turned off or at least
reduced to a low activity.  On the other hand, in the
presence of a high concentration of activator the en-
zyme will be turned on because it is locked in the B
conformation.  The relative concentrations of inhibitor,
activator, and substrate within a cell at any given time

B.  Inhibition and Activation of Enzymes
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According to the MWC model, in the presence of
inhibitor and activator at normalized concentrations
β and γ an enzyme will still follow Eq. 9-65, but the
allosteric constant L will be replaced by an apparent
allosteric constant L’ (Eq. 9-70).86  Figure 9-14 shows
plots of Y vs. log α for two different values of L’ for a
tetramer with a specific value assumed for c.  In both

cases, Y approaches 1 as log α increases, but since we
are dealing with noncompetitive inhibition at high
values of L’, much of the enzyme will be in the T(A)
conformation at saturation.

Noncompetitive inhibition cannot be completely
reversed by very high substrate concentrations.  Monod
et al. defined for an allosteric enzyme a function of
state R (Eq. 9-71) which is the fraction of total enzyme
in the (B) conformation:

In a K system (Section B,2) it is the value of     that
determines the velocity with which an enzyme reacts.
Figure 9-14 also shows     as a function of log [α].  Note
that when L’ is low     does not approach zero even
when [S] → 0.  In other words, the enzyme is never
completely turned off, just as when L’ is high the
enzyme is never completely turned on.

Figure 9-14 may be compared with Fig. 9-11 which
shows similar curves for noncompetitive inhibition
of a monomeric enzyme.  The significant difference
between the two figures is that saturation of the oligo-
meric enzyme occurs over a narrower concentration
range than does that of the monomer, i.e., saturation
of the oligomeric enzyme, especially in the presence of
inhibitor, is cooperative.  Note that cooperative binding
of substrate requires that the free enzyme be largely
in conformation T (A), as it is in the presence of an
inhibitor.  Allosteric interactions between two iden-
tical molecules, whether of substrate or of effector, are
described by Monod et al.80 as homotropic interactions.
Such interactions lead to cooperativity or anticooperat-
ivity in binding.  Allosteric interactions between two
different molecules, e.g., a substrate and an activator
are designated heterotropic.

For many enzymes the MWC model is unrealisti-
cally simple.  The more general treatment of binding
equilibria given in Chapter 7 may be applicable.  How-
ever, in addition to K systems there are V systems in
which a conformational change alters the maximum
velocity (see Eq. 9-62)87 and sometimes both substrate

will determine what fraction of the enzyme is in active
conformation B.  It is this interplay of inhibitory and
activating effects that provides the basis for much of
the regulation of cell chemistry.80,85

The effects of inhibitors or activators on the kinetics
of the monomeric enzyme of Fig. 9-13 can be described
by Eq. 9-62 to 9-64.  Separate terms for both inhibition
and activation can be included.  The equilibrium between
the two conformers can also be indicated explicitly
according to Eq. 7-30.  However, for monomeric en-
zymes it is usually not profitable to try to separate the
two constants Kt and KBX which describe the conforma-
tional change and binding of substrate or activator,
respectively, in Eq. 7-30.

Most intracellular enzymes are oligomeric, and
the binding of allosteric effectors leads to additional
interesting effects.  Binding constants or dissociation
constants must be defined for both inhibitor and acti-
vator to both conformers A and B.  Since all species
must be taken into account in the mass balance, the
equations are complex.  However, the Monod–Wyman–
Changeux (MWC) model (Chapter 7) gives a relatively
simple picture.  The saturation curve for an oligomeric
enzyme following this model may be derived from Eq.
7-39 and is given by the following expression:

Here, L is the allosteric constant which is given (for
a dimer) by Eq. 7-36.  The constant c is the ratio of
dissociation constants KBS and KAS for the two conformers:

c = K BS /K AS

Notice that in this chapter dissociation constants (Kd) of
ES complexes are being used, whereas the equations of
Chapter 7 are all written in terms of association constant
(Kf).  The parameter α is defined as follows, where KBS

equals 1/ KBX of Chapter 7.

α = [S] / K BS)

To take account of effects of inhibitor and activator the
ratios of dissociation constants of I from BI and AI and
of activator J from BJ and AJ are defined as in Eq. 9-68.
Likewise, “normalized concentrations” of I and J are
defined (Eq. 9-69) as β and γ, respectively.
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Figure 9-14  Fractional saturation Y and “function of state”
for hypothetical tetrameric enzymes following the MWC

model.  Curves are calculated for two different values of the
apparent allosteric constant L’ (Eq. 9-70) and for c = 0.1 (Eq.
9-66).  After Rubin and Changeux.86

affinity and maximum velocity.
The fact that data can be fitted to an equation is not

proof that a mathematical model is correct; other models
may predict the results just as well.  For example, Jenkins
has shown that the presence of ions that act as substrate
surrogates (Section A,11) can produce cooperative or
anticooperative binding curves for substrates.40,88

Rabin89 suggested the following explanation of coop-
erativity for a monomomeric enzyme with a single
substrate-binding site.  In its active conformation E the
enzyme reacts with substrate rapidly and the ES com-
plex yields product rapidly as in the upper loop of Eq.
9-72.  However, a slow conformational change inter-
converts E and E’, a less active form with much lower
affinity for substrate.

At the same time, the complex ES’, if formed, can
equilibriate with ES and thereby alter the conforma-
tional state of the protein.  At low substrate concentra-
tions E’ will predominate and the enzymatic activity
will be low.  At high substrate concentrations most E
will exist as ES and after release of product will tend
to remain in the active conformation long enough to
bind and act on another substrate molecule.  This and
other kinetic models of cooperativity are discussed by
Newsholme and Start.90
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The physiological significance of cooperative
binding of substrates to enzymes is analogous to that
of cooperative binding of oxygen by hemoglobin which
provides for more efficient release of oxygen to tissues.
However, in the presence of excess activator an enzyme
is locked in the R (B) conformation and no cooperativity
is seen in the binding of substrate.  In this case, each
binding site behaves independently.  On the other
hand, there will be strong cooperativity in the binding of
the activator.  The result is that control of the enzyme is
sensitive to a higher power than the first of the activator
concentration.  Likewise, the turning off of the enzyme
is more sensitive to inhibitor concentration as a result
of cooperative binding of the latter.  It seems likely
that the evolution of oligomeric enzymes is at least
partly a result of the greater efficiency of control mech-
anisms based on cooperative binding of effectors.

5.  Irreversible Inhibition of Enzymes

Some of our most effective drugs, such as penicillin
(Box 20-G) are irreversible inhibitors of specific enzymes.
Such inhibitors are also of practical importance to bio-
chemists who wish to inhibit specific enzymes such as
proteases that might otherwise destroy proteins they
are studying.  Transition state analogs (Section E,1)
and slow-binding inhibitors (Section B,1) may appear
to inactivate an enzyme irreversibly because they
bind tightly and dissociate slowly.  However, true
irreversible inhibitors, such as oxidizing agents or
alkylating agents, cause a more permanent chemical
modification, usually at or near the active site.  Two
groups of irreversible inhibitors are of special interest:
affinity labeling agents and enzyme-activated inhibitors.

Affinity labeling agents (active-site directed
inactivating reagents) have two essential properties:
a high affinity for the active site of the specific enzyme to
be inhibited and the presence of a chemically highly reactive
group which can attack a functional group in a protein.
A good example is provided by derivatives of chloro-
methylketones, which are reactive alkylating agents.
One of these, N-tosylphenylalanine chloromethyl
ketone (TPCK), is a potent inhibitor of chymotrypsin.
In addition to the chloromethyl ketone group it contains(9-72)

B.  Inhibition and Activation of Enzymes
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the phenylalanine side chain, which helps direct it
into the substrate binding site of chymotrypsin, and
a sulfonamide linkage that mimics the normal amide
linkages of the substrate.  The group Y, which becomes
alkylated in an SN2-like displacement of a chloride ion
(see Eq. 9-76) is thought to be His 57 of the active site
(see Fig. 12-10).  For additional discussion see Walsh,91

Kyte,67 and Plapp.91a

Enzyme-activated inhibitors (also called suicide
substrates, kcat inhibitors, or mechanism-based inhibi-
tors) are chemically inert until they enter the active
site of their target enzymes.  Then, by passing through
at least some of the normal stages of the catalytic action
of the enzyme, they are converted to reactive inter-
mediates that can become irreversibly bound to an
enzyme.92,93  For example, a halogen atom (F, Cl, Br)
together with a proton may be eliminated from an
intermediate to give an unsaturated compound to
which a nucleophilic side chain of the protein adds.
Several of these inhibitors are discussed in later chap-
ters.  Because of their high specificity many enzyme-
activated inhibitors are potential drugs.  One of them,
α-difluoromethylornithine (Box 14-C), is said to bind
covalently to only one protein in the body of a rat, namely,
ornithine decarboxylase, the target enzyme for the drug.

C.  The Specificity of Enzymatic Action

Enzymes are usually impressively specific in their
action.  The specificity toward substrate is sometimes
almost absolute.  For many years urea was believed to
be the only substrate for the enzyme urease and succi-
nate the only substrate for succinate dehydrogenase.
Even after much searching for other substrates, only

one or two closely related compounds could be found
that were acted on at all.  In other cases enzymes can
use a class of compounds as substrates.  For example,
the D-amino acid oxidase of kidney oxidizes a variety
of D-amino acids but does not touch L-amino acids.

Almost as impressive as the substrate specificity of
enzymes is the specificity for a given type of reaction.
Many substrates are capable of undergoing a variety
of different chemical reactions, either unimolecular or
with water or some other compound present in the
cell.  The enzyme catalyzes only one of these reactions.

Although side reactions may occur to a small extent,
the most impressive thing in comparing an enzyme-
catalyzed reaction with an uncatalyzed organic reaction
is that the latter often produces large amounts of side
reaction products, but the enzymatic reaction does not.

1.  Complementarity of Substrate and Enzyme
Surfaces

Impressed by the specificity of enzymatic action,
biochemists early adopted a “lock-and-key” theory
which stated that for a reaction to occur the substrate
must fit into an active site precisely.  Modern experi-
ments have amply verified the idea.  A vast amount
of kinetic data on families of substrates and related
competitive inhibitors support the idea and numerous
X-ray structures of enzymes with bound inhibitors or
with very slow substrates have given visual evidence
of the reality of the lock-and-key concept.  Directed
mutation of genes of many enzymes of known three-
dimensional structure has provided additional proof.

As anticipated, hydrophobic groups of substrates
or inhibitors usually contact hydrophobic regions of
the protein and the fit is tight.  For example, the active
site of chymotrypsin contains a “hydrophobic pocket”
designed to hold a large hydrophobic side chain, thus
providing the specificity observed with this enzyme
(Table 3-2).  Likewise, polar groups of substrates con-
tact polar groups of the enzyme.  The interactions are
complementary, positive charges fitting against nega-
tive and with correctly formed hydrogen bonds.  Trypsin,
whose structure is similar to that of chymotrypsin,
exerts its specificity for a positively charged side chain
next to the bond cleaved (Table 3-2) by virtue of the
presence of a negatively charged carboxylate at the
bottom of the hydrophobic pocket.  Several C = O and
N– H groups of the peptide linkages in the substrate
form hydrogen bonds to the edge of a β sheet in the
protein, in effect making the substrate an added β strand
in the sheet (Fig. 12-10).  Aspartate aminotransferase
acts on the dicarboxylic amino acids glutamate and
aspartate.  A pair of arginine side chains bind the two
carboxylates of the substrate while the – NH3

+ of the
substrate is attracted to a negatively charged group
in the coenzyme pyridoxal phosphate, which is also
present in the active site (Eq. 14-39, Fig. 14-10).

2.  Stereospecificity and Prochiral Centers

Most enzymes possess an infallible ability to
recognize the difference between the right side and the
left side of an organic substrate even when the latter
has perfect bilateral symmetry.  In fact, this ability is
limited to prochiral centers of molecules and is a
natural consequence of their reaction with the chiral
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enzyme.94 – 98  Consider carbon atom number 1 of ethanol.
The two attached hydrogen atoms are chemically
identical and would react identically with a nonchiral
reagent.  Nevertheless, these atoms are no more equi-
valent stereochemically than are your right and your
left arms.  We say that the molecule has a prochiral
center at C-1.  A prochiral center on a tetrahedrally
bonded carbon atom always contains two identical
atoms or groups but a total of three different kinds of
atoms or groups.  If the priority of this H is elevated,
e.g., by substitution of 2H for 1H the configuration
would be R (the priority of this 2H would become c).

The two hydrogen atoms on C-1 of ethanol are
called enantiotopic because replacement of one or
the other by a fourth different kind of atom or group
would produce a pair of enantiomers (page 41).  This
fact suggests a way of naming the positions occupied
by two enantiotopic atoms or groups.  We first assign
priorities to all of the atoms or groups attached to the
central carbon atom according to the RS system.  Now,
we ask whether the configuration will be R or S when
the priority of one of the two identical groups is raised,
e.g., by substitution of one of the hydrogen atoms by
deuterium.  If the configuration becomes R, that group
occupies a pro-R position; if the configuration becomes
S, it occupies a pro-S position.  Referring to the preced-
ing diagram, it is easy to see (by viewing down the
bond to the group of lowest priority and applying the
usual rule for determining configuration) that if the
pro-R hydrogen (HR) is replaced by deuterium (2H), the
configuration will be R.  Conversely, replacement of
HS by deuterium will lead to the S configuration.

When ethanol is oxidized by the action of alcohol
dehydrogenase (Eq. 9-73), only the pro-R hydrogen
atom is removed.  If the reaction is reversed in such a
way that deuterium is introduced into ethanol from the
reduced coenzyme the optically active R-2-deuterio-
ethanol is formed.  The ability of an enzyme to

recognize a single hydrogen of a pair of hydrogens
on a CH2 group was at first a surprise to many bio-
chemists.99  However, it is a natural result of the com-
plementarity of enzyme and substrate surfaces, just as
the fit of a shoe is determined by the complementarity
of surfaces of foot and shoe.  Only a chiral catalyst can
have this ability.

Another example is provided by malic acid, a
chiral molecule which also contains a prochiral center
(see Eq. 9-74).  In this case replacement of the pro-R or
pro-S hydrogen atom by another atom or group would
yield a pair of diastereoisomers rather than enantiomers.
Therefore, these hydrogen atoms are diastereotopic.
When L-malic acid is dehydrated by fumarate hydratase
(Chapter 13) the hydrogen in the pro-R position is
removed but that in the pro-S position is not touched.
This can be demonstrated by allowing the dehydration
product, fumarate, to be hydrated to malate in 2H2O
(Eq. 9-74).  The malate formed contains deuterium in
the pro-R position.  If this malate is now isolated and
placed with another portion of enzyme in H2O, the
deuterium is removed cleanly.  The fumarate pro-
duced contains no deuterium.

Inhibition of enzymes provides the basis for
many of the effects of antibiotics and other chemo-
therapeutic substances (e.g., see Box 9-B).  How-
ever, some drugs act on cell surface receptors
which have ordinarily not been regarded as
enzymes.  According to receptor theory, developed
around 1937, structurally similar drugs often elicit
similar responses because they bind to the same
receptor.  A receptor may normally bind a hormone,
neurotransmitter, or other metabolite whose
geometry is partially shared by a drug.  Binding
of drugs of one class, termed agonists in the
pharmacological literature, to an appropriate
receptor triggers a response in a cell, similar to
that of a hormone.  On the other hand, compounds
of related structure often act as antagonists,
binding to receptor but failing to elicit a response.
Agonist and antagonist often act in a strictly
competitive fashion as in competitive inhibition
of enzyme action.

We know now that many receptors are en-
zymes, some of which may act quite slowly.
The active site may sometimes be far from the
receptor binding site and sometimes in a separate
subunit.  The receptor can be viewed as an allos-
teric effector which binds at a distant site or as
a ligand for a regulatory subunit of the enzyme
complex.  Alternatively, the active site may be
viewed as the site for relaying a signal received
from the hormone or other agonist.

BOX 9-D RECEPTORS, AGONISTS, AND
ANTAGONISTS

C.  The Specificity of Enzymatic Action
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(9-75)

Trigonal prochiral centers.  Planar trigonal atoms,
such as those of aldehydes, ketones, and alkenes, are
also prochiral if they are attached to three different
kinds of atoms or groups.  The two faces are enantio-
topic or diastereotopic, if another chiral center is present.
Hanson94,94a proposed that the faces be named as indi-
cated in Eq. 9-75.  The trigonal atom is viewed from one
side and the three groups surrounding the carbon atom
are given priorities, a, b, and c, as in the RS system
(Chapter 2).  If the sequence a, b, and c of priorites is
clockwise, the face toward the reader is re (rectus); if
counterclockwise, it is si (sinister).  Priorities can often be
assigned on the basis of the atomic numbers of the first
atoms in the three groups (as in the example shown)

but, if necessary, replica atoms must be added as
described in Chapter 2.  Replica atoms attached to
an originally trigonal carbon are ignored completely,
but those attached to O or N of C = O or C = N may be
required to establish the priorities of the groups around
the carbon atom.  For C = O and C = N the faces of the
O and N atoms are taken to be the same as that of the
attached trigonal carbon atom.  In C = C the two carbons
may have their re faces either on the same side or on
opposite sides of the group.

Notice that addition of an atom of 2H to the re face
of acetaldehyde would give R-deuteroethanol (Eq. 9-75;
reverse of Eq. 9-73).  This is the reaction catalyzed by
alcohol dehydrogenase.  Addition of 1H to the re face
places the entering hydrogen in the pro-R position.
Addition to the si face would place it in the pro-S

HO C

CH3

HR

HO C

H

CH3

a

b

c

+ 2[H]

re (or Re) face is toward the reader
si (or Si) face is behind the page

Stereochemical numbering.  In some prochiral
molecules, such as glycerol, the two ends of the main
carbon chain form identical groups.  Since the two
ends are distinguishable to an enzyme, it is important
to decide which should be labeled C-1 and which C-3.
Hirschmann proposed a stereochemical numbering
system100 in which the carbons are numbered beginning
with the end of the chain that occupies the pro-S position.

In this numbering system derivatives of the parent
prochiral compound are given the prefix sn-.  Thus,
glycerol phosphate, used by cells to construct phos-
pholipids, usually bears a phosphate group on the
– CH2OH in the pro-R position of glycerol and is
therefore sn-3-glycerol phosphate.

The citrate ion, a very important prochiral meta-
bolic intermediate, has three prochiral centers at C-2,
C-3, and C-4, respectively. That at C-3 distinguishes
the pro-R and pro-S arms and determines the stereo-
chemical numbering.  Citrate containing 14C in the sn-1
position is called sn-citrate[1-14C] and is the form of
labeled citrate that is synthesized in living cells from
oxaloacetate and [1-14C]acetyl coenzyme A (see Fig.
10-6).  The first step in the further metabolism of citrate
is the elimination of the – OH group from C-3 together
with the HR proton from C-4 through the action of the
enzyme aconitate hydratase (aconitase).  In this case
the proton at C-4 (in the pro-R arm) is selected rather
than that at C-2.
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position.  Fumarate has two trigonal carbon atoms.
The si faces of both are toward the viewer in the fol-
lowing structure (also shown in Eq. 9-74).  Referring
to Eq. 9-74, we see that an HO– ion from water adds
to the si face of one carbon atom of fumarate to give
s-malate (L-malate).  At the same time, a proton com-
bines with the re face of the adjacent unsaturated
carbon atom to enter the pro-R position.

3.  Induced Fit and Conformational Changes

Results of many X-ray studies indicate that the
lock-and-key picture of enzyme action must be modi-
fied.  If an enzyme is a “lock” and the substrate the
“key,” the entrance of the key into the lock often induces a
conformational change in the protein.  Binding of substrates
may be imperfect in the initially formed ES complex
but may be more nearly perfect a few nanoseconds or
microseconds later as the protein readjusts its structure
to accommodate the substrate.  The substrate has in-
duced a fit.  For example, when an amino acid substrate
binds to aspartate aminotransferase one whole domain
of the enzyme moves inward, packing hydrophobic
side chains of the protein against the substrate (Chap-
ter 14).  This strengthens the electrostatic interactions
between the ion pairs that orient the substrate and
align it for reaction.  Similar conformational changes
have been observed for citrate synthase, glycogen
phosphorylase, various kinases (Chapter 12), alcohol
dehydrogenase (Chapter 15), and a growing list of
other enzymes. Accompanying changes in circular
dichroism, ultraviolet spectra, and sedimentation
constants are often observed.

For many other enzymes the observed conforma-
tional changes are subtle. A single loop of polypeptide
chain or even of a side chain moves to cover the bound
substrate.  With trypsin and other serine proteases a
flexible segment of the peptide chain becomes immo-
bilized and forms more hydrogen bonds after substrate
binds than before.  It is probably quite unusual for a
major unfolding and refolding of parts of a protein to
take place.  The term induced fit usually refers to
substrate binding, but as substrates are interconverted
within active sites successive changes in geometry and
in charge distribution occur.  Small conformational
changes may be required at several stages of an enzy-
matic reaction to ensure that complementarity of
substrate and enzyme is preserved.101  In line with this
idea are the facts that proteins are less tightly packed

C C

COO–
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H

–OOC a

b
c

b
c
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Fumarate

The si faces of both trigonal
carbon atoms are toward
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at active sites than in other parts of the molecules, and
that active sites often lie between domains and usually
are formed by several loops of the peptide chain
(Chapter 2).102

Although conformational changes allow proteins
to maintain good complementarity with substrates, it
does not follow that substrates are therefore bound very
tightly.  This is easiest to understand for reversible
reactions in which a substrate is the product of the
reverse reaction.  Not only binding but also the rate
of release of product must be rapid.  Very tight binding
would retard release and cause product inhibition.
Furthermore, as we can see from Eq. 9-37, the velocity
of catalysis is the product of [S][E] x kcat/Km, where [E]
is, free enzyme.  Catalysis can be made more efficient in
two ways: by increasing kcat or by decreasing Km, that
is, by tighter binding.  However, tighter binding will be
advantageous only if Km is not so low that the enzyme
is approaching saturation with substrate.  Otherwise,
[E] will fall as Km is lowered and little increase in rate
will be observed.2

In fact, it appears that enzymes have evolved to
have high values of kcat and high values of Km, that is,
weak binding of substrates.2  Frequently, in one confor-
mational state of a protein the active site is open, with
solvent molecules or substrate surrogates present,
while in a second state of nearly equal energy it is
closed around the substrate.  The functional groups
of the enzyme’s active site can be bound either to
external ions or to ionic groups of substrates and either
to water or to hydrogen-bonding groups of substrates.
In some cases two ionic groups in the protein may pair
with each other in the open conformation and with
ionic groups of the substrate in the closed conformation.
Thus, the energy changes accompanying the confor-
mational changes can be small but very good comple-
mentarity can exist in the ES complex, an important
factor in establishing specificity.

4.  Specificity and kcat

Enzyme specificity is often observed not only in
binding but also in the rate at which ES is converted to
products.  Thus, it is the values of kcat / Km that determine
specificity.  Good examples are provided by chymo-
trypsin and related serine proteases (Chapter 12),2 for
which substrates with the shortest chains are often
bound as well as those with longer chains but react
more slowly.  For example, N-acetylphenylalanine amide
binds to chymotrypsin about as well as does the longer
N-acetylphenylalanylalanine amide but reacts only 1/47
as fast.2  One might anticipate that increasing the length
of the substrate would make it bind more tightly
because of the greater number of contacts between
substrate and enzyme.  It has often been suggested
that the reason that this does not happen is that the

C.  The Specificity of Enzymatic Action



482 Chapter 9.  Enzymes:  The Catalysts of Cells

binding of the longer, more specific substrates distorts
the enzyme and that the binding energy is now stored in
the enzyme. It is as if the enzyme contained an internal
spring which would be compressed when the substrate binds.
This would keep the binding weak but the energy in
the spring might then be used to increase the velocity.

5.  Proofreading

Although enzymes may be very specific they do
make mistakes.  This is of particular concern for pro-
cesses such as protein synthesis in which the correct
amino acid is placed at each position in the sequence
with an error rate that has been estimated for E. coli as
only 1 in 104.  It would be impossible for an enzyme
designed to attach valine to its specific transfer RNA
to avoid attaching the smaller alanine if discrimination
between the two were based solely on the Gibbs energy
differences of binding.103  However, it would be easier
for an enzyme to exclude larger amino acids.  This prob-
lem may be resolved by use of multistep screening.104,105

For example, isoleucyl-tRNA synthetase (Chapter 29)
does occasionally attach the smaller valine to the
specific tRNA,Ile but when it does the enzyme in a
“proofreading and editing” step hydrolyzes off the
incorrect amino acid.  The active site for this hydro-
lyzing activity, whether at a different place on the
enzyme surface or created by a conformational
change, may be able to exclude sterically the larger
isoleucyl residue while acting on the valyl-tRNA.
This editing mechanism for isoleucyl-tRNA synthetase
was demonstrated directly in 1998 by X-ray crystallo-
graphy on complexes of the enzyme with L-isoleucine
and L-valine.  Both substrates fit into the ATP-requir-
ing synthetic site but neither isoleucine nor isoleucyl-
tRNA will fit into the editing site which is located in
an adjacent β-barrel domain.104,105  Proofreading steps
based on differing chemical properties as well as size
can also be visualized.103,106

D.  Mechanisms of Catalysis

Kinetic studies tell how fast enzymes act but by
themselves say nothing about how enzymes catalyze
reactions.  They do not give the chemical mechanism
of catalysis, the step-by-step process by which a
reaction takes place.  Most of the individual steps
involve the simultaneous breaking of a chemical bond
and formation of a new bond.  Consider a simple
displacement reaction, that of a hydroxyl ion reacting
with methyl iodide to give the products methanol and
iodide ions.

The reaction can be thought of as an “attack” by the
OH– ion on the “back side” of the carbon atom of the
methyl groups with a simultaneous displacement of
the I–.

1.  The “Transition State”

A reaction such as that of Eq. 9-76 is not instantan-
eous, and at some time between that at which the reac-
tants exist and that at which products have been formed
the C – I bond will be stretched and partially broken
and the new C – O bond will be partially formed.  The
structure at this point is not that of an ordinary com-
pound and is energetically unstable with respect to both
the reactant and the products.  The intermediate struc-
ture of the least stability is known as the transition
state.  Although no one has actually seen a transition
state structure, we might represent that for Eq. 9-76 as
follows:

The negative charge is distributed between the attack-
ing HO– group and the departing iodide.  The bonds
to the central carbon atom are no longer tetrahedrally
arranged but the C – H bonds lie in a single plane and
the partial bonds to the OH and iodine atom lie at
right angles to that plane.

It is useful in discussing a reaction mechanism to
construct a transition state diagram in which Gibbs
energy G is plotted against reaction coordinate (Fig.
9-15A).  Energy E or enthalpy H may be plotted in the
same way and authors frequently do not state whether
G, E, or H is meant.  The reaction coordinate is usually
not assigned an exact physical meaning but represents
the progress from reactants toward products.  It is
directly related to the extent to which an existing bond
has been stretched and broken or a new one formed.
The high energy point is the transition state.  A some-
what more detailed idea of a transition state is obtained
from a contour diagram such as that of Fig. 9-15B.  Here,
energy is plotted as a function of two distances, e.g.,
the lengthening C – I bond distance and the shortening
C– O distance for Eq. 9-76.  The path of minimum
energy across the “saddle point” representing the
transition state is indicated by the dashed line.

In a reaction coordinate diagram the difference
in value of G between reactants and products is the

H
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overall Gibbs energy change ∆G for the reaction, while
the difference in G between the transition state and
reactants is ∆G‡, the Gibbs energy of activation.  The
magnitude of ∆G‡ represents the “energy barrier” to a
reaction and largely determines the rate constant.

The diagrams in Fig. 9-15 are too simple because
enzymatic reactions usually occur in several interme-
diate steps.  There will be transition states for each
step with valleys in between.  The valleys correspond
to intermediate species, which are sometimes very
unstable.  The passing from reactants to products in
an enzymatic reaction can be likened to wandering
through a series of mountain ranges of various heights
and finally reaching the other side.

Quantitative transition state theory.107– 113 In
the 1880s Arrhenius observed that the rate of chemical
reactions varies with temperature according to Eq. 9-77
in a manner similar to the variation of an equilibrium
constant with temperature (integrate Eq. 6-37 and
compare).  Here, k is a first-order rate constant, the
quantity Ea is known as the Arrhenius activation
energy, and the constant A is referred to as the “pre-
exponential factor” or the “frequency factor”.

k = Ae–Ea/ RT

The Arrhenius equation,  together with studies of
the effects of salts on reaction rates and observation of
quantitative correlations between rates and equilibrium
constants, suggested that a rate constant for a reaction
might be a product of a constant term which is nearly
independent of temperature and a constant K‡ which
has the properties of an equilibrium constant for for-
mation of the transition state.  Eyring made this quan-
titative in 1935 with his “absolute rate theory”112

according to which all transition states break down
with a rate constant κkBT/h.  Eyring reached this
conclusion by assuming that the rate of a chemical
reaction is determined by  the frequency of stretching of
the bond that is being broken in the transition state.  To be
more precise, it is the “normal-mode” oscillation of the
transition state complex along the reaction coordi-
nate.109  This frequency ν was deduced by describing
the vibrational energy as hν (from quantum mechanics)
and as kB/T (from classical mechanics) and setting
them equal.

hν = kB T and
ν = kBT/h

kB is the Boltzmann constant
h is Planck’s constant.

The right side of Eq. 9-78 is usually multiplied by a
transmission coefficient �, which may vary from
1 to 0.1 or even much less.  However, for lack of any
better value, κ is usually assumed to be 1.  From Eq.
9-78, at 25°C ν = 6.2 x 1012 s–1.  This is the maximum
rate for a chemical reaction of molecules in the transi-
tion state.  This is the rate for a single molecule and
must be multiplied by the concentration of the reacting
substance X in the transition state.  This concentration
[X]‡ is determined by the equilibrium constant
K‡ = [X]‡/ [X].  The velocity of the reaction becomes 
The first-order rate constant is

Since ∆G‡ = –RT lnK‡, Eq. 9-80 can be rewritten as Eq.
9-81, in which ∆G‡  is the Gibbs energy of activation.
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Figure 9-15 (A)  Transition state diagram illustrating Gibbs
energy vs reaction coordinate for conversion of reactants to
products in a chemical reaction.  (B) Contour map of Gibbs
energy vs interatomic bond distances for reaction B + X – A →
B – X + A.
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At 25°C, ∆G‡ in kJ/ mol, the following “practical” form
of Eq. 9-81 can be written.

k1 = 6.2 x 1012 e–∆G‡/2.48 s–1

log k1 = 12.79 – ∆G‡/5.71
and ∆G‡ = 73.0 – 5.71 log k1

Equation 9-81 is approximate and a more correct
statistical mechanical treatment is available.113,114  See
also comment on p. 288 about log k (and log k1) being
unitless. Employing Eq. 6-14, we may expand Eq. 9-81
as follows:

From this it appears that ∆ H‡ Ea, the Arrhenius
activation energy.  A more correct treatment gives
∆ H‡ = Ea – RT for reactions in solution.  However,
since RT at 25°C is only 2.5 kJ mol–1, the approximation
that ∆ H‡ = Ea is often used.  The preexponential term,
in parentheses in Eq. 9-82, depends principally on ∆ S‡,
the entropy change accompanying formation of the
transition state.  The quantities ∆G‡, ∆ H‡, and ∆ S‡ are
sometimes measured for enzymatic reactions but useful
interpretations are difficult.

Equations 9-81 and 9-82 also show that a small
decrease in transition state energy will give a large
increase in rate; stabilization of the transition state by
5.7 kJ / mol (1.4 kcal / mol) will increase the rate 10-fold.
If ∆G‡ = 400 kJ/mol, as for a strong covalent single
bond, k1 = 5 x 10–58 s–1 and the half-life t  = .693 / k1 =
1.3 x 1057 s (4 x 1049 years, greater than the ~ 1010 years
estimated age of the universe).  If ∆G‡ = 100 kJ / mol,
log k1 ≈ – 4.7 s–1, k1 = 1.9 x 10–5, and t ≈ 10 h.  This is
about the rate of a typical nonenzymatic “model”
reaction at 25°C.  If ∆G‡ = 50 kJ / mol, log k1 ≈ 4, as for
a fast enzyme.

We can conclude that enzymes make use of relatively
small energy differences in catalyzing reactions.  The ener-
gies of numerous van der Waals interactions of hydro-
gen bonds and electrostatic attraction or repulsion of
charges are sufficient.  Nevertheless, we can see that
anything that stabilizes the transition state (decreases
∆G‡) will increase the rate of reaction.  The role of a
catalyst is to permit the formation of a transition state
of lower energy (higher stability) than that for the
uncatalyzed reaction.  Stabilization of the transition
state of a reaction by an enzyme suggests that the
enzyme has a higher affinity for the transition state
than it does for substrate or products, an idea that
appears to have been expressed first by Haldane41

and popularized by Pauling.115

I think that enzymes are molecules that are comple-
mentary in structure to the activated complexes of the
reactions that they catalyze.  The attraction of the enzyme

(9-82)

molecule for the activated complex would thus lead to a
decrease in its energy, and hence to a decrease in energy
of activation of the reaction and to an increase in the
rate of the reaction.

Transition state inhibitors. Suppose that a
chemical reaction of a compound S takes place with
rate constant kN through transition state T.  Let the
equilibrium constant for formation of T be KN

‡.  Assume
that an enzyme E can combine either with S with disso-
ciation constant KdS or with the compound in its transi-
tion state structure T with dissociation constant KdT

(Eq. 9-83).

If equilibrium is assumed for all four sets of double
arrows it is easy to show that Eq. 9-84 holds.

KE
‡/KN

‡ = KdS /KdT

According to transition state theory, if the transmission
coefficient κ = 1, T and ET will be transformed to prod-
ucts at the same rate.  Thus, if the mechanisms of the
nonenzymatic and enzymatic reactions are assumed
the same, the ratio of maximum velocities for first-
order transformation of ES and S will be given by Eq.
9-85.  For some enzymes the ratio

k E /k N = KE
‡/KN

‡ = KdS /KdT

kE/ kN may be 108 or more.  Thus, if KdS ≈ 10–3 the constant
KdT would be ≈ 10–11.  The enzyme would be expected
to bind the transition state structure (T) 108 times more
tightly than it binds S.

The foregoing reasoning suggests that if structural
analogs of T could be found for a particular reaction,
they too might be very tightly bound — more so than
ordinary substrate analogs.116  Wolfenden117 listed a
series of compounds which may be transition state
inhibitors of this type and many others have been
described.117a  Nevertheless, very tight, reversible
binding is no proof that an inhibitor is actually binding
to the transition state structure of the enzyme.  For
example, an inhibitor may bind to a conformational
form of the enzyme that lies off to a side rather than
directly on the reaction pathway for catalysis.

Describing the transition state.  How can we
describe the structure of the transition state when we
have no direct knowledge of its structure?  We can try

(9-83)
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BOX 9-E  CHORISMATE MUTASE

Bacteria, fungi, and plants convert products of
glucose metabolism into the aromatic amino acids
phenylalanine, tyrosine, and tryptophan by a com-
plex sequence of reactions that is described in Chap-
ter 25.  One of these reactions, the conversion of
chorismate into prephenate, is unique among
enzyme-catalyzed reactions.  It is a Claisen rear-
rangement that occurs readily without catalysis in an
aqueous solution.  However, the rate is increased
over one million-fold by the enzyme chorismate
mutase.  The enzyme from Bacillus subtilis is a trimer
of identical, small 127-residue subunits.  Many
studies, both of the nonenzymatic and enzymatic
reactions, have suggested a “pericyclic” mechanism
involving a polar chairlike transition state whose
presumed structure is shown in the accompanying
equation.a– f  The transition state analog, whose

a Gray, J. V., Eren, D., and Knowles, J. R. (1990)
Biochemistry 29, 8872 – 8878

b Turnbull, J., Cleland, W. W., and Morrison, J. F.
(1991) Biochemistry 30, 7777– 7782

c Rajagopalan, J. S., Taylor, K. M., and Jaffe, E. K.
(1993) Biochemistry 32, 3965 – 3972

d Chook, Y. M., Gray, J. V., Ke, H., and Lipscomb,
W. N. (1994) J. Mol. Biol. 240, 476 – 500

e Gray, J. V., and Knowles, J. R. (1994) Biochemistry
33, 9953 – 9959

f Lyne, P. D., Mulholland, A. J., and Richards, W.
G. (1995) J. Am. Chem. Soc. 117, 11345 – 11350

g Lee, A. Y., Karplus, P. A., Ganem, B., and Clardy,
J. (1995) J. Am. Chem. Soc. 117, 3627– 3628

h Xue, Y., Lipscomb, W. N., Graf, R., Schnappauf,
G., and Braus, G. (1994) Proc. Natl. Acad. Sci.
U.S.A. 91, 10814 – 10818

i Wiest, O., and Houk, K. N. (1995) J. Am. Chem.
Soc. 117, 11628 – 11639

j Kast, P., Hartgerink, J. D., Asif-Ullah, M., and
Hilvert, D. (1996) J. Am. Chem. Soc. 118, 3069 –
3070

k Lin, S. L., Xu, D., Li, A., Rosen, M., Wolfson, H.
J., and Nussinov, R. (1997) J. Mol. Biol. 271, 838 –
845

l Ma, J., Zheng, X., Schnappauf, G., Braus, G.,
Karplus, M., and Lipscomb, W. N. (1998) Proc.
Natl. Acad. Sci. U.S.A. 95, 14640 – 14645
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structure is also depicted, is a powerful inhibitor.
X-ray structural studies show that this inhibitor
binds in the conformation shown with a number of
interactions with polar side chain groups.d,g  Some
of these interactions are shown for the E. coli enzyme
in the figure;g they are different in enzymes from
B. subtilisd and yeast.h  However, in no case are there
groups in obvious positions to serve as acid–base
catalysts and the maximum velocity Vmax is inde-
pendent of pH.b  NMR studies show that the bound
product prephenate displays large shifts in some
13C resonances, indicating strong interaction with
the polar side chains of the protein.c  Theoretical
calculations also suggested that these interactions,
especially those with Arg 90 and Glu 78 of the B.
subtilis enzymes,f– l help to stabilize the partial charge
separation in the polar transition state.  Studies of

mutant enzymes have confirmed that
the charged Arg 90 (Lys 39 for E. coli)
side chain is essential.k

D.  Mechanisms of Catalysis
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to predict the atomic coordinates of all of the atoms of
the reacting substrates and of the protein.  The transi-
tion state structure of the substrate must be between
that of the last ES complex and the first EP complex
formed.  It should be similar to that of a transition
state inhibitor.  We can hope to obtain suitable X-ray
or NMR structures and deduce an appropriate enzyme
structure by molecular modeling.  Theoretical calcula-
tions using quantum chemical methods are of value in
this effort.118,119

Lengths of the breaking and forming bonds in
a transition state are often estimated using kinetic
isotope effects (KIEs) on the velocity of the reac-
tion.118 – 122  This is somewhat indirect.  Nevertheless,
by measuring these effects for a large number of sub-
strates and several isotopes a picture of the transition
state structure that is good enough to use as a model for
design of an enzyme inhibitor may be obtained.117a,121 –124

Other physical measurements such as Raman difference
spectroscopy of isotopically labeled inhibitors can also
be of value.125

Getting to the transition state.  Since some
bonds must lengthen and some shorten and bond
angles must also change, it may not be simple for an
enzyme to catalyze necessary steps prior to the rate-
limiting breakdown of the transition state.  Hydrogen
bonds within the protein may need to be broken and
reformed with new bonding partners.  Nonpolar side
chains may need to shift to give a packing arrange-
ment that will allow the movement of nuclei that must
occur in forming the transition state structure.  The
enzyme must not only stabilize the transition state but
also hold the substrate and escort it into the transition
state configuration.

The attacking hydroxyl ion in Eq. 9-76 carries a
negative charge which becomes distributed more or
less equally between the hydroxyl and the iodine atom
in the transition state.  In this state the CH3 group
carries a partial positive charge as well.  To provide
good complementarity between an enzyme and this
transition state, a change in the initial charge distribu-
tion within the enzyme will also be required.  If a
positively charged group initially binds the OH– ion
it may have to lose part of its charge and a group next
to the iodide atom may have to gain positive charge.
In the nonenzymatic reaction of Eq. 9-76 the ionic
atmosphere provided by positive counterions in solution
can continuously readjust to keep the negative charge
effectively balanced at every step along the reaction
coordinate and through the transition state.  Within
enzymes this adjustment may occur via redistribution
of electrical charges within the polarizable network of
internal hydrogen bonds.  The enzyme structure must
allow this.  Because of the complexity of an enzymatic
transition state it may be hard to compare it with the
transition state of the corresponding nonenzymatic

reaction.  Effects of pressure125a and of temperature125b

also raise doubts about the simple picture of Eq. 9-83.
It also follows that tight binding of substrates in the
ground state does not necessarily interfere with transi-
tion state stabilization.126– 129a

2.  Microscopic Reversibility

The important statistical mechanical principle of
microscopic reversibility asserts that the mechanism of
any chemical reaction considered in the reverse direction
must be exactly the inverse of the mechanism of the forward
reaction.  A consequence of this principle is that if the
mechanism of a reaction is known, that of the reverse
reaction is also known.  Furthermore, it follows that
the forward and reverse reactions catalyzed by an enzyme
must occur at the same active site on the enzyme and the
transition state must be the same in both directions.
The principle of microscopic reversibility is often useful
when the likelihood of a given mechanism is being
considered.  If a mechanism is proposed for a reversible
reaction in one direction the principle of microscopic
reversibility will give an unambiguous mechanism for
the reverse reaction.  Sometimes this reverse mechanism
will be chemically untenable and, recognizing this, the
enzymologist can search for a better one.

3.  Acid and Base Catalysis

Many reactions that are promoted by enzymes
can also be catalyzed by acids or bases or by both.  An
example is mutarotation, the reversible interconversion
of the α- and β-anomeric forms of sugars (Eqs. 4-1
and 9-86).  This reaction is catalyzed by a specific
mutarotase and also by inorganic acids and bases.
The frequently observed bell-shaped curve for the
dependence of rate of catalysis on pH (e.g., Eqs. 9-55
to 9-57 and Fig. 9-8) also suggests participation of both
protonated and unprotonated acid–base groups
present in enzymes.

Acidic and basic groups in enzymes. In this
discussion the symbols HB or H+B will be used for acids
and B– or B for their conjugate bases.  Remember that
strong acids have low pKa values and that the conjugate
bases formed from them are weak bases.  Likewise, very weak
acids have high pKa values and their conjugate bases are strong.
The following are among the pKa values that may be
important in considering an enzyme mechanism.  How-
ever, depending upon the environment of the side chain
in a protein, these pKa values may fall substantially out-
side of the indicated ranges.
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–1.74 H3O+ in 55.5 M water
~3.6 –COOH, terminal in peptide

4.3–4.7 –COOH in a glutamic or aspartic acid side chain
6.4–7.0 Imidazole (histidine) and phosphate (–OPO3H–)
7.5–8.0 –NH3

+, terminal in peptide
8.5–10 –SH of cysteine side chains
9.5–11 Phenolic –OH of tyrosine
~10.5 –NH3

+ of lysine side chain
~13.6 –CH2OH of serine side chain

15.7 free HO– in 55.5 M H2O, 25°C

Acid–base catalysis of mutarotation. The
mutarotation of glucose proceeds through the free
aldehyde form as an intermediate (Eq. 9-86).  A hydro-
gen atom is removed as H+ from the oxygen at carbon
1 in step a and a proton (probably a different one) is
transferred to the oxygen of the ring with cleavage of
the O – C bond to the anomeric carbon atom.  A similar
process in reverse is required for step b.  Transfers of
hydrogen ions between atoms of oxygen, nitrogen, and
sulfur atoms are a common feature of biochemical
reactions.  The bonds between hydrogen and O, N, and
S atoms tend to be polarized strongly, leaving a partial
positive charge on the hydrogen atoms.  Consequently,
the groups are weakly acidic and protons can be trans-
ferred from them relatively easily.  It is reasonable to
suppose that acid and base catalysis is related to these
proton transfers.
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step a).  The anion is isomerized to a second anion
with the ring opened (step b).  Addition of a proton
(transfer of a proton from H3O+) produces the free
aldehyde form of the sugar (step c).

The catalytic base B:  might be HO– or a weaker
base such as ammonia or even water.  For reactions the
rate is proportional only to the concentration of OH–

and the presence of other weaker bases has no effect.129b

Such catalysis is referred to as specific hydroxyl ion
catalysis.19  More commonly, the rate is found to depend
both on [OH–] and on the concentration of other weaker
bases.  In such cases the apparent first-order rate constant
(kobs) for the process is represented by a sum of terms
(Eq. 9-88).  The term kH2O is the rate in

k obs = k H2O + K OH– [OH–] + k B [B]

pure water and represents catalysis occurring by the
action of water alone as either an acid or a base.  The
last two terms represent the contributions to the catal-
ysis by OH– and by the other base, respectively.  The
term kB[B] represents general base catalysis.

Catalysis of mutarotation by acids occurs if an acid
donates a proton to the oxygen in the sugar ring as

(9-86)
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General base and general acid catalysis. Base-
catalyzed mutarotation might be formulated as follows:
A hydroxyl ion or some other base attacks the proton
on the anomeric –OH group of the sugar, removing it
to form an anion and the conjugate acid BH+ (Eq. 9-87,



488 Chapter 9.  Enzymes:  The Catalysts of Cells

BOX 9-F  IMMUNOPHILINS AS ROTAMASES

Since its introduction into clinical use in about
1979 the immunosuppresant cyclosporin has been
responsible for a revolution in human organ trans-
plantation.a– c  The exact mechanism of action in
suppressing T-lymphocyte-mediated autoimmune
responses is still not completely clear, but cyclosporin,
a cyclic lipophilic peptide from a fungus, was
found to bind to specific proteins that were named
cyclophilins.d  Human cyclophilin A is a 165-residue
protein which associates, in the crystal form, as a
decamer with five-fold rotational and dihedral
symmetry.e  This protein is also found in almost all
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other organisms and has a highly conserved sequence.f

Another immunosuppresant, a synthetic molecule
known only as FK506, has an action similar to that
of cyclosporin but binds to distinctly different pro-
teins, the FK506-binding proteins (FKBPs), of which
the 107-residue FKBP-12 is the best known.g– j  These
proteins also bind another immunosuppresant,
rapamycin, which, however, has different biological
properties than does FK506.  Both FK506 and rapa-
mycin are macrocyclic compounds but with structures
very different from that of cyclosporin.

It was a surprise to discover that all of the cyclo-
philins and FK506-binding proteins are peptidyl
prolyl cis–trans isomerases or rotamases.  They
all catalyze the following simple and reversible
reaction of a prolyl peptide linkage:

Cyclosporin (black) bound
to human cyclophilin.  From
Pflügl et al.e  Courtesy of J. N.
Jansonius.

The transition state energy for the reaction is
lowered by 33 kJ mol–1 by cyclophilin Ak and by
27 kJ mol–1 by FKBP-12g with corresponding rate
increases of ~ – 6 x 105- and 5 x 104-fold, respectively.
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BOX 9-F  (continued)
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For both enzymes the maximum velocity is indepen-
dent of pH over a wide region.  For cyclophilin the
rate is nearly independent of the nature of residue X
in the foregoing structure but FKBP prefers a hydro-
phobic residue.

How do these enzymes work?  One possibility
would be for the protein to transfer a proton to the
nitrogen atom of the proline ring.  This would destroy
the partial double-bond character of the amide linkage
and allow free rotation about a single bond.  The
same thing could be accomplished if a nucleophilic
group from the enzyme formed a covalent adduct
with the C=O of the substrate.  However, this seems
unlikely because there is no suitably placed nucleo-
phile.  A third possibility is that the enzyme distorts
the substrate and stabilizes the transition state using
only noncovalent interactions.g,h,l  This would account
for the lack of pH dependence and observable sol-
vent isotope effects.  However, in human cyclophilin
the guanidinium group of arginine 55 hydrogen
bonds to the peptide C = O of the substrate’s proline
residue and could easily shift to place a guanidinium
proton against the proline ring nitrogen effectively
protonating it and permitting rotation about the
peptide linkage.m

Do cyclosporin and FK506 act as transition state
inhibitors?  If so, we might learn something about
the mechanism from the three-dimensional structures
of the inhibited rotamases.i,l,n,o  From these structures
as well as those with simpler substrate analogs, it is
seen that the substrate is desolvated and that many
nonbonded (van der Waals) interactions stabilize
the binding.  Hydrogen bonding is also important.p,q

The presence of distinct hydrogen bonds to the pep-
tide NH and C=O groups on the N-terminal side
of the  substrate X-Pro linkage and less well-defined
bonding on the terminal side suggests that the
C-terminal part may be rotated while the enzyme
holds the N-terminal part.p  It can also be concluded
that mechanisms are probably not identical for all
rotamases.

Cyclophilins and FKBPs are large families of
proteins.  In E. coli there are two cyclophilin genes,r,s

three encoding FK506-binding proteins, and one of

D.  Mechanisms of Catalysis

a third family of bacterial rotamases (parvulins) that
lack sequence similarity to the other two families.t,u

Yeast contains at least five cyclophilinsv and even
more eukaryotic FKBPs are known.j  There is abun-
dant evidence that these proteins play an important
role in protein folding in vivo (Chapter 29).

shown in Eq. 9-89.  Again, either specific acid catalysis
(by H3O+) or general acid catalysis is possible.

Enzymes are not able to concentrate protons or
hydroxyl ions to the point that specific base or acid
catalysis would be effective.  However, either general
acid or general base catalysis can be accomplished by
groups present in an enzyme in their normal states of

protonation at the pH of the cell.  Thus, if one of the
enzymes must be dissociated to its conjugate base
and a second must be protonated for reaction to take
place (as in Eq. 9-54), it is reasonable to suppose that
these two groups participate in acid–base catalysis.
Of the acidic and basic groups present in proteins, the
imidazole group of histidine would appear to be the
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most ideal both for general base catalysis and, because
both forms may exist in nearly equal amounts at pH 7,
for general acid catalysis.  However, carboxyl, thiol,
lysyl, tyrosyl, and N-terminal amino groups are all
thought to function in various enzymes.

The mutarotase of E. coli has a turnover number
of 104 s–1.  The plot of – log Km vs pH indicates two pKa
values in the free enzyme at 5.5 and 7.6, while the plot
of log Vmax yields a single pKa of 4.75 for the ES com-
plex.130  The latter might represent a carboxyl group
on an imidazole group in its conjugate base form.
Why doesn’t the group having pKa 7.6 in the free
enzyme also show a pKa in the ES complex?  Either
the group has no catalytic function so that EH2S of Eq.
9-54 reacts to form products just as fast as does HES
or the pKa is so strongly shifted by substrate binding
that it is not detected in the log Vmax plot.

The Brönsted relationships.  The effectiveness of
a specific base as a general base catalyst can usually be
related to its basicity (pKa) via the Brönsted equation
(Eq. 9-90).  Here, kB is defined by Eq. 9-88 and GB is a

log kB = log GB + β  (pKa)

constant for a particular reaction.  A similar equation
(9-91) relates the constant kA for general acid catalysis

log kHB = log GA – α (pKa)

to pKa.  These equations are linear Gibbs energy relation-
ships similar to the ones discussed in Box 6-C.  For the
Brönsted equations to hold, the Gibbs energy of activa-
tion for the reaction must be directly related to the
basicity or acidity of the catalyst.

The exponents β and α of Eqs. 9-90 and 9-91 mea-
sure the sensitivity of a reaction toward the basicity or
acidity of the catalyst.  It is easy to show that as β and
α approach 1.0 general base or general acid catalysis is
lost and that the rate becomes exactly that of specific
hydroxyl ion or specific hydrogen ion catalysis.131

As β or α approach zero basic or acidic catalysis is
indetectable.  Thus, general base or general acid catal-
ysis is most significant when β or α is in the neighbor-
hood of 0.5.  Under these circumstances it is easy to
see how a moderately weak basic group, such as the
imidazole group of histidine, can be an unusually
effective catalyst at pH 7.

To determine α or β experimentally a plot of log kB

or log kHB vs pKa (a Brönsted plot) is made and the
slope is measured.  Statistical corrections (Chapter 7)
should be applied for dicarboxylic acids and for am-
monium ions from which one of three protons may be
lost from the nitrogen atom.  General base or general
acid catalysis implies an important feature of any mech-
anism for which it is observed, namely, that removal
of a proton or addition of a proton is involved in the

(9-90)

(9-91)

rate-determining step of a reaction.
Concerted acid–base or tautomeric catalysis.

A third possible type of catalysis requires that a base
and an acid act synchronously to effect the breaking and
formation of bonds in a single step.  Thus, tetramethyl-
glucose mutarotates very slowly in benzene containing
either pyridine (a base) or phenol (an acid).  However,
when both pyridine and phenol are present, mutarota-
tion is rapid.  This suggested to Swain and Brown132

a concerted mechanism (Eq. 9-92) in which both an
acid and a base participate.

During the reaction shown, the acid BH+ is con-
verted to its conjugate base B and the base B’ to its
conjugate acid H+B’.  It might seem that these agents,
having been altered by the reaction, are not serving as
true catalysts.  However, a simple proton exchange will
restore the original forms and complete the catalytic
cycle.  In aqueous solutions, water itself might act as
the acid or the base or even both in concerted catalysis.

The original experimental evidence for concerted
acid–base catalysis of the mutarotation in benzene is
now considered unsound133,134 and concerted acid–
base catalysis has been difficult to prove for nonenzy-
matic reactions in aqueous solution.  However, mea-
surements of kinetic isotope effects seem to support
Swain and Brown’s interpretation.135  Concerted acid–
base catalysis by acetic acid and acetate ions may have
been observed for the enolization of acetone136 and it
may be employed by enzymes.136a

Swain and Brown showed that a more effective
catalyst for the mutarotation of sugars than a mixture
of an acid and a base can be designed by incorporating
the acidic and basic groups into the same molecule.132,135

Thus, with 0.1 M tetramethylglucose in benzene solution,
0.001 M α-hydroxypyridine is 7000 times as effective
a catalyst as a mixture of 0.001 M pyridine + 0.001 M
phenol.  Swain and Brown suggested the following
completely concerted reaction mechanism for the
polyfunctional catalyst �-hydroxypyridine in which
the hydrogen-bonded complex formed (Eq. 9-93) is
analogous to an enzyme–substrate complex.  The
product of the catalyst is 2-pyridone, a tautomer of
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2-hydroxypyridine, with which it is in a rapid revers-
ible equilibrium.

Rony called catalysis of the type illustrated in Eq.
9-93 tautomeric catalysis and suggested that its effi-
ciency lies not simply in the close proximity of acidic
and basic groups in the same molecule but also in the
ability of the catalyst to repeatedly cycle between the
two tautomeric states.133  For an enzyme the tautomer-
ization of the free catalyst could sometimes be rate
determining (see Section A,4 on isomechanisms).

4.  Hydrogen Bonding and the Transfer of
Protons within Active Sites

An extensive network of hydrogen bonds runs
throughout most proteins and may be especially
complex within active sites.  The network often runs
through bound substrate molecules and immobilized
water molecules in the active site cavity.  This network
arises in part because of the frequent occurrence of
acidic and basic catalytic groups in active sites and
by the fact that many substrates contain polar groups.
The structure of an enzyme often seems to be more
rigid in a complex with substrates or inhibitors than in
the free state.  Does this network of linked hydrogen
bonds play a role in catalysis?  If so, what?  Wang
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suggested that rapid transfer of protons along rigidly
and accurately held hydrogen bonds in the ES complex
may be an essential feature of enzymatic catalysis.137

This conclusion is supported by many more recent
observations.  A remaining question is whether this
proton transfer can take place in such a way that the
transition state barrier is lowered.

Ultrafast proton transfer. The diffusion-
controlled limit for second-order rate constants
(Section A3) is ~ 1010 M–1 s–1.  In 1956, Eigen, who had
developed new methods for studying very fast reactions,
discovered that protons and hydroxide ions react much
more rapidly when present in a lattice of ice than when
in solution.138  He observed second-order rate constants
of 1013 to 1014 M–1 s–1.  These represent rates almost as
great as those of molecular vibration.  For example,
the frequency of vibration of the OH bond in water is
about 1014 s–1.  The latter can be deduced directly from
the frequency of infrared light absorbed in exciting
this vibration:  Frequency ν equals wave number (3710
cm–1 for – OH stretching) times c, the velocity of light
(3 x 1010 cm s–1).

This ultrafast transfer of protons can be explained
as follows:  The OH– ion and the proton, which is
combined with a water molecule to form H3O+, are
both hydrogen-bonded to adjacent water molecules.
In ice a chain of hydrogen-bonded water molecules
links the hydroxide and the hydrogen ions (Eq. 9-94).
By synchronous movement of electron pairs from the
OH– ion and from each of the water molecules in the

(9-93)
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chain (as indicated by the little arrows) the neutraliza-
tion can take place during the time of one molecular
vibration (step a, Eq. 9-94).  The positions of the oxygen
atoms remain unchanged at the end of the reaction but
the protons that were engaged in hydrogen bond for-
mation have moved toward the left and are now at-
tached to different oxygen atoms.  The central chain of
water molecules can be restored to its original state if
each molecule rotates around one of its single bonds,
swinging a hydrogen from right back to left (Eq. 9-94,
step b).  This must be a slower process which may
occur one molecule at a time.  The rotation of the
leftmost water molecule would leave an empty space
between two O-atoms, a “fault” in the H-bonded chain
of the ice structure.  This fault can be corrected by

rotation of the second molecule (Eq. 9-95); however,
this would create a fault at the right of the second water
molecule.  This would induce rotation of the third
molecule, etc., causing the fault to migrate from left
to right across the entire chain of water molecules (Eq.
9-94, step b) and leaving the chain ready to function
again in transferring another proton.

Because of the disorder present in ice, an array
of water molecules such as that in Eq. 9-94 wouldn’t
revert to its exact original form in step b.  However,
active sites of enzymes are highly structured and proton
transfers may occur with precision.  For example, a
synchronous shift of protons in an array of carboxylic
acid, imidazolium, and phosphate groups can be
envisioned readily (Eq. 9-96).  The net effect of the
process is to transfer a proton from one end of the
chain to the other (as in Eq. 9-94) with facile tauto-

merization reactions providing the pathway.  Such a
pathway might be constructed by protein side chains
to join the two sides of an active center promoting a
concerted acid–base catalyzed reaction such as that of
Eq. 9-92.  Other tautomerization processes are possible
within proteins if the existence of less stable minor
tautomers of selected amide groups in the peptide back-
bone is allowed.139  Nagle and Morowitz suggested a

process similar to that of Eq. 9-94 but involving side
chains of serine residues.140

Proton transfer rates. Consider the reversible
reaction of a proton acceptor B with acid H-A (Eq. 9-97).
Eigen pointed out that the reaction will be fastest if the
two reactants form a hydrogen-bonded complex (Eq.
9-97, step a).138  The hydrogen bonding shortens the
distance from the proton to B and allows for very
rapid transfer of the proton from A to B within the

hydrogen-bonded complex (step b).  The activation
energy is close to zero.  The complex dissociates in step
c to form the products.  The reactions are reversible, even
though they have been indicated by unidirectional
arrows.

The hydrogen-bonded complexes A– H —- B and A
—- H– B can be formed readily if A and B are oxygen or
nitrogen bases such as – COO –, – OH, – NH2, or imida-
zole.  In such cases, as in  ice, the interconversion of
the two complexes (step b in Eq. 9-97) is very fast.  The
overall rate of the proton transfer will then be limited
by diffusion of B and H – A together or by diffusion of
A and H – B apart.  It might seem that these two pro-
cesses should also both be very fast.  However, the
rates will be determined by the concentration ratio
[A–H—- B]/[A—- H–B].  If  [A–H—- B] equals
[A—- H – B] the rate of dissociation of A – H – B will be
half what it is if nearly all of the complex is A—- H – B.
If A – H—- B predominates by 1000 to 1, the rate will be
slowed much more.

The equilibrium constant for the reaction of Eq.
9-97 will be:

Keq
AB  = Ka

HA/Ka
HB = kf/kr

or log Keq = pKa
HA –  pKa

HB = log kf – log kr

Here kf and kr refer to the rates in the forward and
reverse directions.  If the pKa’s of HA and HB are equal
kf and kr will be the same, but if they are very far from
equal the reaction will be slowed in one direction.  If
proton transfer is a step in an enzymatic reaction it
may be slowed enough to become rate limiting.

The difference in pKa values between the proton
donor and the proton acceptor in Eq. 9-97 can be
expressed as the Gibbs energy change which at 25°C
is equal to ± 5.71 x ∆pKa.  This is often referred to as
the thermodynamic barrier ∆G ° to a reaction and ∆G‡

can be expressed as the sum of the thermodynamic
barrier ∆G° plus an intrinsic barrier ∆G‡

int.  For the
proton transfer of Eq. 9-97 the intrinsic barrier (for step
b) is thought to be near zero so that ∆G‡ ≈ 5.71 ∆pKa.
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From this we can conclude that two pKa values can be
as much as eight units apart and ∆G‡  will still be less
than 50 kJ / mol, low enough to permit rapid enzymatic
reactions.  However, for transfer of a proton from a
C– H bond to a catalytic group, for example, to form
an enolate ion for an aldol condensation (Chapter 13),
the intrinsic barrier is known to be about 50 kJ / mol.141

In this case, to allow rapid enzymatic reaction either
the thermodynamic barrier must be very low, as a
result of closely matching pKa values, or the enzyme
must lower the intrinsic barrier.  It may do both.

Marcus theory. Discussion of intrinsic barriers is
often approached using a quantitative theory proposed
by Marcus.142 – 145  It was first applied to electron transfer
(Chapter 16) but has been used for a great variety of
nonenzymatic and enzymatic reactions.  As used by
Gerlt and Gassman,141 the Marcus formalism describes
the reaction coordinate (Fig. 9-15A) as an inverted
parabola whose shape is determined  by the overall
Gibbs energy change ∆G° and the intrinsic barrier
∆G‡

int.  The value of the Gibbs energy at any point on
the curve is designated G and the reaction coordinate
x is taken as 0 for the reactants and 1 for the products.

G = – 4 ∆G ‡
int (x – 0.5)2  + ∆G° (x – 0.5)

Limits: ∆G°/ 4  ≤ ∆G ‡
int ≤  4 ∆G°

Differentiation of Eq. 9-99 yields the position of the
transition state coordinate x‡ as follows:

x‡ = 0.5 + ∆G°/ 8 ∆G‡
int

and it follows that

∆G‡ = ∆G‡
int (1 + ∆G°/ 4 ∆G‡

int)
2

Diffusion-controlled dissociation of protons.
The direct proton transfer between C-1 and C-2 during
the action of sugar isomerases may seem puzzling.
How can a highly mobile proton remain attached to a
group in the enzyme for a millisecond or more instead
of being transferred out to a solvent molecule?  This
can mean that the enzyme promotes the transfer of a
hydride ion or of a hydrogen atom rather than a proton
(see Chapter 13).  If so, the observed proton exchange
with solvent would be an unimportant side reaction.
On the other hand, could the group in the enzyme that
removes the proton be out of contact with the aqueous
medium and thus able to hold onto the proton more
tightly?  In recent years, it has been recognized that
neither of these explanations may be necessary.  An
imidazole group is a likely proton-carrying group at
many active sites and it is thought that a proton can-
not be expected to transfer out from an imidazolium
group with a rate constant greater than ~ 103 s–1.

(9-99)

(9-100)

(9-101)

The argument is as follows.146  The rate of donation
of a proton from H3O+ to imidazole (reverse of Eq. 9-102)
is known to be diffusion controlled with a rate constant
of 1.5 x 1010 M–1 s–1.

The equilibrium constant for Eq. 9-102, calculated
from the pKa of 7.0 for imidazole, is 10–7 M.  Since Keq
is also the ratio of the overall rate constants for the forward
and reverse reactions, we see that for the forward reac-
tion kf = 10–7 x 1.5 x 1010 = 1.5 x 103 s–1.  This slow rate
results from the fact that in the intermediate complex
(in brackets in Eq. 9-102) the proton is on the imidazole
group most of the time.  For a small fraction of the
time it is on the coordinated molecule H2O but reverts
to being on the imidazole many times before the imida-
zole and OH3

+ separate (see also Eqs. 9-97 and 9-98).
Because of this unfavorable equilibrium within the
complex, the diffusion-controlled rate of proton trans-
fer from a protonated imidazole to water is far less
than for proton transfer in the reverse direction.

Coupled proton transfers.  Enzymatic reactions
often require the transfer of two or more protons.
They may move individually, one proton at a time,
or as in Eq. 9-93 they may move synchronously in a
coupled or concerted process.  Such coupled move-
ment is generally not possible for heavier nuclei.147

However, studies of solvent isotope effects using a
proton inventory technique111,148,149 have provided
evidence favoring coupled proton transfers for a variety
of enzymes.  Movement of protons along hydrogen-
bonded paths, as well as electron transfer, may take
place with some participation of quantum mechanical
tunneling.150–152  Coupling to vibrational modes of the
hydrogen-bonded protons may provide vibration-
assisted tunneling.153–154d  These reactions are associ-
ated with unusually large kinetic isotope effects.

Unusually strong hydrogen bonds. The strength
of a hydrogen bond is thought to be directly related
to the length, which is ordinarily taken to be the distance
between the two surrounding heavier atoms (see Chap-
ter 2, Section B,3).  Hydrogen bonds are sometimes
classified on the basis of N–H---O distances155,156 as:

<0.25 nm very strong
0.25 – 0.265 nm strong

>0.28 nm weak
>0.37 nm no van der Waals contact but

electrostatic interaction still occurs

N–H---O distances may be a little longer than these.

ImH+ +  H2O [ImH+      OH2] Im +  OH3
+

Very fast diffusion controlled
k ~ 1.5 × 1010 M–1 s–1 (9-102)

D.  Mechanisms of Catalysis
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The 0.276-nm hydrogen bonds in ice are regarded
as moderately strong.  However, if one of the oxygen
atoms in an O–H---O hydrogen bond carries a nega-
tive charge, as in the maleate monoanion, it will be

shorter.156 – 158  Although the proton will be closer to one
oxygen atom than to the other,  it will be able to move
between them by passing a very low transition state
barrier.  For this to occur the microscopic pKa values
for the two groups (when they are protonated) must
be similar; for the maleate anion they are identical.

The strength of a hydrogen bond can be measured
for hydrogen-bonded complexes in the gas phase and
range from 10 – 100 kJ/ mol and even higher155 for such
complexes as (FHF)–.  It is more difficult to establish
the strength in the liquid state or within the active site
of an enzyme, but shorter hydrogen bonds are usually
stronger than longer ones.  Hydrogen bond distances
in crystals of small molecules can be measured precise-
ly by X-ray or neutron diffraction but greater uncer-
tainty is present in distances within proteins.  Lengths
and probably strengths of hydrogen bonds in proteins
can be measured by NMR methods.158a,b  For example,
solid-state NMR measurements on crystals of amino
acids and other carboxylic acids have provided a plot
of 1H chemical shift vs hydrogen bond length.159  For
very short (0.24- to 0.25-nm) hydrogen bonds the 1H
chemical shift may be as great as 21 ppm.  See also
Fig. 3-30 and associated discussion.  When dissolved
in an 1H2O– 2H2O mixture strongly hydrogen-bonded
protons within a protein become enriched in 1H.  The
1H / 2H ratio of the hydrogen-bonded protons provides
another measure of the hydrogen bond strength.158c

A short hydrogen bond is also present in such
cations as the following:

The pKa for dissociation of its proton is 12.3 and the
hydrogen-bonded proton is probably located in the
center of the bond with both amino groups sharing
the charge.160  Enols can also form unusually strong
“resonance-assisted” hydrogen bonds:

The structure can be thought of as a resonance-stabi-
lized enolate anion with a proton bound between the
two oxygen atoms and equidistant from them.156,157

Do these short “low-barrier hydrogen bonds”
have a special significance in enzymology?  Proposals
that they contribute to stabilization of transition
states161 – 166 have received some support154,167 and
aroused controversy.158b,168 – 173  In later chapters we
will examine specific enzymes in which low-barrier
hydrogen bonds have been observed.

5.  Covalent Catalysis

In addition to participating in acid–base catalysis,
some amino acid side chains may enter into covalent
bond formation with substrate molecules, a phenome-
non that is often referred to as covalent catalysis.174

When basic groups participate this may be called
nucleophilic catalysis.  Covalent catalysis occurs
frequently with enzymes catalyzing nucleophilic
displacement reactions and examples will be consid-
ered in Chapter 12.  They include the formation of an
acyl-enzyme intermediate by chymotrypsin (Fig. 12-11).
Several of the coenzymes discussed in Chapters 14 and
15 also participate in covalent catalysis.  These coen-
zymes combine with substrates to form reactive inter-
mediate compounds whose structures allow them to
be converted rapidly to the final products.

6.  Proximity and Orientation

One of the earliest ideas about enzymes was that
they simply brought reactants together and bound
them side by side for a long enough time that the
reactive groups might bump together and finally react.
How important is this proximity factor?  Page and
Jencks estimated that rate enhancements by factors of
103 or more may be expected solely from the loss in the
entropy of two reactants when they are bound in close
proximity on an enzyme surface.107,175,176  In view of
the large entropy decrease involved, the enthalpy of
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binding must be high, and if this explanation is correct
the binding of the substrates to the enzyme provides
much of the driving force for catalysis.  Westheimer
described this by stating that enzymes use the substrate-
binding force as an entropy trap.108  The losses of
translational and rotational entropy, which Page and
Jencks estimated as up to – 160 to – 210 J /deg /mol,
overcome the unfavorable entropy of activation that
is usual in bimolecular reactions.

How precise must the orientation of substrates be
for rapid reaction?107,177,177a  Compounds such as the
acid shown in Eq. 9-103 form an internal ester (lac-
tone) spontaneously  with elimination of water.

However, the following compound reacts at a rate
over 1011 times that of the acid shown in Eq. 9-102.
This is presumably because its conformation is highly
restricted and the – COOH is constrained to frequently
collide with the – OH group.178,179  The three methyl

groups interdigitate and form a trialkyl lock.  Orientation
must also play a large role in enzymatic catalysis.  As
previously emphasized, enzymes often orient substrates
precisely by formation of multiple hydrogen bonds.
Small distortions by mutation or substitution of an
essential metal by a different one can have very great
effects.  For example, because of an altered coordination
pattern isocitrate dehydrogenases with Ca2+ in the active
site has a maximum velocity of catalysis only 2.5 x 10–3

that with the normal Mg2+-containing enzyme.180

Bruice and associates concluded that enzymes must
bring reacting groups into close proximity with orbitals
of the reactants properly aligned in the ground state
prior to moving to the transition state.  They suggested
that enzymes preorganize the enzyme-substrate com-
plex into a near attack conformation in which the
positions of reacting groups, the arrangements of
hydrogen bonds, and the local dielectric constant in
the active site, resemble those in the transition state.
In this conformation the energy barrier to the transition

state may be very low.128-128b  Preorganization of the
complex also acts to eliminate the slow components of
solvent reorganization required for reaction in aqueous
solutions.128c,128d

The necessity for reacting groups of substrates
to collide with an orientation that allows productive
interaction of electronic orbitals is often called a 
stereoelectronic effect.  An example is the addition
reaction of Eq. 9-74.  The orbital of an unshared pair
of electrons on the HO– ion must be perpendicular
to the plane of the double bond.  Furthermore, if the
proton becomes attached to the adjacent carbon in a
synchronous or concerted manner it must enter from
the opposite side, as it does in Eq. 9-74.

In many biochemical reactions an alcohol or amine
is eliminated from a tetrahedrally bonded intermediate
as in Eq. 9-104.  Deslongchamps proposed a stereoelec-
tronic theory181,182 according to which elimination of
either NH — R2 or – O — R1 from this intermediate will
depend upon the values of the torsion angles θ1 and θ2
(Eq. 9-104).  The theory asserts that for rapid elimination
of OR1 (Eq. 9-104a), unshared electron pairs on both the
– O– and N atoms must be antiperiplanar to the bond
being broken (see Figure 2-2).  If rotation around the
C– O bond (θ1) occurs an orientation can be found in
which an electron pair on each of the two oxygens
will be antiperiplanar to the bond to NHR2.  From this
orientation the latter will be eliminated (Eq. 9-104b).
The theory has been supported by much experimental
evidence involving reaction rates and product distri-
bution among competing reactions of small conforma-
tionally restricted organic molecules.181– 184  Although
more recent experiments185 suggest that stereoelec-
tronic factors may be of less significance than had
been assumed, even a small decrease in transition
state energy can be significant in an enzyme-catalyzed
reaction.  Enzymes may not only orient substrates in
accord with stereoelectronic principles but also be able
to promote conformational alterations in intermediates
that allow them to take advantage of stereoelectronic
factors.  Examples are considered in Chapter 12.

7.  The Microenvironment

A substrate bound at an active site may be in an
environment quite different than that in an ordinary
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aqueous solution.  In fact, the protein often surrounds
the substrate to the extent that the protein is the solvent.
What kind of microenvironment does the protein
provide and can it assist in the catalytic process?
Charged and dipolar groups of the protein provide
an electrostatic field that provides part of the binding
energy and which may also assist in catalysis, a con-
cept expressed by Quastel as early as 1926.183a  The
ends of protein helices often seem to point at active
centers.186,187  In many cases more than one N terminus
with its positive electrical potential (see Chapter 2) or
more than one C terminus (negative potential) of a
helix point to an active site.  These helix dipoles may
be important in stabilizing transition state structures188

or in altering pKa values of functional groups.186  Fluctua-
tions in charge distribution within a protein and in the
hydrogen-bonding pattern of the protein with solvent
and substrate may also be important.189

For some enzymatic reactions a transition state
will be favored by a medium of very low dielectric
constant and a correctly constructed active site can
provide just such a surrounding.189a  Hydrophobic
groups may be packed around a site where an ion pair
or other ionic interaction between enzyme and substrate
occurs increasing the strength of that interaction.
Conformational changes may enhance such effects.
The dehydration of polar groups that must often occur
upon binding of substrate may make these groups
more reactive.187,190,191  It has been suggested that the
substantial volume changes (∆V‡) that sometimes occur
during formation of transition states for enzyme-
catalyzed reactions may result largely from changes
in hydration of groups on the enzyme surface and that
these changes may play an important role in catalysis.

In the past most enzymologists tacitly assumed
that the external medium in which enzymes act must
be aqueous.  However, many enzymes function well
in media containing largely hydrocarbons.  Enzymes
in a dry, powdered form have been suspended directly
in organic solvents.192,193  Under these conditions,
enzymes may contain only tightly bound “structural”
water, together with less than one equivalent of a mono-
layer of water outside the protein.  The enzymes often
remain active and are able to catalyze reactions with
an altered substrate specificity as well as different
reactions overall.

8.  Strain and Distortion

The fact that enzymes appear to bind their sub-
strates in such a way as to surround and immobilize
them means that something other than the kinetic
energy of the substrate is needed to provide energy for
the ES complex to pass over the transition state barrier.
What is the source of this activation energy?  As with
nonenzymatic reactions, it must come ultimately from

the translational energy of solvent or solute molecules
bombarding the complex.  Can enzymes act as “energy
funnels” that effectively channel kinetic energy from
spots on the enzyme surface to the active site?194  This
could either be through strictly mechanical movement
or through induction by fluctuations of the electrical
field.195

It is often suggested that enzymes assist in catalysis
by distorting bond lengths or angles away from their
normal values. If the distorted structure were closer
to the transition state geometry than the undistorted
structure, catalysis would be assisted (see lysozyme,
Chapter 12).  However, Levitt196 concluded (see also
Fersht2) that forces provided this way by a protein are
small and that the protein would become distorted
rather than a substrate.  On the other hand, if binding
of a substrate distorts the protein, could the resultant
“stored energy” be used in some way to assist in
catalysis?  If binding of a substrate bends a “spring”
(Section C,4), can the tension in the spring then be used
to distort the enzyme to be more exactly complemen-
tary to the transition state?  This concept has become
popular.2,113,197

The amino acid side chains of proteins are usually
well packed.  However, neither the side chains nor the
main chain are rigid and immobile.  Some regions of
the protein will contain empty spaces – packing defects.
Lumry called these mobile defects because, as a result
of fluctuations in side chain packing, they can move
within a protein from one site to another for a consid-
erable distance.198  Much evidence, including X-ray
studies at low temperatures,199 supports the existence
of many conformational substates in proteins.  Some
substates may bind substrates better than others and
some may allow conversion to the transition state more
readily than do others.  Rotation of histidine rings,
peptide linkages, – OH groups, or amide side chains199a

may be required and has, in fact, been observed for
some enzymes.  Perhaps in one of the substates of an
enzyme–substrate complex an especially favorable
vibrational mode200 leads the complex to the transition
state.  In the transition state the packing of side chains
may be especially tight.  A mobile defect present in the
active site may have moved elsewhere.  The binding of
substrates to the protein in the transition state will also
be tighter because of the conformational alterations
that have occurred.  The binding energy of the sub-
strates is now being utilized to lower the transition
state barrier.  The substrate is literally squeezed into
the transition state configuration.

Is it possible that the protein domains forming an
active site act like ferroelectric crystals, which change
their dipole moment in response to a change in electric
field?  The highly polarizable hydrogen-bonded net-
work, the amide linkages, imidazole rings, guanidinium
group, etc. of active sites may permit a flip-flop of the
dipole moment as in domains of ferroelectric crystals.
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In such crystals, e.g., those of the hydrogen-bonded
KH2PO4, a 180° change of dipole-moment direction
results from very small movements of heavy atoms
together with larger movements of the hydrogen-
bonded protons.200a,b,c  Could a similar flip-flop in a
protein domain be coupled to the passage of a substrate
over the transition state barrier?  I have not seen any
discussion of this possibility, but the structure of pro-
tein domains would seem to allow it.  One could also
imagine that with a small change in the hydrogen-
binding arrangement of protein groups an active site
could become preorganized to favor a flip-flop along
a hydrogen-bonded chain in a different direction for a
subsequent step in a reaction sequence.

9.  Why Oligomeric Enzymes?

As we have seen (Chapter 7), a large fraction of all
proteins exist as dimers, trimers, and higher oligomers.
Oligomeric proteins raise the osmotic pressure much
less than would the same number of monomeric sub-
units and this may be crucial to a cell.  Another advan-
tage of oligomers may be reflected in the fact that active
sites of enzymes are often at interfaces between two or
more subunits.  This may enhance the ability of enzymes
to undergo conformational rearrangements that are
required during their action, just as hemoglobin changes
its oxygen affinity in concert with a change in inter-
subunit contacts (Fig. 7-25).

A curious observation is that crystals of the dimeric
pig heart malate dehydrogenase bind only one mole-
cule of the substrate NAD+ per dimer tightly; the
second NAD+ is bound weakly.201,202  Similar anti-
cooperativity has been reported for other crystalline
dehydrogenases203 and various other enzymes.  An
intriguing idea is that anticooperativity in binding
might reflect a cooperative action between subunits
during catalysis.  Suppose that only conformation A
of a dehydrogenase bound reduced substrate and
NAD+, while conformation B bound NADH and
oxidized substrate.  If reduced substrate and NAD+

were present in excess and if oxidized substrate were
efficiently removed from the scene by further oxidation,
the following cooperative events could occur in the
mixed AB dimer.  The subunit of conformation A
would bind substrates, react, and be converted to
conformation B.  At the same time, because of the
strong AB interaction, the subunit that was originally
in conformation B would be converted back to A and
would be ready to initiate a new round of catalysis.
Since conformation A has a low affinity for NADH,
dissociation of the reduced coenzyme, which is often
the slow step in dehydrogenase action, would be
facilitated.204–207  Such a reciprocating or flip-flop
mechanism, suggested first by Harada and Wolfe,204

is attractive because it provides a natural basis for the

existence of the many known dimeric enzymes that do
not exhibit evident allosteric properties.  Attempts
to verify this idea have largely failed.  However,
recent crystallographic studies of both glyceraldehyde
phosphate dehydrogenase206,207 and thymidylate
synthase208 are consistent with the proposal.  There is
still a possibility that coordinated reciprocal changes
in distribution of electrical charges in the two subunits
may also be important.

10.  Summary

It appears that enzymes exert their catalytic
powers by first bringing together substrates and
binding them in proper orientations at the active site.
Second, they often provide acidic and basic groups
in the proper orientations to promote proton transfers
within the substrate. Third, groups within the enzyme
(especially nucleophilic groups) may enter into covalent
interaction with the substrates to form structures that
are more reactive than those originally present in the
substrate. Fourth, the protein often closes around the
substrate to immobilize it and to hold it in an environ-
ment, often lacking water, which could impede cataly-
sis.  The enzyme is also probably able to make small
readjustments of its structure to provide good comple-
mentarity to the substrate at every stage and especially
to the transition state structure.  Fifth, the enzyme may
be able to induce strain or distortion in the substrate
perhaps accompanying a conformational change within
the protein.  The following question is often asked:
“Why are enzymes such large molecules?”209  At least
part of the answer is that an enzyme usually interacts,
sometimes via special domains, with other proteins.206

Another part of the answer is evident when we con-
sider that the formation of a surface complementary to
that of the substrate and possessing reasonable rigidity
requires a complex geometry in the peptide backbone.
In addition, the enzyme must provide functional groups
at the proper places to enter into catalysis.  It may require
a certain bulk to provide a low dielectric medium.
Finally, if essential conformational changes occur
during the course of the catalysis, we can only be
surprised that nature has succeeded in packing so
much machinery into such a small volume.

E.  Classification of Enzymes

An official commission of the International Union
of Biochemistry (IUB) has classified enzymes in the
following six categories:210

1. Oxidoreductases.  Enzymes catalyzing dehydro-
genation or other oxidation and reduction
reactions.

E.  Classification of Enzymes
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2. Transferases.  These catalyze group transfer
reactions.

3. Hydrolases.  Enzymes catalyzing transfer of
groups to the HO– ion of H2O.

4. Lyases.  Enzymes promoting addition to double
bonds or the reverse.
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Because some official names are quite long, traditional
trivial names for enzymes often have been retained.
Remember that to be precise it is always necessary to
mention the species from which an enzyme was iso-
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Study Questions

1. Give two reasons why enzymes are important to
living organisms.

2. If an enzyme catalyzes the reaction A→ B + C, will
it also catalyze the reaction B + C → A?

3. Can an enzyme use a site to catalyze a reverse reac-
tion different from what it uses to catalyze the reaction
in the forward direction?  Explain your answer.

4. Define the “steady state” of living cells and con-
trast with a state of chemical equilibrium.

5. How is the instantaneous initial velocity of an
enzymatic reaction measured?  What precautions
must be taken to ensure that a true instantaneous
velocity is being obtained?

6. How is the rate of an enzyme action influenced by
changes in:
a) temperature
b) enzyme concentration
c) substrate concentration
d) pH

7. In what ways are enzymatic reactions typical of
ordinary catalytic reactions in organic or inorganic
chemistry, and in what ways are they distinct?

8. In general, for a reaction that can take place with
or without catalysis by an enzyme, what is the
effect, if any, of the enzyme on
a) standard Gibbs energy change of the reaction
b) energy of activation of the reaction
c) initial velocity of the reaction
d) temperature coefficient of the rate constant

9. What are the dimensions of the rate constant for
zero-, first-, and second-order reactions?  If a first-
order reaction is half completed in 2 min, what is
its rate constant?

10. A sample of hemin containing radioactive iron,
59Fe, was assayed with a Geiger-Müller counter at
intervals of time with the following results:

0 3981
2 3864
6 3648

10 3437
14 3238
20 2965

Determine the half-life of 59Fe and the value for
the decay constant.

11. The kinetics of the aerobic oxidation of enzymati-
cally reduced nicotinamide adenine dinucleotide
(NADH) have been investigated at pH 7.38 at
30°C.  The reaction rate was followed spectropho-
tometrically by measuring the decrease in absor-
bance at 340 nm over a period of 30 min.  The
reaction may be represented as

NADH + H+ + riboflavin →
NAD+ + dihydroriboflavin

1 0.347
2 0.339
5 0.327
9 0.302

16.5 0.275
23 0.254
27 0.239
30 0.229

Determine the rate constant and the order of the
reaction.

12.  You have isolated and purified a new enzyme (E)
which converts a single substrate (S) into a single
product (P).  You have determined Mr by gel
filtration as ~ 46,400.  However, in SDS gel electro-
phoresis, a molecular mass of ~ 23 kDa was indi-
cated for the single protein band observed.  A
solution of the enzyme was analyzed in the fol-
lowing way.  The absorbance at 280 nm was found
to be 0.512.  A 1.00 ml portion of the same solution
was subjected to amino acid analysis and was
found to contain 71.3 nmol of tryptophan.  N-
terminal analysis on the same volume of enzyme
revealed 23.8 nmol of N-terminal alanine.

a) What is the approximate molecular mass of the
enzyme?  Discuss this answer.  Be sure to use
an appropriate number of significant figures in
this and other calculations.

b) What  is the concentration of your enzyme in
moles per liter of active sites?

c)  What is the molar extinction coefficient ε at 280 nm
where A = εcl; A = absorbance, c = mol / liter,
and l = cell width in cm.  Assume that all
spectrophotometric measurements are made
in 1.00 cm cuvettes.

A second preparation of the enzyme had an absor-
bance at 280 nm of 0.485.  This enzyme was dilut-
ed very carefully:  1.00 ml into 250 ml and this
diluted enzyme was used for the following experi-
ments (I to III).

Radioactive counts per minTime (days)

A (at 340 nm)Time (days)
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Study Questions

Experiment I.  A 1.00 ml portion of the diluted
enzyme was added to 250 ml of buffered substrate
at pH 7.0 and was mixed rapidly.  The resulting
initial substrate concentration [ S ]o was 1.000 mM.
This reaction mixture was held at 25.0°C and
portions were removed periodically at time t for
analysis of the product P formed.  The results
follow.  Plot [ P ] vs. time.

200 0.104 2800 0.070
400     0.208 3200 0.040
800     0.392 3600 0.022

1200     0.554 4400 0.0060
1600     0.695 6000 0.00048
2000     0.800
2400     0.881

The integrated rate equation corresponding to the
Michaelis– Menten equation

v = Vmax [ S ] / (Km + [ S ]) is as follows:

Vmax ⋅ t = [ S ]o - [ S ] + Km ln ([ S ]o/ [ S ])

d) Plot ([ S ]o - [ S ])/ t vs. l / t x ln ([ S ]o/ [ S ]).  From
this plot evaluate Km  and Vmax.  Make this and
other plots to appropriate scale on good quality
graph paper.

e) What is kcat?

Experiment II.  In a second experiment, a series of
test tubes were set up, each containing a different
amount of buffered substrate at pH 7 but each in a
volume of exactly 4.00 ml.  The same enzyme
solution used in part d (absorbance at 280 nm =
0.485) was diluted 2.00 ml in 250  ml as in I, then
again 2.00 ml in 200 ml.  Portions of 1.00 ml of this
twice diluted enzyme were added at t = 0 to each
of the test tubes of buffered substrate.  The reac-
tion was stopped in just 10.0 minutes by adding
perchloric acid;  a suitable reagent was added to
provide for a colorimetric determination of the
product.  The results were as follows:

10.0 2.29 0.600 1.31
  5.00 2.18 0.400 1.07
  2.50 2.00 0.200 0.686
  1.200 1.69 0.100 0.400
  0.800 1.48

f) Plot l / v vs. l / [ S ] where v is in units of µmol
per tube and [ S ] in millimoles / liter.  Evaluate
Km, Vmax, and kcat from this plot.  Fit your data
by eye.  It is generally agreed that a linear least
squares fit is inappropriate unless suitable
weighting factors are used.

g) Plot the same data as v / [ S ] vs. v.  Again
evaluate Km and Vmax.

Experiment III.  The preceding experiment was
repeated but an inhibitor was present in each tube
in a concentration equal to 5.00 mM, 10.0 mM, or
25.0 mM.  Two different inhibitors were used, A
and B.  The following results were obtained.

5.00 2.00 1.09 1.50 0.727
2.50 0.71 1.00 1.09 0.667
1.20 1.31 0.848 0.686 0.565
0.800 1.07 0.739 0.505 0.492
0.600 0.900 0.654 0.400 0.436
0.400 0.686 0.533 0.282 0.356
0.200 0.400 0.343 0.150 0.229
0.100 0.218 0.200 0.077 0.133

h) Plot l/v vs. l / [ S ] for each of these sets of data.
For each case evaluate Vmax, apparent Km, and
inhibitor constants KI = [ I ] [ E ]/ [ EI ].  There may
be two KI values.

i) For uninhibited enzymes, when [ S ] = 0.4 mM
what fraction of the enzyme is ES? Free E?

j) For enzyme in the presence of 10.00 mM inhibitor
and 0.8 mM substrate, what fraction of the total
enzyme is ES?  EI?  free E?

k) Recall that v = [ ES ] kcat = [ E ][ S ] ⋅ kcat/Km in many
cases.  What will be the relative rates of product
formation from your substrate S and another
competing substrate S’ present at the same concen-
tration which also reacts with your enzyme with
Km = 0.01 mM and kcat = 200 / s if [ S ] = [ S’ ]?

13.  Using the method of graphs, write the initial rate
equation for the following system with A, B, P, and
Q present.

Odd-numbered rate constants are for forward
reactions; even-numbered constants are for
reverse.

Time t (s) [P] (mM) Time t (s) Remaining [S] (mM)

Amount of product
(µmol/tube)

[S]
(mM)

Amount of product
(µmol/tube)

[S]
(mM)

EXY EQ EEAE

A
k1 k2

B
k3 k4

P
k5 k6

Q
k7 k8

[I] =
[S]

(mM)

µmol of product formed in 10 min/tube

5.00 mM 5.00 mM 25.0 mM 10.0 mM

Inhibitor: BA Inhibitor: BA
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Study Questions

a) Satisfy yourself that

The determinants (given by the method of graphs)
which provide the steady-state concentrations of
[E] and of the various exzyme–substrate and
enzyme–product complexes are

[E] = k2k7[k4 + k5] + k3k5k7[B] + k2k4k6[P]

[EA] = k1k7[k4 + k5][A] + k1k4k6[A][P] + k4k6k8[P][Q]

[EXY] = k1k3k7[A][B] + k2k6k8[P][Q] + k1k3k6[A][B][P]
+ k3k6k8[B][P][Q]

[EQ] = k2k8[ k4 + k5][Q] + k1k3k5[A][B] + k3k5k8[B][Q]

b) To obtain an expression for vf  the expression
for –d [ A ]/ dt may be multiplied by [ E ]t and
divided by [ E ] + [ EA ] + [ EXY ] + [ EQ ] = [ E ]t.
Then the above determinants may be substituted.

c) What is Vmax,forward  and Vmax,reverse?  HINT:
Vmax,forward is obtained when [P] = [Q] = 0 and
[A] = [B] = ∞.  What are KmA and KmB? KmA is
obtained when [P] = [Q] = 0, [B] = ∞, and v =
1/2 Vmax,forward.

d) With a knowledge of the kinetic parameters,
indicate how the eight rate constants may be
obtained if the total concentration of enzyme,
[E]t, is known.

14.  Anticooperativity was observed in the plot of
velocity vs. substrate concentration for an enzyme.
Can this observation be explained by the Monod –
Wyman – Changeux model for oligomeric enzymes?
By the model of Koshland?  Explain.

15.  Interpret, for each of the following cases, the curve
showing measured initial velocity at constant
substrate concentration (not maximum velocity)
against pH for an enzyme-catalyzed reaction.

a) The substrate is neutral and contains no acidic
or basic groups.  The Michaelis constant is
found to be independent of pH over the range
studied.

b) The substrate is neutral and contains no acidic
or basic groups, and the maximum velocity is
found to be independent of pH.

c) The substrate is an α-amino acid, and the
maximum velocity is found to be independent
of pH.

6 7 8 9 10

v

pH

– d[A]
dt

= k1[A][E] – k2[EA]

– d[B]
dt

= k3[B][EA] – k4[EXY]=

d[P]
dt

= k5[EXY] – k6[P][EQ]=

d[Q]
dt

= k7[EQ] – k8[E][Q]=
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This electron micrograph of a thin section of pancreatic epithelial cells shows parts of two
secretory cells that are synthesizing proenzymes (zymogens).  Nuclei (N) are seen at the top
center and lower right.  Numerous ribosomes (barely seen here) line the many membranes of
the endoplasmic reticulum (ER) and are most abundant near lateral and basal (left) surfaces of
the cells.  A few mitochondria (M) are present.  The synthesized proteins move toward the apical
surfaces (a small piece is seen at upper right), passing through the Golgi region (G) and accumu-
lating in zymogen granules (Z) before secretion.  From Porter, K. R. and Bonneville, M. A., Fine
Structure of Cells and Tissues, Lea and Febiger, Philadelphia 1973.  Courtesy of Mary Bonneville.N
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The first section of this book has dealt with the
basic structures and with many of the complexities of
the materials formed by living cells.  In the next major
section we will look at the chemical reactions that build
and maintain a cell and that permit it to grow and to
be responsive to external stimuli.  These reactions are
organized into metabolic sequences or pathways that
form a complex, branched, and interconnected network.
It would be pointless to try to memorize all of them.
However, at this point it will be worthwhile to consider
the significance of a few of the major sequences, which
describe central pathways of metabolism.

Beginning in the nineteenth century, the investigation
of these pathways and of the associated enzymes has
provided much of our knowledge about the chemistry
of living things.  The protein products that are encoded
in the structural genes that direct these pathways make
up a large fraction of the material in a cell.  It will be
well worth the reader’s effort to examine the chemistry
of these metabolic sequences in detail.  Regulatory
mechanisms that are applicable to them, and to other
pathways, are described in Chapter 11 and chemical
details of enzyme action are considered in Chapters
12–16.  Then, in Chapter 17, the chemical logic of the
reaction sequences is considered in more detail.

A.  The Starting Materials

All cells of all organisms take in chemical starting
materials and give off chemical products.  They all
have a source of energy and generate heat during their
metabolism.  They all synthesize complex organic
substances and maintain a high degree of organization,
that is, a state of relatively low entropy.  The materials
taken up by cells are often organic compounds which

not only supply material for the synthesis of cellular
constituents but also may be degraded to provide
energy.  A characteristic of all cells is the ability simul-
taneously to synthesize thousands of complex proteins
and other materials and, at the same time, to break
down (catabolize) the same types of compounds.  Since
cells both synthesize and catabolize most cellular com-
ponents there is a continuous turnover of the very
structural components of which they are composed.
Metabolism encompasses all of these processes.

The most rapid catabolic reactions are usually
those that provide the cell’s energy.  Organisms vary
greatly in the materials used for food.  Human beings,
as well as many other organisms, break down carbo-
hydrates, lipids, and proteins to obtain energy and
starting materials for biosynthesis.  In contrast, some
organisms use only one or a few simple organic com-
pounds while autotrophs satisfy their needs entirely
with inorganic materials.  Looking at all of the species
of living things we find an extraordinary range of
specialization in metabolism as well as in structure.
Nevertheless, there are many common features of
metabolism.  For example, most cells utilize glucose
or a close relative as a source of biosynthetic interme-
diates.  Pathways for synthesis of nucleic acids and
proteins are similar in all species.  Even the control
of growth and development depends upon proteins
whose structures are often conserved throughout the
living world.

1.  Digestion

We humans must digest most foods before we can
utilize them.  The same is true for most bacteria, which
need amino acids generated by the breakdown of

An Introduction to Metabolism 10
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Figure 10-1  An overall view of some metabolic sequences.  Several major pathways of catabolism are indicated by heavy lines.  The
glycolysis pathway, leading to pyruvate and lactate, starts at the top left, while the β oxidation pathway of fatty acids is on the right.
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proteins.  Our digestive enzymes, which act on carbo-
hydrates, proteins, lipids, and nucleic acids, are syn-
thesized by cells in the salivary glands, stomach,
pancreas, and intestinal lining.  The properties of these
enzymes are described in Chapter 12.  Bacteria secrete
digestive enzymes into their surroundings.  Although
most green plants have no need to digest foods, they
too have enzymes closely related to our digestive
enzymes.  These enzymes break bonds in proteins or
carbohydrate polymers to allow expansion of leaves
and stems, ripening of fruits, and other physical changes.
All cells carry out processing or maturation of their
newly synthesized polymers.  This often involves the
cutting off of one or more pieces of a protein, poly-
saccharide, or nucleic acid.  The processing enzymes
are also relatives of digestive enzymes.

2.  Sources of Energy

All cells require a source of chemical energy.  This
is provided to a large extent by ATP (Chapter 6), whose
hydrolysis can be coupled to reactions of synthesis, to
transport across membranes, and to other endergonic
processes.   For this reason, all cells have active path-
ways for the synthesis of ATP.  Biosynthesis often also
involves chemical reduction of intermediates; therefore,
cells must have a means of generating suitable reduc-
tants.  The reagent of choice is often the hydrogen-
carrying coenzyme NADPH.  It is a phosphorylated form
of NADH, a derivative of the vitamin nicotinamide
(Box 15-A), whose structure follows.  Reduction of
metabolic intermediates by NADPH provides a second
mechanism by which chemical energy is harnessed for
biosynthesis.  A third source of energy, which is con-
sidered in Chapter 18, is the gradient of hydrogen ions
that is set up across cell membranes by oxidative or
photochemical processes.

B.  Catabolism and the Synthesis of ATP

The catabolic sequences by which cells obtain
energy often appear dominant.  For animals, fungi,
and nonphotosynthetic bacteria these pathways are

used to metabolize large amounts of food and to produce
large amounts of ATP.  Because they are also related to
biosynthetic pathways they have a central importance
in virtually all organisms.

1.  Priming or Activation of Metabolites

After a polymeric nutrient is digested and the
monomeric products are absorbed into a cell, an
energy-requiring priming reaction is usually required.
For example, the hydrolysis of fats (whether in the
gut or within cells) produces free fatty acids.  Before
undergoing further metabolism, these fatty acids are
combined with the thiol compound coenzyme A to
form fatty acyl-CoA derivatives.  This requires a
thermodynamically unfavorable reaction that necessi-
tates the “expenditure” of ATP, that is, its hydrolysis
to AMP and inorganic pyrophosphate (PPi).  Likewise,
glucose, when taken into cells, is converted into the
phosphate ester glucose 6-phosphate (glucose-6-P),
again with an associated cleavage of ATP.  The major
metabolic pathways often start with one of these two sub-
stances:  a fatty acyl-CoA derivative or glucose 6-phosphate.
The structures of both are given at the top of Fig. 10-1,
which is designed to provide an overall view of meta-
bolism.

The phospho group of glucose-6-P is not very
reactive but it provides a “handle” which helps enzymes
to recognize and to hold onto this glucose derivative.
Likewise, the coenzyme A molecule, whose complete
structure is given in Chapter 14, provides a large and
complex handle for enzymes.  However, from a chemical
viewpoint, the formation of the thioester linkage of a
fatty acid with the –SH group of coenzyme A in the
acyl-CoA is more important.  This alters the electronic
structure of the fatty acid molecule, “activating” it
toward the reactions that it must undergo subsequently.

Thus, priming reactions often provide
chemical changes essential to the mecha-
nisms of subsequent reactions.

Activation of a carboxylic acid by
formation of an acyl-CoA derivative (Eq.
10-1) is of special importance because of
its widespread use by all organisms.  The
basic reaction occurs by two steps.  The
first (Eq. 10-1, step a) is a displacement
reaction on the phosphorus atom of ATP
to form an acyl adenylate, a mixed anhy-
dride of the carboxylic acid and a substi-
tuted phosphoric acid.  Such mixed anhy-
dride intermediates, or acyl phosphates,

are central to much of cellular energy metabolism
because they preserve the high group-transfer potential
of a phospho group of ATP (Chapter 6) while imparting
a high group-transfer potential to the acyl group.  This
allows the acyl group to be transferred in step b
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of Eq. 10-1 onto the sulfur atom of coenzyme A to form
an acyl-coenzyme A in which the high group transfer
potential of the acyl group is conserved (see Table 6-6).
Two additional steps are linked to this sequence.  In
step c the inorganic pyrophosphate that is displaced in
step a is hydrolyzed to two molecules of HPO4

2– (Pi),
and in step d the AMP formed is phosphorylated by
ATP to form ADP.  The overall sequence of Eq. 10-1
leads to hydrolysis of two molecules of ATP to ADP +
Pi.  In other words, two molecules of ATP are spent in
activating a carboxylic acid by conversion to an acyl-
coenzyme A.

2.  Interconversions of Sugar Phosphates

The strategy employed by most cells in the catabo-
lism of several 6-carbon sugars is to convert them to
glucose 6-phosphate and, in the several steps outlined
in Fig. 10-2, to cleave this hexose phosphate to two
equivalent molecules of glyceraldehyde 3-phosphate.
This triose phosphate can then be metabolized further.
Notice the chemical nature of the reactions involved in

the formation of glyceraldehyde 3-phosphate.  The
first step (Fig. 10-2, step a) is the transfer of the phospho
group from ATP to the 6 position of glucose.  Step b
is the reversible opening of the sugar ring and step c
the isomerization of an aldose to a ketose.  Step d is a
second transfer of a phospho group from ATP, another
priming reaction that provides the second of the phos-
phate handles for the two molecules of triose phosphate
that are formed.  Step e is an aldol cleavage which breaks
the C–C bond in the center of the ketose chain, while
step f is another sugar isomerization that is chemically
similar to the one in step c.

We see that in the six steps shown in Fig. 10-2 for
conversion of glucose to two molecules of glyceralde-
hyde 3-phosphate, there are only four kinds of reac-
tion:  (1) phospho transfer from ATP; (2) opening of a
sugar ring; (3) aldose-ketose isomerization; and (4)
aldol cleavage. These types of reactions, which are
described in more detail in Chapters 12 and 13, occur
in many places in metabolism.  As is indicated in Fig.
10-2, glucose 6-phosphate can also be generated from
glycogen or starch.  The first step (Fig. 10-2, step g) is
phosphorolysis, cleavage by an inorganic phosphate
ion.  This leads directly to glucose 1-phosphate.  The
latter is isomerized by a phospho transfer process
(step h).

3.  Glycolysis and Fermentation

A major route of breakdown of carbohydrates
is the Embden–Meyerhof–Parnas pathway, often
referred to simply as glycolysis.  It is indicated on
the left side of Fig. 10-1 and in more detail in Figs.
10-2 and 10-3.  The pathway begins with the reactions
of Fig. 10-2, with either free glucose or glycogen as
starting materials.  Its end products may be reduced
materials such as lactic acid or ethanol, which are
formed under anaerobic conditions (Fig. 10-3).  How-
ever, under aerobic conditions the product is acetyl-
coenzyme A, whose acetyl group can then be oxidized
to carbon dioxide and water in the citric acid cycle.

After the sugar chain is cleaved in the glycolysis
sequence, the two resultant molecules of glyceraldehyde
3-phosphate are oxidized to 3-phosphoglycerate (Fig.
10-3, steps a,b).  The oxidant is the hydrogen carrier
NAD+, the oxidized form of NADH.  Cells frequently
use NAD+ to dehydrogenate alcohols to aldehydes or
ketones, with one atom of hydrogen and an electron
from the alcohol becoming attached to the NAD+ to
give NADH and the other hydrogen being released as
H+ (Eq. 10-2).

The oxidation of glyceraldehyde 3-phosphate is
considerably more complex.  The oxidation of an
aldehyde to a carboxylic acid is a strongly exergonic
process and the oxidation of glyceraldehyde 3-phos-
phate by cells is almost always coupled to the synthesis
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gluconeogenesis, and glycogen synthesis.  Pathways of catabolism are indicated with black lines and those of biosynthesis
with green lines.

B.  Catabolism and the Synthesis of ATP

of ATP.  The importance of this coupling can be under-
stood by the fact that for many organisms living by anae-
robic fermentation reactions, this one oxidation step provides
the sole source of ATP.  It is the mechanism for coupling
this oxidation to synthesis of ATP that accounts for the
complexity of the glyceraldehyde 3-phosphate dehy-
drogenase reaction, whose chemistry is presented in
detail in Chapter 15.  As is indicated in the simplified
version of Fig. 10-3 (step a) inorganic phosphate (Pi) is

a reactant and the product released by the enzyme is
1,3-bisphosphoglycerate.  This compound, which has
been formed by the oxidative process, is an anhydride
of phosphoric acid with 3-phosphoglyceric acid.  The
phospho group of such acyl phosphates, like that of
ATP, has a high group transfer potential and can be
transferred to ADP to generate ATP (Fig. 10-3, step b).
Since each glucose molecule is cleaved to two mole-
cules of triose phosphate, two molecules of ATP are
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(10-2)

Figure 10-3  Coupling of the reactions of glycolysis with formation of lactic
acid and ethanol in fermentations.  Steps a to g describe the Embden–
Meyerhof–Parnas pathway.  Generation of 2 ATP in step b can provide all of
the cell’s energy.
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generated in this process by the fermentation of one
molecule of glucose.  This is enough for a bacterium to
live on if it ferments enough sugar.

Further metabolism of 3-phosphoglycerate involves

an isomerization by means of a phosphotransferase
(mutase reaction, step c) to form 2-phosphoglycerate
which then loses water in an elimination reaction (step d).
Elimination of a hydroxyl group in a β position relative

to a carboxyl group together with an
α-proton is another very frequently
used type of metabolic reaction.  In
this case the product, phosphoenol-
pyruvate (PEP), is a unique and
important metabolite.  It is a key
intermediate in the biosynthesis of
aromatic amino acids and in numer-
ous other biosynthetic sequences.

In the Embden–Meyerhof–
Parnas pathway PEP transfers its
phospho group to ADP (step e) to
generate ATP and pyruvate.  The
latter is shown enclosed in brackets
in Fig. 10-3 as the enolic form, which,
tautomerizes to the oxo form (step f).
The fact that the oxo form of pyru-
vate is much more stable than the
enol gives the phospho group of
phosphoenolpyruvate its high group
transfer potential.  The metabolic
significance of this step is that the
phosphate handles of the glycolytic
intermediates, which were initially
transferred on from ATP, are now
returned to ADP with the regenera-
tion of an equivalent amount of ATP.

The product of this metabolic
sequence, pyruvate, is a metabolite
of central importance.  Its fate depends
upon the conditions within a cell
and upon the type of cell.  When
oxygen is plentiful pyruvate is
usually converted to acetyl-coenzyme
A, but under anaerobic conditions
it may be reduced by NADH + H+

to the alcohol lactic acid (Fig. 10-3,
step h).  This reduction exactly
balances the previous oxidation
step, that is, the oxidation of glycer-
aldehyde 3-phosphate to 3-phospho-
glycerate (steps a and b).  With a
balanced sequence of an oxidation
reaction, followed by a reduction
reaction, glucose can be converted
to lactate in the absence of oxygen,
a fermentation process.  The lactic
acid fermentation occurs not only in
certain bacteria but also in our own
muscles under conditions of extremely
vigorous exercise.  It also occurs
continuously in some tissues, e.g., the
transparent lens and cornea of the eye.
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In the well-known fermentation of sugar to etha-
nol by yeast, the pyruvate generated by glycolysis is
first decarboxylated to acetaldehyde (Fig. 10-3, step i).
This decarboxylation of a 2-oxo acid is chemically
difficult and the enzyme catalyzing it makes use of a
special reagent known as a coenzyme.  For this type
of reaction, the coenzyme is the diphosphate (pyro-
phosphate) ester of thiamin (vitamin B1).  Its mode of
action is discussed in Chapter 14.  It is usually needed
when a 2-oxo acid is decarboxylated.  The alcoholic
fermentation by yeast is completed by reduction of
acetaldehyde to ethanol (Fig. 10-3, step j), again using
the NADH produced in the oxidation of glyceralde-
hyde 3-phosphate.  The conversion of glucose to lactic
acid or to ethanol and CO2 are just two of many fer-
mentation reactions, most of which are carried out by
bacteria and which are dealt with further in Chapter
17.  An important requirement is that the Gibbs energy
change for the overall fermentation reaction be suffi-
ciently negative that ATP synthesis can be coupled to
it.  Thus, using data from Table 6-4:

C6H12O6 (glucose) → 2 C3H5O3 (lactate) + 2H+

∆G’ (pH 7) = –196 kJ/mol (–46.8 kcal/mol)

2ADP3– + 2Pi
2–+H+ → H2O + ATP4–

∆G’ (pH 7) = +69 kJ/mol

Sum:  C6H12O6 + 2ADP3– + 2Pi
2– →

H2O + 2 C3H5O3 +2H+ + 2 ATP4–

∆G’ (pH 7) = –127 kJ/mol

A requirement for all fermentations is the existence
of a mechanism for coupling ATP synthesis to the
fermentation reactions.  In the lactic acid and ethanol
fermentations this coupling mechanism consists of the
formation of the intermediate 1,3-bisphosphoglycerate
by the glyceraldehyde 3-phosphate dehydrogenase
(Fig. 10-3, step a).  This intermediate contains parts
of both the products ATP and lactate or ethanol.

4.  Pyruvate Dehydrogenase

In most organisms undergoing aerobic metabolism,
pyruvate is oxidized to acetyl-CoA in a complex process
involving its decarboxylation (Eq. 10-6).  This oxidative
decarboxylation, like the decarboxylation of pyruvate
to acetaldehyde, requires thiamin diphosphate.  In
addition, an array of other catalysts participate in the
process (see Fig. 15-15).  Among these are the electron
carrier flavin adenine diphosphate (FAD), which is
derived from the vitamin riboflavin.  Like NAD+, this

(10-3)

(10-4)

(10-5)

compound can accept two electrons (plus two protons)
to form FADH2.  However, it sometimes serves as a
one-electron carrier.

Acetyl-CoA is another major metabolic intermediate.

It is an acyl-CoA of the type mentioned in Section 1
and can also be formed from acetate, ATP, and coen-
zyme A.  Although the human diet contains some acetic
acid, the two major sources of acetyl-CoA in our bodies
are the oxidative decarboxylation of pyruvate (Eq. 10-6)
and the breakdown of fatty acid chains.  Let us consider
the latter process before examining the further metab-
olism of acetyl-CoA.

5.  Beta Oxidation

Whether fatty acids are oxidized to obtain energy
or are utilized for biosynthesis, they are first converted
to their acyl-CoA forms and are then cleaved to the
two-carbon units represented by the acetyl groups of
acetyl-CoA.  The beta oxidation sequence, by which
this occurs, is represented by the solid vertical arrow
on the right side of Fig. 10-1 and is shown in greater
detail in Fig. 10-4.  We see from the latter figure that
there are two dehydrogenation steps.  The first (step b)
removes hydrogen atoms from the α- and β-carbon
atoms to produce a trans α, β unsaturated fatty acyl-CoA
(Enoyl-CoA).  The hydrogen acceptor is FAD.  It is
needed because this reaction requires a more powerful
oxidant than does the dehydrogenation of an alcohol,
for which NAD+ is adequate.  Addition of water to the
double bond of the unsaturated acyl-CoA (step c)
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Figure 10-4  Reactions of fatty acid activation and of
breakdown by β oxidation.
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generates an alcohol which is then dehydrogenated
(step d) by NAD+ to form a β-oxoacyl-CoA.  This is
cleaved (step e) by a reaction (thiolysis) with another
molecule of coenzyme A to form acetyl-CoA and a

new acyl-CoA with a shortened chain.  The latter is
“recycled” by passage through the β oxidation sequence
repeatedly until the chain is shortened to a 2- or 3-carbon
fragment, acetyl-CoA, or propionyl-CoA.  Since most
dietary fatty acids contain an even number of carbon
atoms, acetyl-CoA is the predominant product.

The beta oxidation of fatty acids, like the dehydro-
genation of pyruvate to acetyl-CoA, takes place within
the inner matrix of the mitochondria in eukaryotic
organisms.  The reduced hydrogen carriers FADH2
and NADH transfer their electrons to other carriers
located within the inner membrane of the mitochon-
dria.  In bacteria the corresponding reactions occur
with electron carriers present in the plasma membrane.
Both FAD and NAD+ are regenerated in this way and
are able to again accept hydrogen from the beta oxida-
tion reactions.  This transfer of hydrogen atoms from
substrates to hydrogen carriers is typical of biological
oxidation processes.

6.  The Electron Transport Chain, Oxidative
Phosphorylation

Reoxidation of the reduced carriers NADH and
FADH2 actually involves a sequence of electron carriers,
the electron transport chain, whose function is
indicated below the circle near the center of Fig. 10-1.
The oxidation of reduced NADH by O2 (Eq. 10-7) is a
highly exergonic process and is accompanied by the

NADH + H+ + 1/2 O2 → NAD+ + H2O
∆G’ (pH 7) = –219 kJ/mol

generation of about three molecules of ATP (from
ADP and inorganic phosphate).  This process, termed
oxidative phosphorylation, is the principal source of
usable energy (in the form of ATP) provided by break-
down of both carbohydrates and fats in the human
body.

The mechanism of oxidation of NADH in the elec-
tron transport chain appears to occur by transfer of a
hydrogen atom together with two electrons (a hydride
ion H–).  Oxidation of FADH2 to FAD might occur by
transfer of two hydrogen atoms or by transfer of H– +
H+.  However, it is useful to talk about all of these
compounds as electron carriers with the under-
standing that movement of one or both of the electrons
may be accompanied by transfer of H+.  The electron
transport complex is pictured in a very simplified
form in Fig. 10-5.

The electrons donated from NADH or other reduc-
tants, upon entering this complex, travel from one
carrier to the next, with each carrier being a somewhat
more powerful oxidant than the previous one.  The
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Figure 10-5  An abbreviated version of the electron transport
chain of mitochondria.  Four electrons reduce O2 to 2 H2O.  For
details see Figs. 18-5 and 18-6.

BOX 10-A  AN EARLY LABELING EXPERIMENT

In 1904, long before the advent of radioactive
tracers, Knoop synthesized fatty acids labeled by
chemical attachment of a benzene ring at the end
opposite the carboxyl group.  He prepared these
compounds with both odd and even numbers of
carbon atoms in straight chains and fed them to
dogs.  From the dogs’ urine he isolated hippuric
acid and phenylaceturic acid, which are the amides
of glycine with benzoic acid and phenylacetic acid,
respectively.  Knoop showed that the phenylacetic
acid was produced from those fatty acids with an

a Weinhouse, S. (1995) FASEB J. 9, 820– 821
b Quastel, J. H. (1984) Trends Biochem. Sci. 9, 117–118

even number of carbon atoms, while the benzoic
acid was formed from those with an odd number.
From these experimental results, Knoop deduced
that fatty acid degradation occurs two carbon atoms at a
time and proposed his famous � oxidation theory.

Later experiments using isotopic labeling with
13C verified Knoop’s proposals,a but study of isolated
enzymes was not possible until after the discovery
of coenzyme A in 1950.  Then, studies of fatty acid
oxidation by extracts from isolated mitochondria
established the details of the pathway.b
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B.  Catabolism and the Synthesis of ATP

final carrier, known as cytochrome aa3 or
cytochrome oxidase, reacts with molecular
oxygen.  Each molecule of O2, together with
4 H+, is converted to two molecules of water.
This stoichiometry requires that two mole-
cules of NADH pass four electrons down the
chain for each O2 reduced.

The chemical structures of the components
of the mitochondrial electron transport chain
are varied but fall into several distinct classes.
Most are proteins but these proteins always
contain special coenzymes or prosthetic
groups able to engage in oxidation–reduction
reactions.  At the substrate end of the chain
NADH passes a hydrogen atom together
with its bonding electron pair to a riboflavin-
containing coenzyme riboflavin 5'-phosphate
(FMN), which is tightly bound into a protein
(designated Flavin 1 in Fig. 10-5).  Similar
flavoproteins, Flavin 2, and Flavin 3, act
as oxidants for FADH2 arising during beta
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S

Fe

S from cysteine

Fe2S2

Fe4S4

oxidation and oxidation of succinate, whose signifi-
cance to metabolism is discussed in the next section.

A significant difference between NADH and
FADH2 is that the former diffuses freely between the
dehydrogenases that transfer hydrogen to it and the
flavoprotein NADH dehydrogenase (Flavin 1) that
reoxidizes it.  However, FAD, whether in its oxidized
state or as FADH2, stays tightly bound to proteins at
all times.  Only hydrogen atoms or electrons are trans-
ferred into or out of these proteins.  During beta oxida-
tion the FADH2 generated remains tied to the fatty acyl-
CoA dehydrogenase protein.  However, the two hydrogen
atoms of this FADH2 are transferred to another molecule
of FAD, which is bound to an electron-transferring
flavoprotein.  This protein carries electrons one at a
time, as FADH, by diffusion to the inner surface of the
inner mitochondrial membrane.  There it transfers the
hydrogen atoms that it carries to the flavoprotein desig-
nated Flavin 2 in Fig. 10-5.  The electron-transferring
flavoprotein can also be viewed as a carrier of single
electrons, each accompanied by H+.

A second group of electron carriers in mitochon-
drial membranes are the iron–sulfur [Fe–S] clusters
which are also bound to proteins.  Iron–sulfur proteins
release Fe3+ or Fe2+ plus H2S when acidified.  The
“inorganic clusters” bound into the proteins have
characteristic compositions such as Fe2S2 and Fe4S4.
The sulfur atoms of the clusters can be regarded as
sulfide ions bound to the iron ions.  The iron atoms
are also attached to other sulfur atoms from cysteine
side chains from the proteins.  The Fe–S proteins are
often tightly associated with other components of the
electron transport chain.  For example, the flavoproteins
Flavin 1, Flavin 2, and Flavin 3 shown in Fig. 10-5 all
contain Fe–S clusters as does the Q-cytochrome b
complex.  All of these Fe–S clusters seem to be one-
electron carriers.

A third hydrogen carrier of mitochondrial mem-
branes, and the only one that is not unequivocally

associated with a specific protein, is the isoprenoid
quinone ubiquinone or coenzyme Q (Q in Fig. 10-5).
Ubiquinone apparently serves as a common carrier,
collecting electrons from three or more separate input
ends of the chain and directing them along a single
pathway to O2.

The final group of mitochondrial redox components
are one-electron carriers, small proteins (cytochromes)
that contain iron in the form of the porphyrin complex
known as heme.  These carriers, which are discussed
in Chapter 16, exist as several chemically distinct
types: a, b, and c.  Two or more components of each
type are present in mitochondria.  The complex cyto-
chrome aa3 deserves special comment.  Although cyto-
chromes are single-electron carriers, the cytochrome aa3
complex must deliver four electrons to a single O2
molecule.  This may explain why the monomeric complex
contains two hemes and two copper atoms which are
also able to undergo redox reactions.1,2

Although the components of the electron transport
chain have been studied intensively, there is still some
mystery associated with the process by which ATP
synthesis is coupled to electron transport (oxidative
phosphorylation).  A theory originally proposed by
Mitchell3 and now generally accepted4,5 is that passage
of electrons through the chain “pumps” protons from
the inside to the outside of the tight inner mitochon-
drial membrane.  As a result, protons accumulate
along the outside of this membrane, as do negative
counterions along the inside.  The membrane becomes
charged like a miniature electrical condenser.  The
synthesis of ATP takes place in the small knoblike ATP
synthase which is partially embedded in the same
membranes.  The Gibbs energy for the formation of
ATP from ADP and inorganic phosphate is apparently
supplied by the flow of protons back to the inside of
the membrane through the ATP synthase.  Possible
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ways in which this may occur as well as many other
aspects of electron transport are dealt with in Chapter 18.

7.  The Citric Acid Cycle

The 2-carbon acetyl units removed from fatty acid
chains or generated from sugars by glycolysis and the
action of pyruvate dehydrogenase must be completely
oxidized to carbon dioxide to provide cells with the
maximum amount of energy.  The oxidation of an acetyl
group is a difficult chemical process, and probably for
this reason nature has devised an elegant catalytic
cycle, the citric acid cycle, which is indicated at the
lower right in Fig. 10-1 and is shown in detail in Fig.
10-6.  The cycle begins when the 4-carbon oxaloacetate
(also spelled oxalacetate) is condensed with an acetyl
group of acetyl-CoA to form the 6-carbon citrate.
Then, in the remaining reactions of the cycle, two
carbon atoms are removed as CO2 and oxaloacetate
is regenerated.  Several oxidation steps are involved,
each of which feeds additional reducing equivalents
(i.e., hydrogen atoms removed from substrates) into
the pool of hydrogen carriers and allows for more
synthesis of ATP via the electron transport chain.  The
importance of this pathway to an organism can be
understood from the fact that when glucose is oxidized
completely to CO2 and water via the citric acid cycle,
about 38 molecules of ATP are formed, 19 times as
much as by fermentation.

Although oxaloacetate is regenerated and there-
fore not consumed during the operation of the citric
acid cycle, it also enters other metabolic pathways.
To replace losses, oxaloacetate can be synthesized from
pyruvate and CO2 in a reaction that uses ATP as an
energy source.  This is indicated by the heavy gray line
leading downward to the right from pyruvate in Fig.
10-1 and at the top center of Fig. 10-6.  This reaction
depends upon yet another coenzyme, a bound form
of the vitamin biotin.  Pyruvate is formed from break-
down of carbohydrates such as glucose, and the need
for oxaloacetate in the citric acid cycle makes the oxida-
tion of fats in the human body dependent on the con-
current metabolism of carbohydrates.

C.  Biosynthesis

At the same time that cells break down foodstuffs
to obtain energy, they are continuously creating new
materials.  The green lines in Fig. 10-1 indicate some
pathways by which such biosynthesis takes place.
Examining the left side of the figure, we see that either
pyruvate or 3-phosphoglycerate can be converted back
to glucose 6-phosphate and that the latter can be used
to synthesize glycogen or other sugars or polysaccha-
rides.

1.  Reversing Catabolic Pathways

Breakdown of carbohydrates is thermodynamically
spontaneous.  Therefore, cells cannot simply use catabolic
pathways operating in reverse without finding ways of
coupling the cleavage of ATP to synthesis.  In the formation
of glucose from pyruvate in the liver, a process known
as gluconeogenesis, there are three distinct points
at which the enzymes used differ from those used in
catabolism:  (1) Pyruvate is converted to phosphoenol-
pyruvate by a mechanism utilizing more than one
molecule of ATP, a pathway that is discussed in detail
in Chapter 17; (2) as is shown in Fig. 10-2, fructose
1,6-bisphosphate is hydrolyzed to fructose 6-phosphate
and inorganic phosphate by a phosphatase rather
than through reversal of step d, which would form
ATP; and (3) glucose-6-phosphate is hydrolyzed by a
phosphatase rather than following the reverse of step
a in Fig. 10-2.  Furthermore, glycogen is synthesized
from glucose 6-phosphate, not by reversal of the phos-
phorylase reaction (Fig. 10-2, step g), but via a new
intermediate, uridine diphosphate glucose (UDPG),
whose formation involves cleavage of UTP.  The latter
is generated by phospho transfer from ATP.  Inorganic
pyrophosphate (PPi) is a product of UDPG formation
and is removed by hydrolytic cleavage to two molecules
of inorganic phosphate by the enzyme pyrophosphatase.
This reaction helps to make the biosynthesis thermo-
dynamically spontaneous by removing one of the
reaction products.

A similar situation exists in the case of fatty acid
synthesis, which proceeds from acetyl-CoA and reverses
fatty acid breakdown.  However, both carbon dioxide
and ATP, a source of energy, are needed in the synthetic
pathway.  Furthermore, while oxidation of fatty acids
requires NAD+ as one of the oxidants, and generates
NADH, the biosynthetic process often requires the
related NADPH.  These patterns seen in biosynthesis
of sugars and fatty acids are typical.  Synthetic reactions
resemble the catabolic sequences in reverse, but distinct
differences are evident.  These can usually be related to
the requirement for energy and often also to control
mechanisms.
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2.  Photosynthesis

The principal means of formation of glucose in
nature is through photosynthesis in green plants (Fig.
10-1, lower left).  Light energy is captured by chloro-
phyll and is used to transfer electrons from chlorophyll
to other electron carriers, the most important of which
is NADP+.  It is reduced to NADPH which is used to
reduce carbon dioxide to sugar phosphates in a complex
series of reactions known as the reductive pentose
phosphate pathway, which is described in Chapter
17.  ATP is also required for photosynthetic reduction
of CO2.  It is generated by allowing some of the electrons
to flow back through an electron transport chain in the
membranes of the chloroplasts.  This chain closely
resembles that from Q to cytochrome c in mitochondria
(Fig. 10-5), and the generation of ATP in this photo-
synthetic phosphorylation occurs in a manner anal-
ogous to that in the electron transport chain of mito-
chondria.  In green plants the electrons removed from
chlorophyll in one light-requiring reaction are replaced
by electrons formed during the cleavage of water in a
second light-dependent reaction, a reaction that also
releases oxygen, O2, and generates hydrogen ions
(H+).  The first stable product from reduction of CO2
in photosynthesis is 3-phosphoglycerate.  It can be
converted to sugars by pathways analogous to those
employed by animals in gluconeogenesis.  One inter-

esting difference is the use in chloroplasts of NADPH
+ H+ in reduction of 3-phosphoglycerate (reverse of
step a in Fig. 10-3).

A small number of other biosynthetic pathways,
which are used by both photosynthetic and nonphoto-
synthetic organisms, are indicated in Fig. 10-1.  For
example, pyruvate is converted readily to the amino
acid L-alanine and oxaloacetate to L-aspartic acid;
the latter, in turn, may be utilized in the biosynthesis
of pyrimidines.  Other amino acids, purines, and addi-
tional compounds needed for construction of cells are
formed in pathways, most of which branch from some
compound shown in Fig. 10-1 or from a point on one
of the pathways shown in the figure.  In virtually every
instance biosynthesis is dependent upon a supply of
energy furnished by the cleavage to ATP.  In many
cases it also requires one of the hydrogen carriers in a
reduced form.  While Fig. 10-1 outlines in briefest form
a minute fraction of the metabolic pathways known,
the ones shown are of central importance.

D.  Synthesis and Turnover of Macromolecules

Proteins make up the bulk of the catalytic machinery
of cells and together with other macromolecules most
of the structure.  Therefore, the synthesis and degrada-
tion of proteins and the control of those processes are
of great importance to cells.  Although  the emphasis

BOX 10-B  DISCOVERY OF THE CITRIC ACID CYCLE (KREBS’ TRICARBOXYLIC ACID CYCLE)

One of the first persons to study the oxidation
of organic compounds by animal tissues was T.
Thunberg, who between 1911 and 1920 discovered
about 40 organic compounds that could be oxidized
by animal tissues.  Salts of succinate, fumarate,
malate, and citrate were oxidized the fastest.  Well
aware of Knoop’s β oxidation theory, Thunberg
proposed a cyclic mechanism for oxidation of acetate.
Two molecules of this two-carbon compound were
supposed to condense (with reduction) to succinate,
which was then oxidized as in the citric acid cycle
to oxaloacetate.  The latter was decarboxylated to
pyruvate, which was oxidatively decarboxylated
to acetate to complete the cycle. One of the reactions
essential for this cycle could not be verified experimentally.
It is left to the reader to recognize which one.

In 1935, A. Szent-Györgyi discovered that all
of the carboxylic acids that we now recognize as
members of the citric acid cycle stimulated respira-
tion of animal tissues that were oxidizing other
substrates such as glucose.  Drawing on this know-
ledge, Krebs and Johnson in 1937 proposed the citric
acid cycle.a,b,c  Krebs provided further confirmation

in 1940 by the observation that malonate, a close
structural analog and competitive inhibitor of succi-
nate, in concentrations as low as 0.01 M blocked the
respiration of tissues by stopping the oxidation of
succinate to fumarate.c

–OOC—CH2—COO–

Malonate

–OOC—CH2—CH2—COO–

Succinate

In muscle, 90% of all respiration was inhibited
and succinate was shown to accumulate, powerful
proof of the importance of the citric acid cycle in the
respiration of animal tissues.

a Krebs, H. A., and Johnson, W. A. (1937) Enzymologia 4, 148 –156
b Krebs, H. A. (1981) Reminiscences and Reflections Clarendon

Press, Oxford
c Fruton, J. S. (1999) Proteins, Enzymes, Genes: the Interplay of

Chemistry and Biology Yale Univ. Press, New Haven, CT
d Quastel, J. H. (1978) Trends Biochem. Sci. 3, 68– 69

D.  Synthesis and Turnover of Macromolecules
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in this section is on proteins, similar considerations
apply to nucleic acids, polysaccharides, and other
macromolecules.

With the exception of some antibiotics and other
short-chain molecules, all polypeptides are formed on
ribosomes, which assemble proteins according to the
sequences of nucleotides in the messenger RNA
(mRNA) molecules.  The basic chemistry is simple.
The carboxyl groups of the amino acids are converted
to reactive acyl adenylates by reaction with ATP, just
as in Eq. 10-1.  Each “activated” amino acid is carried
on a molecule of transfer RNA (tRNA) and is placed
in the reactive site of a ribosome when the appropriate
codon of the mRNA has moved into the site.  The
growing peptide chain is then transferred by a dis-
placement reaction onto the amino group of the acti-
vated amino acid that is being added to the peptide
chain.  In this manner, new amino acids are added one
at a time to the carboxyl end of the chain, which always
remains attached to a tRNA molecule.  The process
continues until a stop signal in the mRNA ends the
process and the completed protein chain is released
from the ribosome.  Details are given in Chapter 29.

1.  Folding and Maturation of Proteins

A newly synthesized peptide chain probably folds
quickly.  However, the cytosol provides an environ-
ment rich in other proteins and other macromolecules
that can interact with the new peptide and may cata-
lyze or inhibit folding.  Among the most abundant
proteins of bacteria or eukaryotes are proteins known
as chaperonins.  They apparently help polypeptide
chains to fold correctly, partly by “chaperoning” them
through the cytoplasm and across cell membranes,
protecting them from becoming entangled with other
proteins and macromolecules while they fold.6–9  There
are several classes of chaperonins.  Most are oligomers
made up of 10- to 90-kDa subunits.  They have a variety
of names, which may be somewhat confusing.  The
first chaperonins were identified only as heat shock
proteins (Hsp).  They are produced in large amounts
by bacteria or other cells when the temperature is
raised quickly, and are designated Hsp70, Hsp90, etc.,
where the number is the subunit mass in kDa.  Other
chaperonins were recognized as products of genes
needed for replication of the DNA of bacteriophage λ
in E. coli.  Consequently, one major chaperonin of the
Hsp70 class is designated DnaK.  The Hsp70 protein
of mitochondria was named “binding protein” or BiP.10

Other workers have abbreviated chaperonins as Cpn70,
Cpn60, etc.

The abbreviations Hsp70, Cpn70, DnaK, and BiP
all refer to a group of similar 70-kDa proteins that are
apparently found in all organisms.  Their role seems to
be to stabilize unfolded proteins prior to final folding

in the cytosol or after translocation into the endoplas-
mic reticulum (ER) or into mitochondria or other
organelles.  Each of these proteins consists of two
functional domains.  A 52-kDa domain at the C terminus
binds 7- or 8-residue segments of unfolded peptide
chains in an elongated conformation.9  At some point
in its reaction cycle the N-terminal 40-kDa domain,
which binds ATP tightly, causes the ATP to be hydro-
lyzed to ADP and inorganic phosphate:  ATP + H2O →
ADP + Pi.  Binding and release of a polypeptide by
the E. coli DnaK protein is coupled tightly to this exer-
gonic ATPase reaction.10a,10b  The reaction is depen-
dent upon potassium ions11 and is regulated by two
co-chaperones, DnaJ (Hsp40)11a-11c and GrpE.10a

Both ATP and extended polypeptides bind weakly to
DnaK, and the ATP in the DnaK·polypeptide·ATP
complex is hydrolyzed slowly to ADP and inorganic
phosphate.10a,10b,12  Co-chaperone DnaJ, which shares
a largely α-helical structural motif with J-domains in
various other proteins, binds to the complex.11a, 11b, 11c

It probably induces a conformational change that leads
to rapid hydrolysis of ATP.  In the resulting complex
both ADP and the polypeptide are bound tightly to
the DnaK protein and dissociate from it very slowly.
The E. coli co-chaperone GrpE acts as a nucleotide
exchange factor that catalyzes rapid loss of ADP from
the complex.  If ATP binds to this DnaK·polypeptide
complex the polypeptide is released.10a  This cycle,
which can be repeated, accomplishes the function of
DnaK in protecting extended polypeptides and releas-
ing them under appropriate conditions.  There is also
evidence that DnaK participates in refolding of mis-
folded proteins.11d  It cooperates with a ribosome-
associated prolylisomerase in bacteria.11e  The three-
dimensional structure of the ATPase domain of Hsp70
is strikingly similar to that of the enzyme hexokinase
(Chapter 12) and to that of the muscle protein actin,
Fig. 7-10.13,14  Archaeal chaperonins lack the Cpn10
ring but have lid-like extensions at the cylinder ends.15a

The Cpn60 class of chaperonins are amazing cage-
like structures.  Each oligomer is composed of two
rings, each made up of seven 60-kDa subunits stacked
back-to-back.  Cpn60 structures from archaeobacteria
are similar but may have 8- or 9-subunit rings.15,15a

The best known member of this group is the E. coli
protein known as GroEL whose three-dimensional
structure is depicted in Box 7-A.16,17  This 14-subunit
oligomer of GroEL is a cylinder which is capped by a
smaller ring composed of seven 10-kDa subunits of
GroES, a Cpn10 protein.17,18   Like Hsp70, GroEL has
ATPase activity and an ATP binding site in its large
equatorial domain.16   Archaeal chaperonins lack the
Cpn10 ring but have lid-like extensions at the cylinder
ends.15a

Within the GroEL–GroES cage polypeptide chains
can fold without becoming entangled with other pro-
teins or being cleaved by protein-hydrolyzing enzymes
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Figure 10-7  Schematic diagram of the structure of human preproinsulin.
The 24-residue prepeptide, the 29-residue C-peptide and basic residues 31, 32,
64, and 65 are cut from the peptide upon conversion to insulin as indicated by
the small arrows.  Some amino acid residues are identified using the one-
letter codes.  See Fig. 7-17 for details of insulin structure.

of the cytoplasm.  An unfolded or
partially folded protein may diffuse
into the open end of the complex
and bind temporarily via noncova-
lent interactions.  The hydrophobic
inner surface of the complex may
favor the formation of helices within
the folding protein.  Binding of the
polypeptide substrate and capping
with GroES causes a major coopera-
tive conformational change with
doubling of the internal volume
(Box 7-A).  The character of the
inner wall also changes as a result of
exposure of hydrophilic groups.18a,18b

Perhaps the expansion also stretches
segments of the unfolded poly-
peptide.  Subsequent hydrolysis
of ATP may be coupled to release
of the bound polypeptide,  which
may then leave the complex or bind
again for another chance to fold
correctly.17,19  The two ends of the
GroEL·GroES complex may func-
tion alternately, with each end in
turn receiving the GroES cap.17

Hsp90 is one of the most abundant cytosolic proteins
in eukaryotic cells, but it seems to chaperone only a few
proteins, among which are steroid-hormone receptors.20,20a

Another group of over 30 different chaperone proteins
participate in assembly of external bacterial cell-surface
structures such as pili (Fig. 7-9).  The chaperone PapD
consists of two domains, both having an immunoglobulin-
like fold.20b  PapD binds to the pilin subunits, escorting
them to the site of pilus assembly.  Folding of integral
membrane proteins may be facilitated by a chaperone
function of membrane lipids.20c

For most proteins the initial synthesis is followed
by a sequence of processing or maturation reactions.
These reactions sometimes involve alteration of amino
acid side chains and very often include hydrolytic
cleavages by which pieces of the peptide chain are cut
off.  The initially synthesized polypeptides are often
not functional and gain biological activity only after
one or more pieces have been removed.  For example,
digestive enzymes are usually secreted as zymogens
or proenzymes which are activated by hydrolytic
cleavages only after secretion into the digestive tract.
Many proenzymes are components of the extremely
complex cascades of activating reactions involved in
blood clotting (Chapter 12) and in the defensive
complement system (Chapter 31).

Most peptide hormones are cut out from larger
proteins.  For example, human insulin is synthesized
as a 110-residue preproinsulin which is converted in
stages to the active two-chain, 51-residue hormone
(Eq. 10-8 and Fig. 10-7).20d,20e

The 24-residue prepeptide is cleaved from preproinsulin
within a few minutes of synthesis.  Then, over a period
of about an hour additional cleavages occur to give the
final product.21  This crystallizes as the zinc hexamer
(Fig. 7-18) within the “dense cores” of storage vesicles
from which it is released into the bloodstream as needed.22

Other examples are described in Section 3.

2.  Transport of Proteins to Their Destinations
within a Cell

The synthesis of peproinsulin on ribosomes in the
cytosol and the release of mature insulin from secretion
vesicles involve not only the chain cleavages but also
transport of the polypeptide across membranes of the
ER, Golgi compartments, and secretion vesicles.

Signal sequences and  translocation. In 1971,
Blobel and Sabatini postulated that for some proteins
an N-terminal segment of newly synthesized poly-
peptide chains contains a signal sequence or leader
peptide of 15–30 amino acids which carries informa-
tion concerning the location of the mature protein in
the cell.23–28b  The rather nonpolar signal sequences of
proteins destined for secretion from cells would interact
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with and pass through the membrane of the ER.  On
the other side of the membrane, a signal peptidase
would cut off the signal peptide.  In many cases, glyco-
syltransferases would add sugar residues near the N
terminus to create a hydrophilic end which would
help to pull the rest of the peptide chain through the
membrane.  A similar situation would hold for secre-
tion of proteins by bacteria.

The signal hypothesis has been proven correct but
with considerable added complexity.  It now appears
that when the N terminus of a new polypeptide chain
carrying the proper signal sequence emerges from a
ribosome it is intercepted by a signal recognition
particle (SRP), a 250-kDa ribonucleoprotein consist-
ing of six polypeptide chains and a small 300-residue 7S
RNA chain.29–33  Binding to the ribosome, the SRP tem-
porarily blocks further elongation of the peptide chain
until it bumps against and binds to a 72-kDa mem-
brane protein called the SRP receptor or docking
protein.  Then translation begins again and the pro-
tein moves into the ER, where it is cleaved by the
signal peptidase and is modified further.  Although
the bacterial SRP is a single protein called Ffh (for 54
homolog),33a the basic machinery for signal recognition
and secretion is remarkably conserved from E. coli to
humans.33b  Bacterial proteins that are destined for
secretion or for a function in the periplasmic space or
in external membranes also contain signal sequences
which are cut off by a signal peptidase embedded in
the plasma membrane.33c

Signal sequences vary in structure but usually
have a net positive charge within the first 5–8 residues
at the N terminus.  This region is followed by a “hydro-
phobic core” made up of 8–10 residues with a strong
tendency toward α helix formation.  This sequence
is often followed by one or a few proline, glycine, or
serine residues and then a sequence AXA that immedi-
ately precedes the cleavage site.  Here, A is usually
alanine in prokaryotes but may also be glycine, serine,
or threonine in eukaryotes.  Residue X is any amino
acid.25,27,28a,28b

It had often been assumed that a hydrophobic
signal sequence, perhaps folded into a hairpin loop,
spontaneously inserts itself into an ER membrane to
initiate translocation.  However, study of the genetics
of protein transport suggests otherwise.  Over 50
different genetic loci affect the translocation of proteins
in yeast.31,32,33d  Products of these secretory genes,

which are named SEC 61, SEC 62, SEC 63, etc., are
proteins with corresponding names, e.g., Sec 61 protein
(or Sec 61p).  Study of these proteins suggested that the
Sec 61, Sec 62, and Sec 63 proteins are all directly
involved in transport into the ER.31,34,35  Additional
proteins are needed for movement of vesicles out from
the Golgi and for delivery of secretory vesicles to the
plasma membrane.33d  The protein Sec 61p has been
identified as homologous to the α subunit of a similar
trimeric αβγ Sec 61p complex of mammalian tissues.32

It also appears to correspond to Sec Y, a protein required
for secretion of proteins through the plasma mem-
brane of E. coli into the periplasmic space.  Proteins
corresponding to the β and γ subunits of mammalian
related proteins have been identified in yeast and E.
coli36 and in Arabidopsis, where it is necessary to bring
proteins into the thylakoid membrane of the chloro-
plasts.37

In E. coli the products of genes SecY, SecE, and
SecG are integral membrane proteins that, together
with additional proteins, form a proteinaceous pore
through which proteins pass.38–40a  Additional proteins
required for translocation of some bacterial proteins
are the chaperonin SecB, a tetramer of 17.3-kDa sub-
units,41 and SecA, a soluble ATPase that may partici-
pate in docking and serve as an engine for transport
throught the pore.38,40a,42  In eukaryotic cells a membrane-
bound Ca2+-dependent chaperonin called calnexin
assists in bringing the protein into the ER in a properly
folded state.43,44

Unlike transport across the membranes of the ER,
transport across plasma membranes of bacteria often
requires both hydrolysis of ATP and energy provided
by the membrane electrical potential.33,38,44–48  Secre-
tion into the periplasmic space has been well charac-
terized but less is known about transport of proteins
into the external membranes of E. coli.48  A 16 kDa
periplasmic chaperone may be required.48a

Many bacteria have a second complete secretion
system.48b  This multi-gene type II system is present
but usually inactive in E. coli.  A third (type III) system
is present in many pathogenic bacteria, and has
evolved for delivery of specialized structural and
regulatory proteins into host cells.48c,48d

Ticketing destinations.  We have seen that
proteins that contain suitable signal sequences are
exported from the cytoplasm while other proteins
remain.  Some proteins are secreted while others take
up residence as integral or peripheral membrane
proteins or as soluble proteins within an organelle.
All of the available evidence indicates that it is the
sequence of a protein that determines its destination.
Proteins targeted to pass through the inner mitochon-
drial or chloroplast membrane have 20- to 70-residue
presequences that are rich in arginine and lysine and
which are removed when the protein reaches its
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destination.49–53  Proteins meant to go to the intermem-
brane space or the outer membrane of mitochondria
have a sequence containing basic amino acids followed
by a long stretch of uncharged residues.54  Peroxisomal
preproteins may have signal sequences such as SKL at
the C terminus54–56 and proteins destined to become
attached to phosphatidylinositol glycan anchors (Fig.
8-13)57 as well as some bacterial surface proteins57a

have signal peptides at both N and C termini.  Some
lysosomal membrane glycoproteins have an LE pair
in the N-terminal cytoplasmic tail58 and proteins with
suitable dileucine and related pairs are often taken up
in lysosomes.59 Soluble proteins that are resident in the
cisternae of the ER often have the C-terminal sequence
KDEL or HDEL.29,60–64  It may serve both as a retention
signal and as a retrieval signal for return of the protein
if it passes on into the Golgi vesicles.65,66

Transport of proteins into mitochondria is depen-
dent upon both cytosolic chaperonins and mitochon-
drial chaperonins of the Hsp70 and Hsp60 classes.67–70

Entrance into mitochondria71–73 resembles passage
through membranes of the ER.  However, entry to the
nucleus through the nuclear pore complex requires
other localization signals73a as well as specialized
proteins.74,74a  The sorting of proteins into six different
compartments within a chloroplast requires a whole
series of recognition signals as well as chaperonins
and channel proteins.75–79  The various signal sequences
that determine a protein’s interactions with chaperonins,
docking proteins, and proteinaceous pore complexes
may be complex and overlapping but evolution has
selected sequences that allow cells to live and function.
Computer programs for detecting sorting signals are
being developed.79a Not only proteins but also other
macromolecules are automatically sorted to their
correct destination.

Vesicular transport and the Golgi system.
Movement of secreted proteins through the cytosol
from the ER to the external surface occurs through the
formation and opening up of small vesicles about 70
nm in diameter.  It occurs in steps that involve passage
from the ER to the various Golgi membranes.  Figure
10-8 provides a sketch of the system of ER, Golgi,
secretion vesicles, and lysosomes.63  Newly formed
secretory proteins flow from the ER into an intermediate
compartment where vesicles are formed and are carried
to the cis Golgi network (CGN).  They move step-by-
step through the Golgi stack (GS) and into the trans
Golgi network (TGN).  New vesicles are formed to
carry proteins between each pair of membranous
compartments.  In each compartment new glycosylation
reactions or other modifications may occur.  Finally,
vesicles carry the mature proteins to the plasma mem-
brane, lysosomes, or vacuoles.79b  A related process is
uptake of proteins by endocytosis to form, consecutively,
early and late endosomes which fuse with lysosomes

(Chapter 8, Section C,6, Fig. 10-8).
At every step in these processes vesicles are formed

and are carried to the next destination where the
vesicles fuse with the new membrane and discharge
their contents.80–85a  This remarkable process is complex
and highly specific.  Rothman proposed that the vesicles
to be transported are “docked” on appropriate receptor
molecules (called SNARES) on the destination mem-
brane.  This is accomplished with the aid of specific
soluble marker proteins (called SNAPS) with surfaces
complementary to those of the receptors.80  Proteins
are sorted in this way according to their destination
signals.  The Golgi system is considered further in
Chapter 20.

Figure 10-8  Current version of protein synthesis and
processing via ER, Golgi, and secretory vesicles.  CGN,
cis-Golgi network:  C, T, M are the cis, medial, and trans
compartments of the Golgi stack; TGN, trans Golgi network.
Arrows indicate some of the movements of transport
vesicles.
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3.  Posttranslational Alterations

Chemical alterations to a protein begins as soon as
the peptide chain is formed.  Proteins translocated into
the periplasmic space of bacteria or into the cisternae
of the ER of eukaryotic cells meet several important
enzymes.  Peptidylprolyl isomerase (discussed in Box
9-F) assists the folding of the peptide chain and protein
disulfide isomerases help to form disulfide linkages.
The cytosol provides a reducing environment in which
many proteins that have cysteine side chains carry free
–SH groups.  In contrast, the periplasmic space and the
ER have more oxidizing environments in which disul-
fide bridges may form.  As shown in Eq. 10-9, the
oxidizing agent is often assumed to be the disulfide
form of the tripeptide glutathione (see Box 11-B),
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which is commonly abbreviated GS–SG.  It can react
with proteins by disulfide exchange reactions to form
mixed disulfide groups with release of reduced gluta-
thione, GSH (Eq. 10-9, step a).  The mixed disulfides
can be converted to disulfide bridges by a second
exchange reaction (Eq. 10-9, step b).  However, in the
bacterial periplasm the dithiol protein DsbA appears
to be the major oxidant (see Box 15-C).  It functions
together with other proteins, some of which carry
electrons from the electron transport chains of the
bacteria.85a,85b The rates of these reactions are greatly
increased by the protein disulfide isomerases.85a–85e,86–91

These enzymes tend to promote formation of disul-
fide linkages between the correct pairs of SH groups.
If there are three or more –SH groups in a chain some
incorrect pairing may, and often does, occur.  The
protein disulfide isomerases break these bonds and
allow new ones to form.92  The active sites of these
isomerases contain pairs of –SH groups which can
be oxidized to internal –S–S– bridges by NAD+-
dependent enzymes.  These enzymes and their relatives
thioredoxin and glutaredoxin are discussed further
in Box 15-C.  Glutathione and oxidation–reduction
buffering are considered in Box 11-B.

Proteolytic processing.   For proteins exported
from the cytosol, a signal peptidase (or leader peptidase)
is usually waiting in the bacterial plasma membrane or
in membranes of the ER.  The E. coli leader peptidase
is an integral membrane protein with its catalytic
domain in the periplasm.45,93  For insulin the 24-residue
prepiece serves as the signal sequence which is hydro-
lyzed off in the ER.  However, the other cleavages
shown in Fig. 10-7 appear to take place in immature
secretory granules.21,22  For many proteins proteolytic
processing begins earlier than this and may occur in
more than one location.  Eukaryotic processing proteases
often resemble the bacterial protease subtilisin20e but
cut peptide chains preferentially after dibasic amino
acid pairs, e.g., Arg-Arg, Arg-Lys.94–96  There are also
other processing enzymes with differing specificities.97

Although most polypeptides leave ribosomes as

single proteins, some are polyproteins, which give
rise to two or more functional peptides.  Polyproteins
occur in all cells but are especially prevalent among
virally encoded peptides.  For example, the polio
virus polyprotein is cut into at least ten pieces by
proteases, some present in the host cell normally and
some encoded by the virus.98  Many neurohormones
arise from polyproteins that undergo processing as
they travel down an axon from the cell body before
being secreted into a synapse (Chapter 30).  Within our
own brains the peptide prepro-opiomelanocortin
undergoes numerous cleavages to give rise to at least
seven different neurohormones (see Fig. 30-2).96,99–101

Altered ends.  Proteins often contain “blocked”
end groups in place of free –NH3

+ or –COO–.  For
many of the cytosolic proteins, which do not carry
leader sequences, the N-terminal methionine that is
always used to initiate the ribosomal synthesis of
proteins in eukaryotes is removed.  If the next residue
after the N-terminal methionine is small and uncharged,
the methionine is usually hydrolyzed off enzymatically
after 30–40 residues have been added to the growing
peptide chain.102–105  An acetyl group is transferred
onto the NH2 termini of about 85% of all cytosolic
proteins, whether or not the initiator methionine has
been removed.106  In other cases fatty acyl groups may
be transferred to the terminal –NH2 group or to side
chain SH groups.  For example, a myristoyl (tetradeca-
noyl) group is frequently combined in amide linkage
at the N terminus of cellular and virally encoded
proteins.  A palmitoyl group is joined in thioester
linkage to a cysteine side chain near the N terminus
of the E. coli periplasmic lipoprotein (Fig. 8-28).107

Together with the N-terminal myristoyl group it forms
a membrane anchor for this protein. Polyprenyl groups
are transferred onto cysteine –SH groups at or near the
C termini of many eukaryotic proteins to form a differ-
ent membrane anchor.108–110  Some of the enzymes act
on the sequence CAAX, where X = M, S, Q, C but not
L or I.  After transfer of a farnesyl or geranylgeranyl
group onto the cysteine the AAX is removed proteo-
lytically and the new terminal cysteinyl carboxyl
group is methylated.  Surface proteins of gram-positive
bacteria are joined by amide linkage from their C
termini to a pentaglycine chain of the peptidoglycan
layer (Fig. 8-28)57a

A pyroglutamyl N terminus is found in the thyro-
tropin-releasing hormone (Fig. 2-4) and in many other
peptide hormones and proteins.  It presumably arises
by attack of the α-NH2 group of an N-terminal gluta-
mine on the side chain amide group with release of
NH3 (Eq. 10-10).111,112

Another frequent modification at the C terminus
of peptide hormones and of other proteins is amidation.
In this reaction a C-terminal glycine is oxidatively
removed as glyoxylate in an O2

–, copper- and ascorbate
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(vitamin C)-dependent process (Eq. 10-11).113–117  See
also Chapter 18, Section F,2.

An example of both of these modifications is forma-
tion of thyrotropin-releasing hormone shown in Fig. 2-4
from its immediate precursor:

Gln–His–Pro–Gly → pyroglutamyl–His–Pro–NH2

Proteins with long C-terminal hydrophobic signal
sequences may become attached to phosphatidylinositol-
glycan anchors embedded in the plasma membrane
(Fig. 8-13).  An example is a human alkaline phospha-
tase in which the α carboxyl of the terminal aspartate
residue forms an amide linkage with the ethanolamine
part of the anchor.  Attachment may occur by a direct
attack of the –NH2 group of the ethanolanine on a pep-
tide linkage in a transacylation reaction that releases a
29-residue peptide from the C terminus.118,119  (See
Chapter 29).

Many other covalent modifications of proteins are
dealt with in other sections of the book.120–122  A few
are described in Chapter 2, Eqs. 2-14 to 2-22.  Reversible
alterations used to regulate enzymes are considered in
Chapter 11.  Of these, the phosphorylation of –OH
groups of serine, threonine, and tyrosine is the most
important.  A large fraction of all cellular proteins appear
to be modified in this way.  Protein glycosylation, the
transfer of glycosyl groups onto –OH side chain groups
of serine and threonine (Chapter 4, and Chapter 20)
and nonenzymatic glycation (Eq. 4-8) also affect many
proteins, often at turns in the peptide chain.  Hydroxy-
lation, glycosylation, and other modifications of col-
lagen are described in Chapter 8.  Another common

reversible alteration is formation of sulfate esters of
tyrosine –OH groups.99,123  Reactions by which cofactors
become attached to proteins124 are described in Chapters
15–17.

Methylation,125 hydroxylation, and other irreversible
modifications often affect specific residues in a protein.
Oxidative alterations occur during aging of proteins
(Chapter 18).126  A few proteins even undergo “splicing”
that alters the amino acid sequence (Box 29-E).127  All
of these reactions not only affect the properties of the
proteins but also participate in driving the turnover of
these macromolecules.

4.  Intracellular Degradation of Proteins

Once a protein has reached its correct location and
has acquired its proper function, it usually has a limited
lifetime, which may average only a few hours or a few
days.  The protein is then hydrolytically degraded
back to its constituent amino acids.128  Defective and
damaged proteins are usually degraded much more
rapidly than are intact proteins.129,130  Under condi-
tions of starvation, proteins are broken down more
rapidly than usual to supply the cell with energy.
Rapid degradation of proteins is often induced at
certain stages of differentiation.  For example, spore-
forming bacteria contain a protease that becomes
activated upon germination of the spore.131  Within
minutes this enzyme digests stored proteins to provide
amino acids for the synthesis of new proteins during
growth.

Eukaryotic cells degrade proteins within both the
cytosol and lysosomes.  Lysosomes apparently take up
many proteins but have a preference for N-terminal
KFERQ132 and also for particular types of glycosylation
(Chapter 20).  Lysosomes act on many long-lived
proteins.133,133a  Once within the lysosomes, the proteins
are broken down into amino acids with a half-life of
~8 minutes.  During nutritional deprivation, the rate
of uptake of proteins by lysosomes increases markedly.
The same is true during certain developmental changes,
for example, when a tadpole loses its tail.

Many short-lived proteins are degraded within the
cytosol in ATP-dependent processes.  A major process
involves the small protein ubiquitin (Box 10-C).134

Once “labeled” by formation of an isopeptide linkage
to ubiquitin, a peptide is attacked by proteases in the
proteasome complexes (Box 7-A, Chapter 12).  There
it is quickly degraded.  Other proteases, most of which
do not require ATP, are also present in the cytoplasm
(Chapter 12).  How do these enzymes as well as those
within the lysosomes work together to produce
a harmonious turnover of the very substance of our
tissues?  How is it possible that one protein has a long
half life of many days while another lasts only an hour
or two in the same cell?  The answer seems to be that
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BOX 10-C  UBIQUITIN

The small 76-residue protein called ubiquitina-c

is probably present in all eukaryotic cells.  Found
in the nucleus, cytoplasm, cell surface membranes,
and extracellular fluids, ubiquitin is often joined by
isopeptide linkages from its C-terminal glycine to
the ε-amino groups of lysine side chains of other
proteins.  Ubiquitin has one of the most conserved
of all known amino acid sequences.  No amino acid
substitutions have been found among animal species
and only three differences distinguish plant ubiqui-
tins from that of humans.  In its three-dimensional
structure ubiquitin is compact, tightly hydrogen
bonded, and roughly spherical.  It contains an α
helix, a mixed β sheet, and a distinct hydrophobic
core.

Linkage of ubiquitin to other proteins occurs
through the action of a ligase system which catalyzes
four sequential reactions as shown in the accom-
panying equation.  In step a a ubiquitin activating
enzyme (E1) forms a C-terminal acyl adenylate by
reaction of ubiquitin (Ub) and ATP.d,e  In step b a
sulfhydryl group of the same enzyme then displaces
the AMP part to form a thioester linkage to ubiquitin.
The chemistry of the reaction is the same as that in
Eq. 10-1.  The activated ubiquitin is next transferred
(step c) by transacylation to several ubiquitin-
conjugating enzymes (E2), also called ubiquitin-
carrier proteins.f-i  These in turn (step d) transfer the
ubiquitin to amino groups of lysine side chains of
target proteins (Prot-NH2).  A third protein, ubiquitin-
protein ligase (E3), is sometimes required for this

last step. Most E2 enzymes, acting
without E3, couple ubiquitin with
amines or with small basic proteins
whose cellular functions are still
unclear.  For example, an E2 which
is the product of the yeast gene
CDC34 appears to function in the
cell cycle (Fig. 11-15).  Its absence
from yeast is lethalf,i,j and it is
clear that ubiquitin-mediated
hydrolysis of the specialized pro-
teins called cyclins is essential to
operation of the cycle.k,l

The best understood function
of ubiquitin is in nonlysosomal
degradation of proteins.j,m,n  Pro-

tein E3 appears to select the proteins for degrada-
tion, binding them and catalyzing the formation of
the isopeptide linkage to substrate.  After one ubiquit-
in molecule has been attached, and while still held
by E3, a second activated ubiquitin is coupled to Lys
48 of the first ubiquitin.  This process may continue
until several molecules of ubiquitin are joined by
Gly-Lys isopeptide linkages to form a polyubiquitin
chain.  Sometimes more than one lysine of the sub-
strate becomes polyubiquitinated to form branched
chains.  A free α-NH3

+ group on the protein being
degraded is essential for rapid conjugation with
ubiquitin and certain N-terminal residues such as
arginine favor the conjugation and subsequent
hydrolytic breakdown.  Some proteins become
attached to ubiquitin only after arginine is transferred

Stereoscopic drawing of human ubiquitin.  The C terminus is at the top.
From Vijay-Kumar et al.c  Courtesy of William J. Cook
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BOX 10-C  (continued)

onto their N-termini from an aminoacyl-tRNA.o

Polyubiquitin chains serve as recognition markers
that induce rapid hydrolysis of the marked proteins
in the 2000 kDa 26S proteasome or multicatalytic
protease.p–s  This complex is discussed in Box 7-A
and again in Chapter 12.  During hydrolytic destruc-
tion of the protein the ubiquitin is released for reuse
by ubiquitin carboxyl-terminal hydrolases or
isopeptidases which cleave the thioester or isopep-
tide linkages that tie ubiquitin to proteins.t,u

While proteins may be modified to favor rapid
ubiquitination, others may be altered to protect
them from ubiquitination.  For example, calmodulin
produced from a cloned gene in bacteria is a good
substrate for ubiquitination but within cells it appears
to be protected by the posttranslational conversion
of Lys 115 to trimethyllysine.v

About 10% of the histone H2A present in higher
eukaryotes is ubiquitinated at Lys 119.w  In the slime
mold Physarum the content of ubiquitinated histones
H2A and H2B changes rapidly during the various
stages of mitosis.  Apparently, ubiquitin must be
cleaved from the histones to permit packaging of
DNA into metaphase chromosomes and must become
attached to the histones in some regions of the
chromosomes to allow unfolding of the highly
packed nucleosomes.  A yeast enzyme that attaches
ubiquitin to histones is encoded by the gene RAD6,
which is required for DNA repair, sporulation, and

a Vijay-Kumar, S., Bugg, C. E., Wilkinson, K. D., Vierstra, R. D.,
Hatfield, P. M., and Cook, W. J. (1987) J. Biol. Chem. 262,
6396 –6399

b Vierstra, R. D., Langan, S. M., and Schaller, G. E. (1986)
Biochemistry 25, 3105 – 3108

c Vijay-Kumar, S., Bugg, C. E., and Cook, W. J. (1987) J. Mol. Biol.
194, 531 –544

d Hershko, A. (1991) Trends Biochem. Sci. 16, 265 – 268
e Pickart, C. M., Kasperek, E. M., Beal, R., and Kim, A. (1994)

J. Biol. Chem. 269, 7115– 7123
f Jentsch, S., Seufert, W., Sommer, T., and Reins, H.-A. (1990)

Trends Biochem. Sci. 15, 195 –198
g Cook, W. J., Jeffrey, L. C., Sullivan, M. L., and Vierstra, R. D.

(1992) J. Biol. Chem. 267, 15116– 15121
h Cook, W. J., Jeffrey, L. C., Xu, Y., and Chau, V. (1993) Biochemis-

try 32, 13809 –13817
i Blumenfeld, N., Gonen, H., Mayer, A., Smith, C. E., Siegel, N.

R., Schwartz, A. L., and  Ciechanover, A. (1994) J. Biol. Chem.
269, 9574– 9581

j Ciechanover, A., and Schwartz, A. L. (1994) FASEB J. 8,
182– 191

k Barinaga, M. (1995) Science 269, 631– 632
l Dorée, M., and Galas, S. (1994) FASEB J. 8, 1114– 1121
m Pickart, C. M. (2000) Trends Biochem. Sci. 25, 544– 548
n Johnson, E. S., Ma, P. C. M., Ota, I. M., and Varshavsky, A.

(1995) J. Biol. Chem. 270, 17442– 17456
o Ciechanover, A., Ferber, S., Ganoth, D., Elias, S., Hershko, A.,

and Arfin, S. (1988) J. Biol. Chem. 263, 11155– 11167
p Goldberg, A. L. (1995) Science 268, 522 – 523

q Löwe, J., Stock, D., Jap, B., Zwickl, P., Baumeister, W., and
Huber, R. (1995) Science 268, 533 – 539

r Thrower, J. S., Hoffman, L., Rechsteiner, M., and Pickart, C. M.
(2000) EMBO J. 19, 94 –102

s Peters, J.-M. (1994) Trends Biochem. Sci. 19, 377 –382
t Stein, R. L., Chen, Z., and Melandri, F. (1995) Biochemistry 34,

12616– 12623
u Wilkinson, K. D., Tashayev, V. L., O’Connor, L. B., Larsen, C. N.,

Kasperek, E., and Pickart, C. M. (1995) Biochemistry 34, 14535 –
14546

v Johnston, S. C., Riddle, S. M., Cohen, R. E., and Hill, C. P. (1999)
EMBO J. 18, 3877 – 3887

w Davie, J. R., and Murphy, L. C. (1990) Biochemistry 29,
4752 –4757

x Mori, H., Kondo, J., and Ihara, Y. (1987) Science 235,
1641 –1644

y Finley, D., and Varshavsky, A. (1985) Trends Biochem. Sci. 10,
343– 347

z Baker, R. T., Tobias, J. W., and Varshavsky, A. (1992) J. Biol.
Chem. 267, 23364– 23375

aa Tyers, M., and Willems, A. R. (1999) Science 284, 601 – 604
bb Turner, G. C., Du, F., and Varshavsky, A. (2000) Nature (London)

405, 579 –583
cc Hochstrasser, M. (2000) Science 289, 563– 564
ddEllgaard, L., Molinari, M., and Helenius, A. (1999) Science 286,
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other cellular processes.  Terminal differentiation
of reticulocytes to form erythrocytes involves loss
of specific enzymes as well as of entire mitochon-
dria.  These processes also depend upon ubiquitin.
Ubiquitin is one of the components of the paired
helical filaments present in brains of persons with
Alzheimer’s disease.x

In most organisms there are two arrangements
for ubiquitin genes.  There is a cluster of up to 100
tandomly repeated genes whose transcription gives
rise to polyubiquitin, a chain of ubiquitin molecules
joined by Gly-Met linkages.  These must be cleaved,
perhaps by the same ubiquitin C-terminal hydrolase
that releases ubiquitin from its conjugates.y  Other
ubiquitin genes are fused to genes encoding riboso-
mal proteins.  The resulting polyproteins have the
ribosomal peptides fused to the C termini of the
ubiquitin sequences and must be proteolytically
cleaved to give mature proteins.z

Recently a variety of modifiers of ubiquitin
ligases have been discoveredaa,bb as have ubiquitin-
like domains in other proteins.cc  These findings
elucidate the complexity of the sorting of proteins
and removal of improperly folded and otherwise
defective proteins from the secretory pathway and
return to the proteasomes in the cytosol.dd,ee  They
also suggest important roles for ubiquitination in a
broad range of metabolic controls.

D.  Synthesis and Turnover of Macromolecules
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TABLE 10-1
Types of Biochemical Reactions with Ionic Mechanisms

Nucleophilic displacement, often via an
addition–elimination sequence

(Examples: phosphatases, kinases,
phosphomutases, ribozymes)

Addition

A.

D.

(Examples: methyl-, glycosyl-transferases)

B.

(Examples: esterases, peptidases)

C.

(Examples: sulfatases, sulfotransferases)

and

(This reaction most often occurs as a step in an enzymatic
process e.g., formation of hemiacetals, hemiketals,
hemimercaptals, carbinolamines)

(Example: mutarotase)

B.  To double bond conjugated with

(Examples: acyl-CoA, fumarate hydratases, aspartase)

C.  To isolated double bonds (Example: oleate hydratase)
(see p. 689)

Elimination

A. and B.  Precisely the opposite of addition

C.  Decarboxylative elimination

(Eliminations that are the reverse of type 2A are frequent
steps in more complex enzyme mechanisms)

Formation of stabilized enolate anions and
enamines

A.

B.

Isomerization reactions

C.

(Example: sugar isomerases)

D.

(Example: oxosteroid isomerases)

A.  To polarized double bonds such as

1. 3.

4.

2.

or
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TABLE 10-1
(continued)

Stabilized enolate anions as nucleophiles: formation of
carbon–carbon bonds (� condensation)

A.  Displacement on a carbonyl group

(Example: 3-Oxoacyl–CoA transferase (Y = —S—CoA)

Some isomerization and rearrangement reactions

A.  Allylic rearrangement (1,3-proton shift)

B.  Allylic rearrangement with condensation

(Example: condensation of dimethylallyl pyrophosphate with
isopentenyl pyrophosphate)

C.  Rearrangements with alkyl or hydride ion shift

Glyoxalase
(Examples: biosynthesis of leucine and valine,
xylose isomerase, glyoxalase)

(Examples: phosphoenolpyruvate carboxylase, oxaloacetate
decarboxylases)

C.  Addition to a carbon dioxide (β carboxylation); decarboxylation

B.  Addition to a carbonyl group: aldol condensation

(Examples: aldolases, citrate synthases)

5.

6.

C
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the turnover rate of a protein is determined
in large part by its sequence.  Some proteins
are tightly folded and have few bends on
the outside that have sequences meeting
the specificity requirements of intracellular
proteolytic enzymes.  These have long half
lives.  Other proteins may have external
loops with sequences susceptible to attack
or sequences that favor rapid reaction
with the ubiquitin system or uptake into
lysosomes.  Prematurely terminated pro-
teins and peptide fragments from partial
degradation of proteins may tend to be
unfolded at the N terminus and to be
attacked rapidly.128,135  Proteins that have
undergone covalent modifications or oxida-
tive damage also seem to be hydrolyzed
rapidly.136

Regions rich in proline, glutamate,
serine, and threonine (PEST regions) may
be good substrates for Ca2+-activated cyto-
solic proteases.137  The ubiquitin system
appears to act most slowly on a protein
when the normal initiation amino acid
methionine is present at the N terminus.
For example, the half-life of β-galactosidase
in yeast is over 20 hours.  Replacement
of the methionine with S, A, T, V, or G
has little effect.  However, replacement
with other amino acids shortens the half-
life as follows:  I and E, 30 min.; Y and Q,
10 min.; F, L, D, and K, 3 min.; and R, 2
min.138–140a

5.  Turnover of Nucleic Acids

Because of its special role in carrying
genetic information, DNA is relatively
stable.  An elaborate system of repair
enzymes (Chapter 27) act to correct errors
and to help DNA to preserve its genetic
information.  However, in some special-
ized cells such as those forming immuno-
globulin, the DNA too undergoes major
rearrangements (Chapter 31).  RNA mole-
cules are subject to extensive processing.
This includes the conversion of RNA
bases to modified forms, chain cleavages
during maturation of ribosomal and trans-
fer RNAs, cutting and splicing of gene
transcripts to form mRNAs and finally
degradation of the mRNA (Chapter 28).
Proteins that serve as RNA chaperones
assist in folding these molecules.141

D.  Synthesis and Turnover of Macromolecules
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BOX 10-D  DRAWING THOSE LITTLE ARROWS

a
–O

C

O

CH2 C CH3

NH+

Enzyme

C CH3

N H

Enzyme

CH2

H+

CH3 C CH3

N

Enzyme

CH3 C CH3

O

+CO2

Schiff base

H2N–Enzyme

b

c

H2O

Organic mechanisms are often indicated by arrows that show the flow of electrons in individual steps of
a reaction.  Many errors are made by students on exams and even in published research papers.  The arrows
are often drawn backward, are too numerous, or do not clearly indicate electron flow.  Here are some tips.

Groups with nucleophilic centers indicated by
unshared electron pairs and/or negative charge.

Identify the nucleophilic and electrophilic
centers before starting to write a mechanism.
Oxygen, sulfur, and nitrogen atoms are
usually nucleophilic, e.g., those in —OH,
—NH2, —COO–, —SH, —OPO3

2–, and enolate
anions.  The weak nucleophiles — OH and
— SH may be converted into strong nucleo-
philes — O – — S – by removal of a proton by a
basic group of an enzyme.  The nonnucleo-
philic — NH3

+ becomes the good nucleophile
— NH2 by loss of a proton.  Nucleophilic
centers contain unshared electron pairs.
Nucleophiles are basic but the basicity, as
indicated by proton binding (by the pKa), is
not necessarily proportional to nucleophilic
strength (nucleophilicity).  Enolate anions
and enamines provide nucleophilic centers
on carbon atoms, important in formation and
cleavage of C — C bonds.

Electrophilic centers include acidic hydrogen
atoms, metal ions, the carbon atoms of car-
bonyl groups, and the β-carbon atoms of α,
β unsaturated acids, ketones, or acyl-CoA
derivatives.  Highly polarized groups such as
carbonyl and enamine generate electrophilic
centers as indicated by the positive charges.
They also affect more distant positions in
conjugated systems, e.g., in α, β-unsaturated
acyl-CoA derivatives, and in intermediates
formed from thiamin diphosphate and pyri-
doxal phosphate.

Always write a mechanism step-
by-step.  Never combine two
steps (e.g., a and b at right) in
which electron flow occurs in
opposite directions.  Notice that
step c, the hydrolysis of a Schiff
base, is also a two-step process.
The reaction is a familiar one that
is commonly indicated as shown
here.  However, this scheme does
not show a detailed mechanism
for step c.

1
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3

4

6

BOX 10-D  (continued)

When an ionic organic reaction (the kind
catalyzed by most enzymes) occurs a
nucleophilic center joins with an electro-
philic center.  We use arrows to show the
movement of pairs of electrons.  The move-
ment is always away from the nucleophile
which can be thought of as “attacking” an
electrophilic center.  Notice the first step in
the second example at right.  The unsatur-
ated ketone is polarized initially.  However,
this is not shown as a separate step.  Rather,
the flow of electrons from the double bond,
between the α- and β-carbons into the
electron-accepting C = O groups, is coordi-
nated with the attack by the nucleophile.
Dotted lines are often used to indicate
bonds that will be formed in a reaction
step, e.g., in an aldol condensation (right).
Dashed or dotted lines are often used to
indicate partially formed and partially
broken bonds in a transition state, e.g., for
the aldol condensation (with prior protona-
tion of the aldehyde). However, do not put
arrows on transition state structures.

For reactions of radicals (homolytic reactions) arrows are used to indicate motion of single electrons
rather than  of electron pairs.  It is desirable to use arrows with half-heads.  For example, reaction of a
superoxide radical
(·O2

–) with FADH2
could occur as
follows:

In a given reaction step all of the arrows must
point the same way.  The arrows point into bonds
that are forming or toward atoms that will carry
an unshared electron pair in the product.  Arrows
originate from unshared electron pairs or from bonds
that are breaking.

Never start an arrow from the same bond that
another arrow is forming; i.e., electrons flow
out of alternate bonds.

Polarized unsaturated ketone

Aldol condensation

All arrows point the same way

Transition state

5
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H
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E.  Classifying Enzymatic Reactions

The majority of enzymes appear to contain, in their
active centers, only the side chains of amino acids.
Most of the reactions catalyzed by these enzymes can
be classified into a small number of types as is indicated
in Table 10-1:  (Type 1) displacement or substitution
reactions in which one base or nucleophile replaces
another, (Type 2) addition reactions in which a reagent
adds to a double bond, and (Type 3) elimination
reactions by which groups are removed from a substrate
to create double bonds.  Note that the latter are the
reverse of addition reactions.  Two other groups of
reactions depend upon formation of transient enolic
forms.  These include (Type 4) isomerases and
(Type 5) lyases, a large and important group of
reactions that form or cleave carbon–carbon bonds.
Finally, there is a group (Type 6) of isomerization
and rearrangement reactions that do not appear to
fit any of the foregoing categories.  Another quite differ-
ent group of enzyme-catalyzed reactions, which are
considered in Chapter 16, function with the participa-
tion of free radical intermediates.

Biochemical displacement reactions include all
of the hydrolytic reactions by which biopolymers are
broken down to monomers as well as most of the
reactions by which the monomers are linked together
to form polymers.  Addition reactions are used to
introduce oxygen, nitrogen, and sulfur atoms into
biochemical compounds and elimination reactions often

provide the driving force for biosynthetic sequences.
Complex enzymatic processes are often combinations
of several steps involving displacement, addition, or
elimination.  The reactions involving formation or
cleavage of C–C bonds are essential to biosynthesis
and degradation of the various carbon skeletons found
in biomolecules, while the isomerization reactions
provide connecting links between the other kinds of
reactions in the establishment of metabolic pathways.

In Chapters 12 and 13 the individual reactions
of metabolism are classified into these types and the
enzymes that catalyze them are described in some detail.
The chemistry of coenzymes and metalloenzymes are
presented systematically in Chapters 14 to 16, and in
Chapter 17 the logic of the combining of individual
reactions into metabolic sequences is considered.  It is
not necessary to read Chapters 12–16 in their entirety
since much of their content is reference material.  In
the later chapters on metabolism, cross-references
point out the discussions of individual enzymes in
Chapters 12–16.

The following are topics that may be especially
valuable to the student and which might be read
initially:  in Chapter 12, lysozyme (Section B,5), chymo-
trypsin (Section C,1), kinases (Section D,9), multiple
displacement, reactions (Section G); in Chapter 13,
imines (Section A,2), addition to C=C bonds (Section
A, 4,5), beta cleavage and condensation (Section C); in
Chapter 14, thiamin diphosphate (Section D), pyridoxal
phosphate (Section E); in Chapter 15, NAD (Section A).
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Study Questions

10. A little-known microorganism carries out the
following net reaction in a series of enzymatic steps:

heptanoyl CoA + CoASH + NAD+ +
FAD + H2O → pentanoyl CoA +

acetyl CoA + NADH + FADH2 + H+

The net result is exactly the same as that of the
β oxidation pathway, but for this microorganism,
the pathway is demonstrably different in that
pentanal, CH3(CH2)3CHO, is an intermediate in
the sequence.  Which enzyme(s) of the β oxidation
pathway does this microorganism lack?  Propose
an enzymatic reaction to account for the formation
of this intermediate and a series for its conversion
to the acyl CoA.  ATP is not required.

11. Most natural fatty acids are even-numbered.  What
is the product of the final thiolase reaction to form
an odd-chain fatty acid?  Give a brief explanation.

12. It has been calculated that an average man takes
in 1.5 kg of solid food and 1.4 kg of water per day.
He gives off 3.5 kg of waste and 0.75 kg of sweat.
It would thus appear that he should be losing over
1 kg per day through normal activites.  How do
you account for the fact that his weight remains
relatively constant?

13. Suppose that fatty acids, instead of being broken
down in two carbon fragments, were metabolized
in three carbon units.  What product(s) would
Dr. Knoop have observed in the urine of his
experimental dogs?

14. A renowned pharmacologist has announced the
discovery of a new drug that specifically inhibits
the fatty acid oxidation pathway within minutes
of ingestion.  The effects last for several hours only.
The drug has no other effects on the subjects.  The
pharmacologist argues that this will increase athletic
performance by shifting oxidative metabolism
entirely to the more rapidly mobilized carbohydrate
degradation pathway.  Assume that the drug does
work exactly as he suggests.  Explain in a sentence or
two how the drug would affect the performance of
a)  a sprinter in the 100 meter dash
b)  a long-distance runner in a marathon

15. Some bacteria use a “dicarboxylic acid cycle” to
oxidize glyoxylate OHC – COO – to CO2.  The
regenerating substrate for this cycle is acetyl-CoA.
It is synthesized from glyoxylate by a complex
pathway that begins with conversion of two mole-
cules of glyoxylate to tartronic semialdehyde: 

–OOC– CHOH – CHO.  The latter is then dehydro-
genated to D-glycerate.  Write out a detailed scheme
for the dicarboxylate cycle.  Also indicate how
glucose and other cell constituents can be formed
from intermediates created in this biosynthetic
pathway.

16. Write a balanced fermentation sequence by which
glycogen can be converted rapidly to sn-glycerol
3-phosphate and pyruvate in insect flight muscle.
How many molecules of ATP per glucose unit of
glycogen will be formed?

17. Show which parts (if any) of the citric acid cycle
are utilized in each of the following reactions and
what if any additional enzymes are needed in each
case.
a)  Oxidation of acetyl-CoA to CO2
b)  Catabolism of glutamate to CO2
c)  Biosynthesis of glutamate from pyruvate
d)  Formation of propionate from pyruvate

18. a)  If the Gibbs energy change ∆G’ (pH 7) for the
reaction A → B is + 25 kJ/ mol at 25°C, what would
the ratio of [ B ] / [ A ] be at equilibrium?
b)  Suppose that the reaction were coupled to the
cleavage of ATP as follows:

Suppose further that the group transfer potential
(– ∆G’ ) for the phospho group of A –P at 25°C, pH
7 is 12 kJ/mol and that the equilibrium constant
for conversion of A –P  to B –P is the same as that
for conversion of A to B.  Calculate the concentra-
tions of A, B, A –P and B –P at equilibrium if the
phosphorylation state ratio Rp is 104 M–1.

19. This problem refers to the 13 meter climb described
in Chapter 6,  Study Question 14.
a) Assuming that muscle accounts for 30% of total

body mass, estimate the amounts (mmol / kg,
total mmol, and total grams) of each of the
following in their coenzyme forms: nicotinamide,
pantothenic acid, thiamin.  You may be able to
obtain rough estimates from the vitamin content
of pork.

b) Calculate how many times, on the average,
each molecule of nicotinamide would undergo
reduction and re-oxidation (i.e., turn over)
during the climb.  Do the same for pantothenic
acid (cycling between acyl-CoA and free CoA
forms) and for thiamin through its catalytic
cycles.

A A–P B–P B

ATP ADP H2O Pi
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Much of the control of cellular metabolism is accomplished by hormones and other molecules
that bind to receptor proteins embedded in the plasma membrane.  Left:  Many receptors are
seven-helix transmembrane proteins, the best known being the light receptors of the rhodopsin
family (Chapter 23).  Center:  A related adrenergic receptor, viewed here from the extracellular
side, has a molecule of the hormone adrenaline (green) bound in the center (Fig. 11-6).  Right:  These
receptors interact with GTP-hydrolyzing “G proteins,” which pass signals, often for short periods
of time, to enzymes and other proteins.  One structural domain of a G protein (Fig. 11-7C) shown
here contains a β propeller domain which binds to the Ras-like domain of the α subunit.  A few
residues of the latter are visible in the center of this image.
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Living cells must operate with controls that provide
a stable environment and a relatively constant supply
of materials needed for biosynthesis and for meeting
the energy needs of cells.  They must also be responsive
to changes in their environment and must be able to
undergo mitosis and reproduce when appropriate.
The necessary control of metabolism and of growth
is accomplished largely through mechanisms that
regulate the locations, the amounts, and the catalytic
activities of enzymes.  The purpose of this chapter is
to summarize these control mechanisms and to intro-
duce terminology and shorthand notations that will
be used throughout this book.  Many of the control
elements considered are summarized in Fig. 11-1.

A.  Pacemakers and the Control of Metabolic
Flux

Metabolic control can be understood to some
extent by focusing attention on those enzymes that
catalyze rate-limiting steps in a reaction sequence.
Such pacemaker enzymes1–4 are often involved in
reactions that determine the overall respiration rate of
a cell, reactions that initiate major metabolic sequences,
or reactions that initiate branch pathways in metabolism.
Often the first step in a unique biosynthetic pathway
for a compound acts as the pacemaker reaction.  Such
a reaction may be described as the committed step of
the pathway.  It usually proceeds with a large decrease
in Gibbs energy and tends to be tightly controlled.
Both the rate of synthesis of the enzyme protein and
the activity of the enzyme, once it is formed, may be
inhibited by feedback inhibition which occurs when
an end product of a biosynthetic pathway accumulates

and inhibits the enzyme.  Enzyme activity may also be
turned on or off by the effect of a hormone, by some
other external stimulus, or by internal mechanisms
that sense the metabolic state of the cell.  Enzymes,
other than the pacemaker, that catalyze reactions in a
pathway may not be regulated and may operate at a
steady state close to equilibrium.

If conditions within a cell change, a pacemaker
reaction may cease to be rate limiting.  A reactant
plentiful in one circumstance may, in another, be de-
pleted to the point that the rate of its formation from
a preceding reaction determines the overall rate.  Thus,
as we have seen in Chapter 10, metabolism of glucose
in our bodies occurs through the rapidly interconvertible
phosphate esters glucose 6-phosphate and fructose
6-phosphate.  The pacemaker enzyme in utilization of
glucose or of glycogen is often phosphofructokinase
(Fig. 11-2, step b) which catalyzes further metabolism
of fructose 6-phosphate.  However, if metabolism by
this route is sufficiently rapid, the rate of formation
of glucose 6-phosphate from glucose catalyzed by
hexokinase (Fig. 11-2, step a) may become rate limiting.

Some catabolic reactions depend upon ADP, but
under most conditions its concentration is very low
because it is nearly all phosphorylated to ATP.  Reactions
utilizing ADP may then become the rate-limiting pace-
makers in reaction sequences.  Depletion of a reactant
sometimes has the effect of changing the whole pattern
of metabolism.  Thus, if oxygen is unavailable to a yeast,
the reduced coenzyme NADH accumulates and reduces
pyruvate to ethanol plus CO2 (Fig. 10-3).  The result is
a shift from oxidative metabolism to fermentation.

Pacemaker enzymes are often identified by the
fact that the measured mass action ratio, e.g., for the
reaction A + B → P + Q ,the ratio [P][Q]/[A][B], is far

The Regulation of Enzymatic
Activity and Metabolism 11
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(11-1)

from that predicted by the known equilibrium constant
for the reaction.  Another approach to identifying a
pacemaker enzyme is to inhibit it and observe resulting
changes in steady-state metabolite concentrations.5  If
the pacemaker enzyme is inhibited, its substrate and
other compounds preceding the step catalyzed by this
enzyme will accumulate.  At the same time the concen-
trations of products of the pacemaker reaction will
drop as a result of their relatively more rapid removal
by enzymes catalyzing subsequent steps.  However,
conclusions drawn by this approach may sometimes
be erroneous.6

In spite of its usefulness, the pacemaker concept
is oversimplified.  It is often impossible to identify a
specific pacemaker enzyme.  When both catabolism
and biosynthesis occur (e.g., as in the scheme in Fig.
11-2) it may be more useful to model the entire system
with a computer than to try to identify pacemakers.7,8

It is also important to realize that reaction rates may be

determined by the rate of diffusion of a compound
through a membrane.  Thus, membrane transport
processes can serve as pacemakers.

A general approach to analysis of complex meta-
bolic pathways or to cell growth was introduced by
Savageau,9–11 and similar approaches have been followed
by others.3,12– 19  They emphasize the flux of material
through a pathway under steady-state conditions and
recognize that every enzyme in a sequence can have
some effect on the overall rate.  Consider a chain of
enzymes E1 to En acting on substrate S0, which is
converted via substrates S1, S2 ... Sn–1 into product Sn:

The flux F = d[Sn]/dt is a constant.  If the concentration
of Ei were to change by an infinitesimal amount a
corresponding change in F might be observed.  The

Figure 11-1  Some control elements for metabolic reactions.  Throughout the book modulation of the activity of an enzyme by allosteric
effectors or of transcription and translation of genes is indicated by dotted lines from the appropriate metabolite.  The lines terminate in
a minus sign for inhibition or repression and in a plus sign for activation or derepression.  Circles indicate direct effects on
enzymes, while boxes indicate repression or induction of enzyme synthesis.
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(11-4)

ratio of the change in flux to the change in [Ei] is the
sensitivity coefficient Zi:

The sensitivity coefficient can range from 1 for a pace-
maker enzyme to almost zero for a very active enzyme
that does not significantly limit the flux.  The sum of
Z1 to Zn is equal to 1:

Not only can the concentration [Ei] change but also allo-
steric effectors can alter the activity.  Kacser and Burns
defined this in terms of a controllability coefficient �,

the ratio of the logarithmic change in velocity to the
change in the concentration of an effector:

κ = d ln v/d ln [P]

It follows that the logarithmic change in flux d ln F can
be related to the change in effector concentration [P] in
the following way:

From this equation we see that for the flux to be sensi-
tively dependent upon [P], both Zi and κ must be rea-
sonably large.  This is exactly the case for many of the
enzymes that have been identified as pacemakers.
This approach can be applied to many aspects of
metabolic control including cell growth.20

Figure 11-2  Roles of phosphofructose kinase and fructose 1,6-bisphosphatase in the control of the breakdown (➞) and
storage (➞) of glycogen in muscle.  The uptake of glucose from blood and its release from tissues is also illustrated.  The
allosteric effector fructose 2,6-bisphosphate (Fru-2,6-P2) regulates both phosphofructokinase and fructose 2,6-bisphosphatase.
These enzymes are also regulated by AMP if it accumulates.  The activity of phosphofructokinase-2 (which synthesizes
Fru-2,6-P2) is controlled by a cyclic AMP-dependent kinase and by dephosphorylation by a phosphatase.
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B.  Genetic Control of Enzyme Synthesis

All cellular regulatory mechanisms depend upon
the synthesis of proteins, that is, upon the expression
of genetic information.  Within a given cell many
genes are transcribed continuously but others may
remain unexpressed.  The rates of both transcription
and degradation of mRNA are regulated, as are the
rates of synthesis of enzymes on the ribosomes in the
cytoplasm and the rates of protein turnover.  Although
a single copy of a gene in each member of a pair of
chromosomes is often adequate, there are situations
in which extra copies of part of the DNA of a cell are
formed.  Such gene amplification, which is dealt
with further in Chapter 27, provides the possibility for
very rapid synthesis of an enzyme or other protein.  It
often happens in highly specialized cells such as those
of the silkworm’s silk glands which must make enor-
mous amounts of a small number of proteins.21

1.  One Gene or Many?

Many enzymes exist within a cell as two or more
isoenzymes, enzymes that catalyze the same chemical
reaction and have similar substrate specificities.  They
are not isomers but are distinctly different proteins
which are usually encoded by different genes.22,23  An
example is provided by aspartate aminotransferase
(Fig. 2-6) which occurs in eukaryotes as a pair of cyto-
solic and mitochondrial isoenzymes with different
amino acid sequences and different isoelectric points.
Although these isoenzymes share less than 50% se-
quence identity, their internal structures are nearly
identical.24– 27  The two isoenzymes, which also share
structural homology with that of E. coli,28 may have
evolved separately in the cytosol and mitochondria,
respectively, from an ancient common precursor.  The
differences between them are concentrated on the
external surface and may be important to as yet un-
known interactions with other protein molecules.

Isoenzymes are designated in various ways.  They
are often numbered in the order of decreasing electrophoretic
mobility at pH 7 to 9:  Most enzymes are negatively
charged in this pH range and the one that migrates
most rapidly toward the anode is numbered one.  This
is the same convention used in the electrophoresis of
blood proteins (e.g. see Box 2-A).

Lactate dehydrogenase exists in the cytoplasm
of humans and most animals as five forms which are
easily separable by electrophoresis and are evenly
spaced on electropherograms.8  This enzyme is a tetra-
mer made of two kinds of subunits.  Isoenzyme 1, which
has the highest electrophoretic mobility, consists of
four identical type B subunits.  The slowest moving
tetramer (isoenzyme 5) consists of four type A subunits,
while the other three forms, AB3, A2B2, and A3B, contain

both subunits in different proportions.  The two sub-
units are encoded by separate genes which are expressed
to different extents in different tissues.  Thus, heart
muscle and liver produce mainly subunit B, while
skeletal muscle produces principally subunit A.  A
third subunit type (C) is found only in the testes.29

Why do cells produce isoenzymes?  One reason
may be that enzymes with differing kinetic parameters
are needed.30  Substrate concentrations may vary greatly
between different tissues; between different subcellu-
lar compartments; and at different developmental
stages of an organism. While the need for various
isoenzymes of lactate dehydrogenase is not well un-
derstood,31 it is easier to understand the roles of the
multiple forms of hexokinase, the enzyme that catalyzes
the reaction of step a in Fig. 11-2.  The brain enzyme
has a high affinity for glucose (Km = 0.05 mM).  Thus,
it is able to phosphorylate glucose and to make that
substrate available to the brain for metabolism, even
if the glucose concentration in the tissues falls to low
values.31a  On the other hand, glucokinase, the hexo-
kinase isozyme found in liver, has a much higher Km
of ~10 mM.  It functions to remove excess glucose
from blood, whose normal glucose content is ~5.5 mM.
Glucokinase reaches its maximal activity only when
the glucose concentration becomes much higher.32

This happens after a meal when the absorbed glucose
passes through the portal circulation directly to the
liver.

Another important source of variation in enzymes
as well as in other proteins is alternative splicing
of mRNA.33  For example, transcription of the mouse
α-amylase gene in the salivary gland starts at a different
site (promoter) than does transcription in the liver.
The two common isoforms of the insulin receptor (Fig.
11-11) arise because a 36-nucleotide (12-amino acid)
exon is spliced out of the mRNA for the shorter protein.
Isoenzymes of aldolase34 and of many other proteins
are formed in a similar manner.  Frame-shifting
during protein synthesis (Chapter 29) and also post-
translational alterations may give rise to additional
modified forms.  They are often synthesized in rela-
tively small amounts but may be essential to the life
of the cell.  In addition, genetic variants of almost any
protein will be found in any population.  These often
differ in sequence by a single amino acid.

2.  Repression, Induction, and Turnover

The synthesis of some enzymes is referred to as
constitutive, implying that the enzyme is formed no
matter what the environmental conditions of the cell.
For example, many bacteria synthesize the enzymes
required to catabolize glucose under all conditions of
growth.  Other enzymes, known as inducible, are
often produced only in small amounts.  However, if
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cells are grown in specific inducing conditions for
these enzymes, they are synthesized in larger quanti-
ties.  For example, when E. coli is cultivated in the
presence of lactose, several of the enzymes required
for the catabolism of that disaccharide are formed.
Synthesis of these enzymes is normally repressed.
The genes which code for them are kept turned off
through the action of protein repressors which bind
to specific sites on the DNA and block transcription of
the genes that they control (Fig. 11-1).  Repressors have
allosteric properties; in one conformation they bind
tightly to DNA but in another they do not bind.  For
example, the free tryptophan repressor binds to DNA
only weakly, but if a high concentration of tryptophan
develops within the cell the tryptophan binds to an
allosteric site on the repressor protein (Fig. 5-35).  This
changes the conformation to one that binds tightly to
the appropriate control sequence in the DNA.  In the
case of lactose catabolism the free repressor binds to
control sequences in the DNA until the inducer, allo-
lactose (Chapters 4 and 28), binds at an allosteric site.
This decreases the affinity of the repressor for DNA
and the controlled genes are derepressed.  There are
also many protein transcription factors that have a
positive effect, binding to DNA and promoting tran-
scription of specific genes.

Synthesis of many enzymes is repressed most of
the time.  The appearance of an enzyme at a particular
stage in the life of an organism as well as the differing
distributions of isoenzymes within differentiated tissue
result from derepression.  The control of enzyme syn-
thesis may also be exerted during the splicing of tran-
scripts and at the translational level as well.  These
control mechanisms are often relatively slow, with
response times of hours or even days.  However,
effects on the synthesis of some hormones, such as
insulin (Section G), may be observed within a few
minutes.

Genetic factors influence the rate of not only
synthesis of proteins but also their breakdown, i.e.,
the rate of turnover.  As we have seen in Chapter 10,
some enzymes are synthesized as inactive proenzymes
which are later modified to active forms, and active
enzymes are destroyed, both by accident and via
deliberate hydrolytic pathways.  Protein antienzymes
may not only inhibit enzymes but may promote their
breakdown.35  An example is the antienzyme that
controls ornithine decarboxylase, a key enzyme in
the synthesis of the polyamines that are essential to
growth.36,37  As with all cell constituents, the synthesis of
enzymes and other proteins is balanced by degradation.

3.  Differences among Species

Catalytic mechanisms of enzymes have usually
been conserved throughout evolution, and certain

residues in an enzyme may be invariant among many
species.  However, there are usually many differences
in the distribution of amino acid residues on the
surface of the proteins.  Since changes in the surface
shape of a protein molecule may alter the sensitivity to
a potential allosteric effector, very different regulatory
properties are sometimes found between species.

C.  Regulation of the Activity of Enzymes

Some regulation of metabolism is provided by the
kinetic properties of the enzymes.  Thus, the value
(mol/l) of the Michaelis constant Km for an enzyme is
usually low if the substrate normally occurs in very
low concentration.  It is likely to be higher if the enzyme
acts on an abundant substrate.  A tightly bound product
of an enzymatic reaction will be released slowly from
an enzyme if the product concentration within the cell
is too high.  However, while some regulation of meta-
bolism is provided in such simple ways, the rapid
changes that result from stimulation by hormones or
by nerve impulses depend upon additional specific
regulatory mechanisms that are discussed in the fol-
lowing sections.

1.  Allosteric Control

Probably the most common and widespread control
mechanisms in cells are allosteric inhibition and
allosteric activation.  These mechanisms are incorpo-
rated into metabolic pathways in many ways, the most
frequent being feedback inhibition.  This occurs when
an end product of a metabolic sequence accumulates
and turns off one or more enzymes needed for its own
formation.  It is often the first enzyme unique to the specific
biosynthetic pathway for the product that is inhibited.  When
a cell makes two or more isoenzymes, only one of
them may be inhibited by a particular product.  For
example, in Fig. 11-1 product P inhibits just one of the
two isoenzymes that catalyzes conversion of A to B;
the other is controlled by an enzyme modification
reaction.  In bacteria such as E. coli, three isoenzymes,
which are labeled I, II, and III in Fig. 11-3, convert
aspartate to β-aspartyl phosphate, the precursor to the
end products threonine, isoleucine, methionine, and
lysine.  Each product inhibits only one of the isoenzymes
as shown in the figure.

Feedback can also be positive.  Since AMP is a
product of the hydrolysis of ATP, its accumulation is a
signal to activate key enzymes in metabolic pathways
that generate ATP.  For example, AMP causes allosteric
activation of glycogen phosphorylase, which catalyzes
the first step in the catabolism of glycogen.  As is shown
in Fig. 11-5, the allosteric site for AMP or IMP binding
is more than 3 nm away from the active site.  Only a

C.  Regulation of the Activity of Enzymes
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subtle conformational change accom-
panies binding of IMP.38  However, 31P
NMR studies indicate that binding of
the activator may induce a change in the
state of protonation of the phosphate
group of the coenzyme pyridoxal phos-
phate at the active site as explained in
Chapter 12.

A second pattern of allosteric con-
trol may be referred to as precursor
activation or feed-forward control.
A metabolite acting as an allosteric
effector turns on an enzyme that either
acts directly on that metabolite or acts
on a product that lies further ahead in
the sequence.  For example, in Fig. 11-1,
metabolite C activates the enzyme that
catalyzes an essentially irreversible
reaction of compound D.  An actual
example is provided by glycogen synthase,
whose inactive “dependent” or D form
is activated allosterically by the glycogen
precursor glucose 6-phosphate.39  See
also phosphorylase kinase (Section 2).

Regulatory subunits.  Some
enzymes consist not only of catalytic
subunits, which contain the active sites,
but also of regulatory subunits.  The
latter bind to the catalytic subunits and
serve as allosteric modifiers.  The bind-
ing of inhibitors or activators to specific
sites on the regulatory subunits induces
conformational changes in these subunits,
altering their interaction with the cata-
lytic subunits.  A well-known example is
aspartate carbamoyltransferase (ACTase)
from E. coli (Fig. 7-20).40 – 42  Its regulatory
subunits carry binding sites for cytidine
triphosphate (CTP), which acts as a
specific allosteric inhibitor of the en-
zyme.  The significance of this fact is
that ACTase catalyzes the first reaction
specific to the pathway of synthesis of
pyrimidine nucleotides (Chapter 25).
CTP is an end product of that pathway
and exerts feedback inhibition on the
enzyme that initiates its synthesis.  ATP
also binds to the regulatory subunits
and causes inhibition of the enzyme.

Figure 11-3  Feedback inhibition of enzymes involved in the biosynthesis of threonine, isoleucine, methionine, and lysine in
E. coli.  These amino acids all arise from L-aspartate, which is formed from oxaloacetate generated by the biosynthetic reactions
of the citric acid cycle (Fig. 10-6).       Allosteric inhibition.       Repression of transcription of the enzyme or of its synthesis on
ribosomes.
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In the presence of CTP the binding of the substrates is
cooperative, as would be anticipated if there is a two-
state conformational equilibrium involving the catalytic
subunits.  This would be similar to the case depicted
in Fig. 9-13 except that trimers rather than dimers are
involved and the inhibitor is a part of the regulatory
subunit and is controlled by binding of CTP.

Binding of ATP to ACTase decreases the coopera-
tivity in substrate binding, again as predicted for a two-
state model.  However, as suggested by its structure,
this enzyme system is more complex, as also indicated
by the observed anticooperative binding of the activator
CTP.  X-ray studies show that binding of ligands causes
a movement along subunit interfaces as well as local-
ized conformational changes within the subunits.  These
are reminiscent of the changes seen upon binding of
oxygen to hemoglobin (Fig. 7-25).

Glycolysis and gluconeogenesis.  The highly
regulated enzymes phosphofructokinase and fructose
1,6-bisphosphatase catalyze steps b and c of the reactions
in Fig. 11-2, reactions that control glucose metabolism
in cells.  These enzymes have been studied for many
years but the important allosteric effector �-fructose
2,6-bisphosphate was not discovered until 1980.43–46

This compound, which is formed from fructose 6-phos-
phate by a new enzyme, phosphofructokinase-2 (also
called fructose 6-phosphate 2-kinase) in step d, Fig. 11-2
activates phosphofructokinase allosterically.  At the
same time it inhibits fructose 1,6-bisphosphatase, an
enzyme required for reversal of glycogen breakdown,
that is, for the conversion of various metabolites arising
from amino acids into glycogen (Fig. 11-2, step c).46a

These same two key regulated enzymes are also affected
by many other metabolites.  For example, ATP in excess
inhibits phosphofructokinase, decreasing the overall
rate of glucose metabolism and consequently of ATP
production.  Citrate, which is exported from mito-
chondria when carbohydrate metabolism is excessive,
inhibits the same enzyme.  On the other hand, AMP
acts together with fructose 2,6-bisphosphate to activate
the pathway for glycogen breakdown and to inhibit
that for its synthesis (Fig. 11-2).  The concentration of
the regulator fructose 2,6-bisphosphate is controlled
by mechanisms that are discussed in the following
section.

O
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2.  Covalent Modification by Phosphorylation
and Dephosphorylation

Rapid alteration of the activities of enzymes is often
accomplished by reversible covalent modification.39,47

Many different modification reactions are known
(Table 11-1) and there are doubtless many more to be
discovered.  Probably the most widespread and certainly
the most studied is phosphorylation, the transfer of a
phospho group from ATP or other suitable donor to a
side chain group on the enzyme.  An example is the
phosphorylation by ATP of hydroxyl groups of specific
serine residues in the two enzymes glycogen phospho-
rylase and glycogen synthase.  These modifications are
accomplished through a series or cascade of reactions
initiated by the binding of hormones to cell surface
receptors or by nerve impulses as is shown in Fig. 11-4.
In the absence of such a stimulus, glycogen phospho-
rylase is present in its unphosphorylated or b form.
Although this form can be activated allosterically by
AMP, it is normally nearly inactive.  When an appro-
priate hormone binds to the cell surface a cascade of
reactions, as described in Section D, leads to activation
of an enzyme called phosphorylase kinase.47a  This
enzyme transfers a phospho group from ATP to the
– OH group of the side chain of Ser 14 in each subunit
(Fig. 11-4, left center), converting the enzyme into the
active glycogen-degrading phosphorylase a.  This
switches the cellular metabolism from that designed
to deposit the storage polysaccharide glycogen to one
that degrades glycogen to provide the cell with energy.
Serine 14 of glycogen phosphorylase is located adjacent
to the allosteric AMP binding site (Fig. 11-5) and is
surrounded by positively charged arginine and lysine
side chains.  Phosphorylation induces a rearrangement
of hydrogen bonds involving these residues and in
some way sends an appropriate signal to the active site.
It also increases the affinity for AMP in the allosteric
sites.48,48a  Phosphorylase kinase is allosterically acti-
vated by AMP, a product of its action – a feed-forward
activator.

The control of glycogen phosphorylase by the
phosphorylation–dephosphorylation cycle was dis-
covered in 1955 by Edmond Fischer and Edwin Krebs50

and was at first regarded as peculiar to glycogen break-
down.  However, it is now abundantly clear that similar
reactions control most aspects of metabolism.51  Phos-
phorylation of proteins is involved in control of carbo-
hydrate, lipid, and amino acid metabolism; in control
of muscular contraction, regulation of photosynthesis
in plants,52 transcription of genes,51 protein syntheses,53

and cell division; and in mediating most effects of
hormones.

Protein kinases and cyclic AMP.  Phosphorylase
kinase is one of hundreds of different protein kinases
which differ in specificity toward their substrates, in

C.  Regulation of the Activity of Enzymes
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Figure 11-4  Cascades of phosphorylation and dephosphorylation reactions involved in the control of the metabolism of
glycogen.  Heavy arrows (➞) show pathways by which glucosyl units of glycogen are converted into free glucose or enter
the glycolytic pathway.  Green arrows (➞) trace the corresponding biosynthetic pathways.  Gray arrows (➞) trace the
pathway of activation of glycogen phosphorylase by a hormone such as adrenaline (epinephrine) or glucagon and by the
action of protein kinases.  A few of the related pathways in the network of reactions that affect glycogen metabolism are also
shown.  This includes protein phosphatases, which remove phospho groups from proteins and allow cells to relax to the state
that preceded activation.  One of these (protein phosphatase 1) is activated by phosphorylation by an insulin-stimulated
protein kinase.49  However, the significance is uncertain; control of glycogen synthase is complex.49a
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Reaction Example Location of discussion

A.  Phosphorylation–dephosphorylation
Phosphorylation of Ser, Thr Glycogen phosphorylase This section
Phosphorylation of Tyr Insulin receptor Section G
Adenylylation, Uridylylation Glutamine synthetase Chapter 25
ADP-ribosylation This section

B.  Methylation of carboxyl groups Bacterial glutamyl Section D,5
Aspartyl Box 12-A
Protein phosphatase 2A Section C,3
Ras Section D,3

C.  Formation of carbamino groups
In hemoglobin Eq. 7-23
In ribulose bisphosphate carboxylase Chapters 13,23

D.  Acylation
Acetylation Histones Chapter 27
Palmitoylation Ras Section D,3
Prenylation Ras Chapter 22

E.  Disulfide formation and cleavage Chapters 10,15
Section C,4

TABLE 11-1
A Few Covalent Modification Reactions Utilized to Control Metabolism

Figure 11-5  Schematic diagram of the
glycogen phosphorylase dimer.  The
view is down the twofold axis of the
dimer with the allosteric and Ser-P
sites toward the viewer.  Access to the
catalytic site is from the far side of the
molecule.  The diagram shows the
major change in conformation of the
amino-terminal residues on phospho-
rylation.  Residues 10 – 23 of glycogen
phosphorylase b are shown as a thick
solid line.  These residues are not well
ordered and make intrasubunit con-
tacts.  Upon phosphorylation, residues
10– 23 change their conformation and
are shown dark crosshatched with the
position of Ser14-P indicated at the
intersubunit interface.  The fold of
residues 24 – 80 through the α1 helix,
the cap, and the α2 helix is shown
lightly cross-hatched.  The AMP allo-
steric effector site is located between
the α2 helix and the cap region of the
other subunit.  The glycogen storage
site is located on the surface of the
subunit and is associated with a long
α helix.  The catalytic site is at the
center of the subunit where the two
domains come together.  Courtesy of
Louise N. Johnson.48
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the functional groups phosphorylated, and in their
allosteric activators.39,51,54 – 56  There may be more than
1000 different protein kinase genes in vertebrate animals,
accounting for ~2% of the genome.57  Many cytosolic
protein kinases transfer a phospho group from ATP to
either a serine or threonine side chain at a β bend or
other surface feature of the substrate protein.  Some
sites of phosphorylation in the substrate proteins
contain lysine or arginine residues, separated from
the serine or threonine by only one residue but many
other sequences may also surround phosphorylation
sites.51,58  In the case of the 750-residue glycogen
synthase, seven serine residues in different parts of
the chain are phosphorylated by the action of at least
five different kinases.49,49a,59,60  The various kinases
phosphorylate groups at different sites and their effects
are roughly additive.

Some of the best known protein kinases (designated
PKA or cAPK) are those that depend upon 3', 5'-cyclic
AMP (cAMP) as an allosteric effector.  They are oligo-
meric proteins of composition R2C2, where R is a regula-
tory subunit and C is a catalytic subunit.  Unless

cAMP is present, the regulatory subunits interact with
the catalytic subunits, keeping them in an inactive
inhibited form.  However, when cAMP is present it
binds to the regulatory subunit dimer, releasing the
two active catalytic units (Eq. 11-6).  This reaction is

R2C2 + 4 cAMP → R2 (cAMP)4 + 2C

reversible and as the concentration of cAMP is reduced
by hydrolysis (see Eq. 11-8) the regulatory units recom-
bine with the catalytic subunits and again inhibit them.

There are two prominent types of mammalian
cAMP-dependent protein kinases.51,61  The catalytic
subunit is identical for both; the 41-kDa peptide as
isolated from beef heart has 350 residues and an N
terminus blocked by a myristoyl (tetradecanoyl) group.62

One phosphoserine and one phosphothreonine are also
present.51  The ~50-kDa regulatory subunits vary in
size and may also be subject to additional regulation by
phosphorylation.63  Three-dimensional structures are
known for both the catalytic62,64,65 and the regulatory66

subunits.  A cyclic GMP (cGMP)-activated protein

kinase is present in some mammalian tissues67,68 and is
widespread in invertebrates.51,67  The cyclic nucleotide-
binding domains of these kinases have structures
similar to that of the E. coli catabolite activator protein
(Fig. 28-6)51,68 and the catalytic domains are structurally
similar to those of many other kinases.

Among the kinases that phosphorylate glycogen
synthase is a casein kinase, named for the fact that
the milk protein casein is also a good substrate.  A
family of casein kinases are found in the cytoplasm and
nuclei of all eukaryotic cells.  They phosphorylate serine
and threonine side chains but have structures distinct
from those of the cAMP-dependent kinases.69 – 72  Casein
kinase-2 (CK2) phosphorylates many proteins, including
several that function in gene replication, transcription,
and cell growth and division.72a Theileriosis, a para-
sitic disease of cattle in Africa, is caused by the tick-
borne protist Theileria parva.  The condition is often
fatal as a result of a leukemia-like condition resulting
from overexpression of the casein kinase-2 gene.72

Phosphorylase kinase is one of a large group of
specialized protein kinases, each of which acts on a
small number of proteins.  It is regulated both by
covalent modification and allosterically by calcium
ions.73 –  78  It contains four different kinds of subunits
ranging in size from 17 kDa to about 145 kDa and
has the composition (αβγδ)4.  Phosphorylation of one
serine on each of the 145-kDa α and 120-kDa β regula-
tory subunits is catalyzed by a cAMP-dependent
protein kinase.  The δ subunit is the Ca2+-binding
protein calmodulin (Fig. 6-8)  and serves as a regula-
tory subunit sensitive to Ca2+.  The 45-kDa γ subunit
contains the catalytic domain as well as a calmodulin-
binding domain.79  Other Ca2+-dependent protein
kinases include the protein kinase C family, which
is discussed further in Section E, Ca2+/calmodulin-
dependent protein kinases,80,81 and a plant kinase
with a regulatory domain similiar to calmodulin.82

Protein tyrosine kinases (PTKs) place phospho
groups on the phenolic oxygen atoms of tyrosyl residues
of some proteins.83 – 85  The resulting phosphotyrosine
accounts for only about 1/3000 of the phospho groups
in proteins but has aroused interest for two reasons.
First, binding of growth hormones, such as epidermal
growth factor (EGF), platelet-derived growth factor
(PDGF), and insulin, to their receptors stimulates
tyrosine-specific protein kinase activity of the receptor
proteins (see Figs. 11-11 to 11-13).69,83,86  Second, a
number of cancer-causing oncogenes encode similar
kinases (Section H).  Tyrosine protein kinases are essen-
tial components of the cell division cycle (see Fig. 11-15).

Protein phosphatases.  Most regulatory alter-
ations in enzymatic activity are spontaneously revers-
ible.  The concentration of the allosteric effector soon
drops and the covalent modifications are reversed so
that the system relaxes to a state approximating the
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original one.  Among the enzymes required for this
reversal are the protein phosphatases that remove the
phospho groups placed on amino acid side chains by
kinases.54,86 – 91  For example, four different phosphatases
act on the (inactive) phosphorylated glycogen synthase
and on the phosphorylated forms of glycogen phos-
phorylase and phosphorylase kinase.  At least one of
these (a protein phosphatase 1; see Fig. 11-4) is regulated
by phosphorylation that is stimulated by insulin.49,49a

The matter is made yet more complex by the presence
in tissues of small protein inhibitors which can prevent
the action of these phosphatases.88,92 – 94  Another natu-
rally occurring inhibitor is the polyether fatty acid
okadaic acid, a “shellfish poison,” actually produced
by dinoflagellates but which accumulates in sponges
and in mussels and other bivalves.94  See also Chapter 12,
D,4.

Most protein phosphatases are specific toward
phosphoserine and phosphothreonine89,95 or toward
phosphotyrosine residues.90,96 – 98  Some have a dual
specificity.99  There are Ca2+-activated phosphatases100

and phosphatases with transmembrane segments
connected to receptors on the external cell surface.
Some phosphorylation–dephosphorylation regulatory
systems utilize bifunctional enzymes consisting of a
protein kinase fused to a protein phosphatase.  For
example, the same E. coli enzyme that phosphorylates
isocitrate dehydrogenase also hydrolyzes off the phos-
pho group that it has put on.101  Another bifunctional
kinase–phosphatase catalyzes both the formation
(reaction d of Fig. 11-2) and breakdown (reaction e) of
fructose 2,6–bisphosphate in eukaryotic tissues.  This
kinase–phosphatase enzyme is, in turn, controlled by
phosphorylation by a cAMP-dependent protein kinase.
In the liver, this latter phosphorylation strongly inhibits
the kinase activity preventing buildup of fructose
2,6-bisphosphate, the allosteric activator of phospho-
fructokinase-1, which catalyzes reaction b of Fig. 11-2.
Consequently, when a pulse of cAMP is generated within
a hepatocyte, glycolysis is blocked but glycogenolysis,
the breakdown of glycogen by phosphorylase, is stim-
ulated.  The glucose 6-phosphate that is formed is
hydrolyzed by glucose-6-phosphatase releasing glucose
into the bloodstream.  On the other hand, in heart and
probably in most other tissues, a different isoenzyme
form of the bifunctional enzyme is present.  Phospho-
rylation by cAMP activates the kinase and inhibits the
phosphatase.  Consequently, in these tissues cAMP
induces the activation of glycogenolysis and glycolysis
coordinately.102 – 105  In brain a different allosteric activator,
ribose 1, 5-bisphosphate, may regulate phospho-
fructokinase-1.106

Phosphorylation in bacteria.  A bacterial enzyme
whose activity is controlled by phosphorylation is
isocitrate dehydrogenase.   Transfer of a phospho
group to the – OH of Ser 113 completely inactivates the

E. coli enzyme,107,108 causing isocitrate to build up in
the citric acid cycle (Fig. 10-6) and to be diverted into
the glyoxylate pathway, which is depicted in Fig. 17-16.
In this instance, it appears likely that the negative
charge of the added phospho group causes electrostatic
repulsion of the substrate isocitrate.  In agreement
with this concept, mutation of Ser 113 of this enzyme
to Asp (mutant S113 D) also inactivates the enzyme.109

In addition to kinase – phosphatase cycles, bacteria
use at least two other ATP-dependent regulatory mech-
anisms.110  In the sensor kinase/response regulator
(or “two-component”) systems110-111 a sensor protein,
upon being allosterically activated, phosphorylates
itself (autophosphorylation) on a specific histidyl
residue to form an N-phosphohistidine derivative.
The phosphohistidine then transfers its phospho
group onto a specific aspartyl group in the response
regulator causing the regulator to bind to its target
protein and to exert its regulatory effect.  The best
known example involves the control of the motion of
bacterial flagella which is discussed briefly in Section
D,5 and further in Chapter 19.

The third bacterial regulatory device is the phospho-
enolpyruvate:sugar phosphotransferase system (Eq. 8-4).
It is involved not only in transport but also in control-
ling a variety of physiological processes.110,112,113

3.  Other Modification Reactions Involving
Group Transfer

Nucleotidylation, the transfer of an entire nucleo-
tidyl unit, rather than just a phospho group, to a protein
is sometimes utilized for regulation.  For example, gluta-
mine synthetase of E. coli is modified by adenylylation,
transfer of an adenylyl group from ATP to a tyrosine
side chain.114 – 116  Relaxation to the unmodified enzyme
is catalyzed by a deadenylylating enzyme.  A regulatory
protein that undergoes reversible uridylylation117 also
functions in this system (see Fig. 24-7).  Several mito-
chondrial and cytoplasmic proteins are modified by
attachment of ADP-ribosyl groups to specific guanidino
groups of arginine and other side chain groups.114,118 – 123

This ADP–ribosylation requires the coenzyme NAD+

as the ADP-ribosyl donor and is also catalyzed by
bacterial toxins such as cholera toxin (Box 11-A) and
by diphtheria toxin (Box 29-A).  A second kind of ADP–
ribosylation occurs within nuclei where the enzyme
poly(ADP–ribose) synthase catalyzes both an initial
ADP–ribosylation of an amino acid side chain group
and also addition of more ADP-ribosyl units to form
a polymer124 (see Chapter 27).

Like inorganic phosphate, inorganic sulfate can be
converted into an activated form in which the sulfate
resembles the terminal phospho group of ATP (Eq. 17-38).
The resulting activated sulfo group can be transferred
to other compounds including enzymes.  Formation of

C.  Regulation of the Activity of Enzymes
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BOX 11-A  CHOLERA TOXIN AND OTHER DANGEROUS PROTEINS

As recently as 1980 it was estimated that there
were ~ 100 million cases of acute diarrhea in Asia,
Africa, and Latin America;a in 1991 there were four
million deaths among children under five years of
age.b  The causative agents are bacteria and one of
the most dangerous is Vibrio cholerae, which multiplies
in the small intestine and secretes an exotoxin.
Cholera toxin causes such a rapid loss of fluid and
salts from the body that death occurs very quickly,
even in adults.  There is little cellular damage and
almost all deaths can be prevented by intravenous
administration of water, salts, and the antibiotic
tetracycline.  Fluids can also be given orally if
glucose, which promotes intestinal absorption, is
included with the Na+, K+, Cl–, and HCO3

– salts.b

Cholera toxin consists of one 240-residue A sub-
unit and a ring of five 103-residue B subunits.c–e  The
latter is a “targeting complex,” a bacterial lectin each
subunit of which binds to the galactose and sialic acid
termini of a single molecule of ganglioside GM1.

Galβ1→3Galβ1→4Galβ1→4Glcβ1– Ceramide
3

              ↑
           NeuNAcβ2

Ganglioside GM1  (See also Fig. 20-11)

The nonpolar ceramide chains of the ganglioside
are buried in the membrane bilayer.  The initial tight
binding (Kf ~ 2 x 107 M–1) of the toxin is followed by
a poorly understood process in which the A subunit
enters the cell.  The peptide chain of this subunit is

cut by bacterial proteases to give A1 and A2 fragments
joined by an S – S bridge.  Within the victim’s cells
the disulfide is reduced to generate the active toxin,
the 192- to 194- residue A1 fragment.f,g

This toxin subunit is an enzyme, an ADP-ribo-
syltransferase which catalyzes transfer of ADP-
ribosyl units from the coenzyme NAD+ to specific
arginine side chains to form N-ADP-ribosyl deriva-
tives of various proteins.  Of the proteins modified
by cholera toxin, the most significant is the guanyl
nucleotide regulatory protein Gs of the adenylate
cyclase system.c,f,h  ADP ribosylation of arginine
201 of the α subunit of protein Gs inhibits the GTP
hydrolysis that normally allows the protein to relax
to an unactivated form.e  The ADP-ribosylated Gs
keeps adenylate cyclase activated continuously and

The three-dimensional structure of cholera toxin.e  Side
view of the β subunit pentamer as a ribbon drawing.
Bound noncovalently to it are five molecules of the gan-
glioside GM1 (compare with the structure in Fig. 7-5).  The
diacyl glycerol parts of the gangliosides are buried in the
membrane that lies below the toxin molecule.  Courtesy
of W. G. J. Hol.

Arginine side chain

Nicotinamide

NAD+

Cholera toxin

H2N N Protein

NH2

H

+

N

N N

N

O

NH2

H2C
O

P
O

P
O

CH2

O O–O–O

O

NH

N
Protein

H
OH OH

OH HO

2
+

N
H



547

BOX 11-A  (continued)

(A)  Stereoscopic view of the GM1
pentasaccharide binding site,
showing both direct and solvent-
mediated hydrogen bonding inter-
actions between sugar and protein
residues.  The viewpoint is from
“underneath” the membrane bind-
ing surface of the B pentamer.
Starred residues are from an adja-
cent monomer.  The terminal galac-
tose residue of the pentasaccharide
(upper right) is most deeply inserted
into the binding site and is involved
in the greatest number of identifiable
binding interactions.  The sialic acid
residue, near the bottom of the figure,
is also involved in several hydro-
gen-bonding interactions.  Hydro-
phobic interactions include the
approach of the sialic acid acetyl
group to the edge of the Tyr 12
phenyl ring and the positioning
of the terminal galactose sugar ring
parallel to the indole ring of Trp 88.
Figures generated using program
MolScript (Kraulis, 1991).  From
Merritt et al.e  (B) Side view of the
intact AB5 toxin as an α-carbon
trace.  The nicked  A chain is at the
top.  The nick can be seen in the
upper right corner, as can a disulfide
bridge connecting the A1 and A2
segments.  A single α helix extends
into the “pore” in the center of the B
pentamer.  The side chains of Trp 88
of the B subunits have been added
to mark the ganglioside binding
sites.  These side chains are also
seen in (A).  (C) View of the AB5
molecule from the bottom showing
the helix from the A2 fragment
surrounded by a tight cage of five
long helices from the B subunits.
Residues 237–240 of the A2 frag-
ment have the KDEL sequence and
may extend from the pore to contact
the membrane.  (B) and (C) courtesy
of Edwin M. Westbrook.  See Zhang
et al.c

generating abnormally high concentrations of cAMP.
It is the effect of the cAMP on proteins of the intestinal
mucosal cell membranes that causes the disastrous
excessive secretion of water and salts that are charac-
teristic of cholera.

Most strains of V. cholerae are relatively harm-
less but they may suddenly be transformed into a
virulent toxin-producing form by infection with a

bacterial virus similar to M13 (Chapter 5), which
carries the toxin gene.  Entrance into the Vibrio cell
occurs with the help of pili which are present in
many strains.i,j

Many other bacterial toxins have ABn structures
similar to that of cholera toxin.  For example, toxin-
producing strains of E. coli are also important causes
of diarrhea in humans and in domestic animals.k–m
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The heat-labile E. coli enterotoxin, whose gene is
carried on a plasmid, is a close relative of cholera
toxinn,o and also catalyzes ADP ribosylation of argi-
nine 201 of the Gsα subunit.m Bordetella pertussis,
which causes whooping cough, forms a similar
toxin that attacks the inhibitory regulatory protein
Gi

p,q as well as transducin and inactivates them by
ADP ribosylation.  Diphtheria toxin (Box 29-A),
the exotoxin from Pseudomonas aeruginosa, and
the toxin from Clostridium botulinum also catalyze
ADP-ribosylation reactions.k,r

Some bacteria produce effects similar to those
of cholera toxin in different ways.  For example,
among a variety of toxic proteins produced by
Bacillus anthracis, the causative agent of anthrax,
is an adenylate cyclase that is able to enter the
host’s cells.s  Similarly, B. pertussis, in addition to

its ADP-ribosylating toxin, produces a calmodulin-
stimulated adenylate cyclase which, when taken up
by phagocytic cells, disrupts their function in the
body’s defense system.t–w  In addition to the heat-
labile enterotoxin, some strains of E. coli produce
heat-stable toxins, small 18-residue peptides related
in structure to the intestinal peptide guanylin.l,x

These peptides bind to a membrane-bound guanylate
cyclase activating fluid secretion into the intestine.

Why do our cells obligingly provide both initial
receptors and means of uptake for these dangerous
toxic proteins?  Some ADP-ribosylation reactions
are a natural part of cell functiony and some hor-
mones, for example thyrotropin, seem to stimulate
their activity.  It may be that the toxins use mecha-
nisms designed to respond to normal hormonal
stimulation.

tyrosine-O-sulfate residues may be a widespread
regulatory mechanism.125 – 127  One of the proteins
known to contain a tyrosine sulfate residue is the blood
protein fibrinogen.  Many polysaccharides and oligo-
saccharides on glycoproteins exist in part as sulfate
esters (Fig. 4-11).128,129

Carboxyl groups of certain glutamate side chains
in proteins that control bacterial chemotaxis are
methylated reversibly to form methyl esters.130  This
carboxylmethylation occurs as part of a reaction
sequence by which the bacteria sense compounds that
can serve as food or that indicate the presence of food

(Section D,5, Fig. 11-8, and Chapter 19).  Demethylation
occurs by hydrolysis, which is catalyzed by esterases.
Carboxylmethylation also occurs in eukaryotic cells
but is often substoichiometric and part of a mechanism
for repair of isomerized or racemized aspartyl residues
in aged proteins (Box 12-A).  However, the major eukary-
otic protein phosphatase 2A is carboxylmethylated at
its C terminus,131 as are the Ras proteins discussed in
Section D,3.

It was pointed out in Chapter 4 that many proteins,
especially those secreted from cells or taking up resi-
dence within membranes, are glycosylated.  Specific

BOX 11-A  CHOLERA TOXIN AND OTHER DANGEROUS PROTEINS (continued)



549C.  Regulation of the Activity of Enzymes

glycosyl groups may be removed or added to a protein.
Such alterations may all be regarded as parts of control
mechanisms that direct the proteins to their proper
locations or determine the length of time that they remain
active.  The nuclear histones undergo extensive and
reversible acetylation132,133 which is thought to be
important to replication of DNA and to transcription
(Chapters 27 and 28).

4.  Thiol-Disulfide Equilibria

The activity of enzymes is sometimes controlled
by the formation or the reductive cleavage of disulfide
linkages between cysteine residues within the protein.
An example is provided by the effects of light on en-
zymes of chloroplasts.  Light absorbed by the photo-
synthetic reaction centers generates NADPH, which
in turn reduces thioredoxin.  This is a small protein
containing a readily accessible S – S bridge that can be
reduced to a pair of SH groups (Box 15-C).  Within
illuminated chloroplasts, these newly formed SH groups
reduce disulfide bridges to activate a series of enzymes
including fructose 1,6-bisphosphatase that participate in
the photosynthetic incorporation of CO2 into sugars134,135

(see Chapter 23).  Thioredoxins also function within
bacteria, fungi, and animals, serving as electron carriers
for processes, some of which are involved in metabolic
control.  A number of known enzymes and other
proteins, including insulin, contain reducible S – S
bridges within peptide loops as in the thioredoxins.
Another possible control mechanism for SH-containing
enzymes depends upon formation of mixed disulfides
with small SH-containing metabolites.  For example,
cysteamine disulfide, a minor constituent of cells,
cysteine, or some small disulfide, could be released

H3
+N–CH2–CH2–S–S–CH2–CH2–NH3

+

Cysteamine disulfide (cystamine)

following hormonal or other stimulation and could
react by disulfide exchange (Eq. 11-7) to either inactivate
or activate an enzyme.

Almost all cells contain a high concentration (3–9
mM) of the thiol-containing tripeptide glutathione
(G– SH, Box 11-B).  In its disulfide form it participates
in forming disulfide bridges in secreted extracellular
proteins (Eq. 10-9) via intermediate mixed disulfides.
Mixed disulfides with glutathione as well as with other
thiols can also be formed within cells by oxidative

reactions.  Reduction of these disulfides by reduced
glutathione will return the enzymes to their reduced
states.  The small protein glutaredoxin, whose eukary-
otic forms are also called thioltransferase, resembles
thioredoxins.  It undergoes reduction by glutathione
and, in turn, reduces S – S linkages in a different set of
proteins than those reduced by thioredoxin.

Low-molecular-mass thiols such as coenzyme A
and protein-bound thiol cofactors such as phospho-
pantetheine are present in all cells.  Their SH groups
can also be oxidized to disulfides and it is of interest
that in resting bacterial spores these compounds exist
largely as disulfides or mixed disulfides.  Upon germi-
nation of the spores special enzymes reduce the disul-
fides.136  Some proteins involved in control of protein
synthesis contain SH groups that add covalently to
C-6 atoms of a uracil ring in specific mRNA molecules.
Control of their state of reduction may also be impor-
tant.137

5.  Regulatory Effects of H+, Ca2+, and Other
Specific Ions

The pH of the cytoplasm is controlled tightly.  Yet
transient changes can occur and may affect many aspects
of metabolism.  For example, rapid glycolysis leads to
lactic acid formation with an associated drop in internal
pH.  Both increases and decreases in pH have been
associated with successive stages in embryonic or
larval development.138  Cytoplasmic pH changes may
serve as regulatory signals.  A well-understood example
is the Bohr effect on oxygenation of hemoglobin
(Chapter 7).  Another is the protein kinase C-stimulated
H+/Na+ exchange through membranes.  Because the
Na+ concentration is high outside cells and low inside,
the exchange leads to an increase in cytosolic pH with
many resultant effects on metabolism.139,140  Exchange
of external Cl– for internal HCO3

– also affects pH.141

Uptake of Ca2+ into cells, or release of this ion
from intracellular stores, is a major regulatory mecha-
nism in many if not all cells (see Section E).  Mn2+

activates phosphoenolpyruvate carboxykinase (Eq.
13-46) and may be a regulator of gluconeogenesis.142

Iron controls the synthesis of ferritin and of transferrin
receptors137 (Chapter 16).  The specific metal ions
present in many biological macromolecules are likely
to participate in additional regulatory processes.

Phosphate and bicarbonate ions are important
substrates for many enzymatic processes and as such
have regulatory functions.  Bicarbonate controls the key
enzyme of photosynthesis, ribulose bisphosphate
carboxylase, by carbamate formation (Fig. 13-12).
Chloride ions activate amylases and may affect the
action of “G proteins” that mediate hormone actions.
Other observed effects of ions are too numerous to
mention.

(11-7)

E–SH E–S–S–R

R–S–S–R
Cystamine
(Cystine)

R–SH
Cysteamine
(Cysteine)



550 Chapter 11.  The Regulation of Enzymatic Activity and Metabolism

BOX 11-B  GLUTATHIONE, INTRACELLULAR OXIDATION–REDUCTION BUFFER

In 1888, de Rey-Pailhade discovered the sulfur-
containing tripeptide that we now know as gluta-
thione (G –SH).a  By 1929 it had been characterized
by F. G. Hopkins and others as an unusual tripeptide
present in most, if not all, eukaryotic cells.  Within
animal cells the concentration is typically 1–5 mM.
Lower levels are found in many bacteria.b– g

The most interesting chemical characteristics of
glutathione are the γ-glutamyl linkage and the pres-
ence of a free SH group.  The latter can be oxidized
to form a disulfide bridge linking two glutathione
molecules.

2G —  SH – 2[H] → G — S — S — G
E°’ (pH 7) = – 0.25 V

It is this redox reaction that has focused attention on
glutathione as an intracellular reducing agent whose
primary function may be to keep the SH groups
of proteins reduced (see Section C).  Glutathione
is usually maintained in its reduced form by the
flavoprotein glutathione reductase (Fig. 15-12).

Although it is primarily an intracellular com-
pound, glutathione is secreted by epithelial and
other cells.  It may regulate the redox state of pro-
teins in plasma and other extracellular fluids as well
as within cells.  In addition, glutathione released
from the liver may be an important source of cysteine
for other tissues.  In the endoplasmic reticulum and
the periplasm of bacteria glutathione functions in
crosslinking thiol groups in newly formed proteins
(Eq. 10-9).

Glutathione also has a series of protective
functions.  It reduces peroxides via the selenium-
containing glutathione peroxidase (Box 15-H) and
is part of a system for trapping and detoxifying harm-
ful free radicals.  The importance of this function is
suggested by the fact that Entamoeba histolytica, an
organism that lacks both mitochondria and aerobic
respiration, produces no glutathione.h  It may be
that the primary function of glutathione in eukaryotes
is to protect cells against oxygen toxicity associated
with their mitochondria.i  The renewal of free
radicals and regeneration of protein –SH groups

may involve the cooperation of glutathione, glutare-
doxin (Box 15 - C), and ascorbic acid.j

Another protective function is fulfilled by the
formation of soluble mercaptides and other “conju-
gates” of glutathione with many foreign substances
(xenobiotics). These conjugates are made by the action
of a large family of glutathione transferasese,k,l

(see also Chapter 13) which catalyze addition reactions
of the thiolate group of glutathione with epoxides,
alkylating compounds, and chlorinated aromatic
hydrocarbons.  The addition step is often followed
by elimination, e.g., of chloride ion, as in the follow-
ing example.  Two steps of hydrolysis and an acety-
lation by acetyl-CoA form a mercapturic acid:

O2N

NO2

S C

N

COO–

C CH3

O

H

H

O2N

NO2

S C

NH3
+

COO–
H

O2N

NO2

S CH2 C C

O

NH

H

C
CH2O CH2 C

H

NH3
+

COO–

CH2 COO–N
H

H2O

Glutamate

H2O

Glycine

CoA-SH

Acetyl-S-CoA

G-SH

Cl–

Mercapturic acid

Hydrolysis

Addition and
elimination

O2N

NO2

Cl

OOC

H
N

N
H

COO

H NH3

O

O

H
H2C

SH

+

– –

γ-L-Glutamyl-L-cysteinylglycineGlutathione ( )
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BOX 11-B  (continued)

The mercapturic acids and related compounds
can then be exported from cells by an ATP-dependent
export pump.m  Glutathione is a coenzyme for 
glyoxalase (Eq. 13-33), maleylacetoacetate
isomerase (Eq. 13-20), and DDT dehydrochlorinase.
The latter enzyme catalyzes elimination of HCl from
molecules of the insecticide and is especially active
in DDT-resistant flies.a  Glutathione is said to be the
specific factor eliciting the feeding reaction of Hydra;
that is, the release of glutathione from injured cells
causes the little animal to engulf food.

Synthesis of glutathione occurs within cells
via the ATP-dependent reactions in the following
scheme.n,o  Much more γ-glutamylcysteine is synthe-
sized than is converted to glutathione and the excess
is degraded by γ-glutamyl cyclotransferase to form
the cyclic amide 5-oxoproline.  Cleavage of ATP
is required to reopen the ring to form glutamate.
Although biosynthesis is exclusively intracellular,
most glutathione appears to be secreted and degraded
by extracellular enzymes.  The membrane-bound
γ-glutamyl transferase catalyzes hydrolysis of

Scheme illustrating interrelationships of the biosynthesis and protective, coenzymatic, and transport functions of
glutathione.  See also Meister.c

Oxidized glutathione
(G—S—S—G)

Free
radicals Peroxides
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genase

NAD(P)H + H+

Glutathione reductase
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Uptake and
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BOX 11-B  GLUTATHIONE, INTRACELLULAR OXIDATION–REDUCTION BUFFER (continued)

glutathione to cysteinylglycine which is further
cleaved by a peptidase.  The activity of γ-glutamyl-
transferase varies among tissues and is especially
high in cells of the kidney tubules.  The cysteine and
glycine released by the peptidase may reenter the
cells by a Na+-dependent process.  Meister proposed
that the γ-glutamyltransferase, acting on amino
acids, forms γ-glutamyl amino acids (see scheme)
which are released within cells and are cleaved by
γ-glutamyl cyclotransferase.c  The cleavage of gluta-
thione would provide the driving force for amino
acid uptake.  However, this is probably a minor
pathway.p

Trypanosomes contain little glutathione but a
large amount of trypanothione [N1,N8-bis (gluta-
thionyl) spermidine].q  This diamide of spermidine
(Chapter 24) is in equilibrium with its disulfide, a
24-membered macrocyclic structure, and appears
to have functions similar to those of glutathione.
Trypanothione reductase, which is unique to trypa-
nosomes, is a potential target for antitrypanosomal
drugs,q– s as is trypanothione synthetase.t  Bacteria
that do not synthesize glutathione usually accumulate
some other thiol, e.g., α-glutamylcysteine or coen-
zyme A, in high concentrations.u,v

a Meister, A. (1988) Trends Biochem. Sci. 13, 185 – 188
b Bernofsky, C., and Wanda, S.-Y. C. (1982) J. Biol. Chem. 257,

6809 – 6817
c Meister, A. (1988) J. Biol. Chem. 263, 17205– 17208
d Inoue, M. (1985) in Renal Biochemistry (Kinne, R. K. H., ed), pp.

225 –269, Elsevier, Amsterdam

e Orrenius, S., Ormstad, K., Thor, H., and Jewell, S. A. (1983) Fed.
Proc. 42, 3177 – 3188

f Viña, J., ed. (1990) Glutathione: Metabolism and Physiological
Functions, CRC Press, Inc., Boca Raton, Florida

g Dolphin, D., Poulson, R., and Avramovic, O., eds. (1989) Glu-
tathione -Chemical, Biochemical and Medical Aspects (Coenzymes
and Cofactors), Vol. 3, Wiley, New York (Parts A & B)

h Fahey, R. C., Newton, G. L., Arrick, B., Overdank-Bogart, T., and
Aley, S. B. (1984) Science 224, 70 –72

i Garcia de la Asuncion, J., Millan, A., Pla, R., Bruseghini, L.,
Esteras, A., Pallardo, F. V., Sastre, J., and Viña, J. (1996) FASEB J.
10, 333– 338

j Meister, A. (1994) J. Biol. Chem. 269, 9397– 9400
k Ji, X., Johnson, W. W., Sesay, M. A., Dickert, L., Prasad, S. M.,

Ammon, H. L., Armstrong, R. N., and Gilliland, G. L. (1994)
Biochemistry 33, 1043 – 1052

l Hebert, H., Schmidt-Krey, I., and Morgenstern, R. (1995) EMBO
J. 14, 3864 – 3869

m Ishikawa, T. (1992) Trends Biochem. Sci. 17, 463 – 468
n Polekhina, G., Board, P. G., Gali, R. R., Rossjohn, J., and Parker,

M. W. (1999) EMBO J. 18, 3204 – 3213
o Lu, S. C. (1999) FASEB J. 13, 1169 –1183
p Lee, W., Hawkins, R., Peterson, D., and Viña, J. (1996) J. Biol.

Chem. 271, 19129– 19133
q Henderson, G. B., Ulrich, P., Fairlamb, A. H., Rosenberg, I.,

Pereira, M., Sela, M., and Cerami, A. (1988) Proc. Natl. Acad. Sci.
U.S.A. 85, 5374–5378

r Bollinger, J. M., Jr., Kwon, D. S., Huisman, G. W., Kolter, R., and
Walsh, C. T. (1995) J. Biol. Chem. 270, 14031– 14041

s Sullivan, F. X., Sobolov, S. B., Bradley, M., and Walsh, C. T.
(1991) Biochemistry 30, 2761– 2767

t Henderson, G. B., Yamaguchi, M., Novoa, L., Fairlamb, A. H.,
and Cerami, A. (1990) Biochemistry 29, 3924 – 3929

u Sundquist, A. R., and Fahey, R. C. (1989) J. Biol. Chem. 264, 719 –
725

v Swerdlow, R. D., Green, C. L., Setlow, B., and Setlow, P. (1979) J.
Biol. Chem. 254, 6835– 6837

6.  Compartments and Organized Assemblies

The geometry of cell construction provides another
important aspect of metabolic control.  In a bacterium,
the periplasmic space (Fig. 8-28) provides a compart-
ment that is separate from the cytosol.  Some enzymes
are localized in this space and do not mix with those
within the cell.  Other enzymes are fixed within or
attached to the membrane.  Eukaryotic cells have more
compartments:  nuclei, mitochondria (containing both
matrix and intermembrane spaces), lysosomes, micro-
bodies, plastids, and vacuoles.  Within the cytosol the
tubules and vesicles of the endoplasmic reticulum (ER)
separate off other membrane-bounded compartments.
The rate of transport of metabolites through the mem-
branes between compartments is limited and often is
controlled tightly.

While many enzymes appear to be dissolved in
the cytosol and have no long-term association with
other proteins, enzymes that catalyze a series of con-

secutive reactions may form complexes within which
substrates are channeled.143 – 147  Many enzymes are
attached to membranes where they may be held close
together as organized assemblies.146  This appears to
be the case for oxidative enzymes of mitochondria
(Chapter 18) and for the cytoplasmic fatty acid synthe-
tases (Chapter 21).  In bacterial fatty acid synthesis,
the product of the first enzyme is covalently attached
to a “carrier” and, while so attached, is subjected to
the action of a series of other enzymes.  In eukaryotes
several enzymes form domains of a single fatty acid
synthase.  Efficient substrate channeling results.  Tryp-
tophan synthase (Fig. 25-3) passes indole through a
tunnel between subunits.146a  Both NH3 and carbamate
ions pass through tunnels between subunits of E. coli
carbamoyl phosphate synthetase (Eq. 24-22).  The
product carbamoyl phosphate may then be passed
directly to aspartate carbamoyltransferase for synthesis
of carbamoylaspartate in the pyrimidine biosynthetic
pathway.146b  Channeling is sometimes difficult to
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prove.  Geck and Kirsch have provided a generally
useful technique for testing.  A large amount of a
genetically modified, inactive form of an enzyme is
added.  Unless channeling occurs, this will decrease
the rate of a reaction whose rate is limited by diffusion
or by instability of an intermediate.146c

Proteasomes (Box 7-A) have enzymatic sites within
a protected box which limits the escape of long peptide
fragments.  Membrane anchors (Chapter 8), often con-
sisting of acyl or polyprenyl groups, hold many proteins
to cell surfaces and strong protein – protein bonds hold
many others.146d  Enzymes involved in cell signaling,
and discussed in the following section, are often
anchored close together on membrane surfaces.148,149

D.  Hormones and Their Receptors

A major element in the control of the metabolism
of a cell is provided by chemical messages sent from
other cells and sensed by receptors on the cell mem-
brane or in the cytoplasm.  Hormones such as insulin,
adrenaline, and the sex hormones are released from an
organ and travel through the blood, affecting tissues
throughout the body.  There are many such hormones.
A large number of other hormones have more local
effects, influencing mostly adjacent cells.  When re-
leased at nerve endings these substances are called
neurotransmitters.  Chemical messages are probably
sent from virtually all cells to their immediate neighbors,
affecting both their growth and their behavior.  In
recent years the very reactive and toxic compounds
nitric oxide (NO) and carbon monoxide (CO) have
been identified as important hormones.  These com-
pounds can diffuse rapidly and react with many com-
pounds within cells.  Their actions are more rapid,
more rapidly ended, and probably less specific than
those of most hormones.

Hormones bind to receptors on their “target”
cells.  The receptors are often integral membrane
proteins on cell surfaces.  Binding of the hormone
often causes a conformational alteration that “activates”
the receptor.  In some cases the receptor is an enzyme
and the hormone an allosteric activator.  In others, the
activated receptor interacts with an enzyme in the
cytoplasm or on the membrane facing the cytoplasm.
This enzyme may generate a second messenger, a
substance that can diffuse throughout the cell and alter
metabolism by exerting allosteric effects on various
other enzymes.  The best known second messenger is
cyclic AMP but there are many others, a few of which
are listed in Table 11-2.

Some hormone–receptor complexes enter the cell
via endocytosis in coated vesicles.  Within the cell both
the receptor and the bound hormone, if a peptide, may
be degraded by proteases.  The initial binding of the
hormone may induce the release of a second messenger,

while the degradation of the receptor complex at a later
time releases peptides that may be additional second
messengers.  This is one way in which hormones may
elicit a rapid response followed by delayed responses.

While many hormones bind to surface receptors
the steroid hormones, which are lipid in nature, pass
through the cell membrane and bind to receptor pro-
teins in the nucleus.  The resulting hormone–protein
complexes induce changes in gene expression through
regulation of transcription (Fig. 11-1, top).  These
receptors are considered in Chapter 22 and hormones
are considered further in Chapter 30.

1.  Beta Adrenergic Receptors and Related
Seven-Helix Proteins

Sites that bind adrenaline (epinephrine), 
noradrenaline (norepinephrine), and related 
catecholamines (see Chapter 30) to almost all cell
surfaces are classified as either � adrenergic or
� adrenergic receptors.  The β receptors, which have
been studied the most,150 occur as two major types.
The β1 receptors have approximately equal affinity for
adrenaline and noradrenaline, whereas the β2 receptors,
the most common type, are more nearly specific for
adrenaline.  Binding of the hormone or other agonist
such as isoproterenol to any of the β receptors stimu-
lates cAMP formation within the cell.153  The receptors
belong to a family of integral membrane proteins
related in sequence to the opsins of the retina and
the light-operated proton pump bacteriorhodopsin
(Fig. 23-45) and probably have a very similar three-
dimensional structure.  Based upon the known
three-dimensional structures of rhodopsin and bacterio-
rhodopsin (Chapter 23), sequence comparisons, and
much other evidence, all of these receptors are probably
folded into groups of seven hydrophobic membrane-
spanning helices arranged as closely packed bundles
with folded loops protruding into the cytoplasm and
into the extracellular space.  The N termini of the proteins
are thought to be in the extracellular space and the C
termini in the cytoplasm as shown in Fig. 11-6.153a,b,c

Defects in structure or functioning of human β receptors
have been associated with both asthma154 and heart
failure.155,155a,b

Among the proteins phosphorylated in response
to formation of cAMP are the β adrenergic receptors
themselves.   Phosphorylation occurs within a cluster
of serine and threonine residues near the C terminus as
is indicated in Fig. 11-6A by the action of various kinases
including a receptor kinase156,156a which may be an-
chored nearby.157  The effect of this C-terminal phospho-
rylation is to decrease the sensitivity of the receptor so
that after a few minutes it conveys a diminished response.
Thus, cAMP exerts feedback inhibition of its own
synthesis. Desensitization upon continuous occupancy

D.  Hormones and Their Receptors
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by an agonist is a property of many other receptors as well.
When a receptor is no longer occupied, phosphatases
remove the phospho groups added by the receptor
kinase permitting the sensitivity to rise again.  This
phosphorylation–dephosphorylation cycle appears
to be only one of several mechanisms by which cells
regulate receptor sensitivity.155b,158,158a,158b

Many other receptors also have a seven-helix
structure similar to that of the adrenergic receptors.
These include receptors for the following: glucagon,

one of the pancreatic hormones regulating glucose
metabolism;159,160 vasopressin (Fig. 2-4);161,162 lutropin,
another pituitary hormone;163 other gonadotropins;164

the thyrotropin-releasing factor (TRF; Fig. 2-4);165

a receptor for KDEL peptide sequences.  The KDEL
receptor functions in the return of soluble proteins
containing the KDEL motif from the Golgi to the endo-
plasmic reticulum.152
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Compound Metabolic state Response Location of discussion

Cyclic AMP Stimulation of β Increased glycogenolysis, Sections C,2 and D,2;
adrenergic receptors glycolysis

Cyclic GMP Visual stimulation Neuronal signal Chapter 23, Section D

Ca2+ Ca2+ channels open Muscular contraction, Box 6-D, Section E
others Chapter 19, Section B,4

Inositol-1,4,5- Stimulation of α Opens Ca2+ channels in ER Section E
  trisphosphate and adrenergic receptors,
  related compounds various other stimuli

Diadenosine 5'- Oxidative or heat Chapters 28, 29
  tetraphosphate (Ap4A) stress

Guanosine 5'- Nutritional stress Chapter 29
  diphosphate,
  3-diphosphate (ppGpp)

Mn2+ Low glucose Increased PECK activity Chapter 17, Section L

Increased arginase activity Chapter 16, Section E

Cyclic ADP-ribose Chapter 15, Section E
  (cADPR) and
  2'-P-cADPR

TABLE 11-2
Some Molecules (Second Messengers) That Carry Intracellular Signals
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a molecule of noradrenaline bound to hydrophilic residues deep in the cleft between the helices. From Strosberg.151
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2.  Adenylate Cyclases (Adenylyl Cyclases)

All of the effects of the catecholamines bound to
β adrenergic receptors and of glucagon, ACTH, and
many other hormones appear to be mediated by
adenylate cyclase.  This integral membrane protein
catalyzes the formation of cAMP from ATP (Eq. 11-8,
step a).  The reaction, whose mechanism is considered
in Chapter 12, also produces inorganic pyrophosphate.
The released cAMP acts as the second messenger and
diffuses rapidly throughout the cell to activate the
cAMP-dependent protein kinases and thereby to
stimulate phosphorylation of a selected group of
proteins (Fig. 11-4).  Subsequent relaxation to a low
level of cytosolic cAMP is accomplished by hydrolysis
of the cAMP by a phosphodiesterase (Eq. 11-8, step
b).166,167  In the absence of phosphodiesterase cAMP
is extremely stable kinetically.  However, it is thermo-
dynamically unstable with respect to hydrolysis.

The existence of cAMP as a compound mediating
the action of adrenaline and glucagon on glycogen
phosphorylase was first recognized in 1956 by Suther-
land.168,169  However, for many years most biochemists
regarded cAMP as a curiosity and the regulatory chem-
istry of phosphorylase as an unusual specialization.
That view was altered drastically when cAMP was
found to function as a second messenger in the action
of over 20 different hormones.  Phosphorylation by

cAMP-dependent protein kinases regulates several
enzymes concerned with energy metabolism or with
the control of cell division.  Phosphorylation reactions
can lead to different responses in different specialized
cells.  Proteins of membranes, microtubules, and ribo-
somes are phosphorylated, as are nuclear histones.
Cyclic AMP mediates the action of some neurotrans-
mitters released at synapses and functions as a signal
between cells of some slime molds (Box 11-C).  Tran-
scription of genes can be either stimulated or inhibited
by cAMP.170  Even in E. coli cAMP is generated and acts
as a positive effector for transcription of some genes
(Chapter 28).  Cyclic AMP may function in signaling
stress in plants.171

The isolation and characterization of adenylate
cyclases have been difficult because of their location
within membranes and because there is so little  (usually
only 0.001– 0.01%) of the membrane protein.172  The
1060 - to 1250-residue, 120 kDa proteins are also easily
denatured.  However, the sequences of cloned adenylate
cyclase genes and the observed patterns of synthesis
of the corresponding mRNAs have been revealing.
There are at least eight mammalian adenylate cyclase
genes with complex regulatory properties.173 – 177

The sequences suggest that most of the isoenzymes
are integral membrane proteins, each with 12 transmem-
brane helices organized as two sets of six with a large
~ 40-kDa cytoplasmic domain between the sets.  This
is similar to the organization of the cystic fibrosis
transmembrane conductance regulator (Box 26-A) and
some other membrane transporters.  However, there is
no firm evidence that adenylate cyclases contain ion
channels.  These enzymes are also discussed in Chapter
12, Section D,9.

A quantitative indication of the importance of
the cAMP system within cells can be derived from
measurement of the kinetics of the incorporation of
18O from water into the α-phospho groups of AMP,
ADP, and ATP.  This incorporation will result from
hydrolysis of cAMP by the phosphodiesterases that
allow relaxation to a low cAMP level (Eq. 11-8).  It is
thought that in human blood platelets this represents
the major pathway of this labeling (Eq. 11-9), which
occurs at a rate of about 1.1 µmol of 18O kg–1s–1.
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In higher animals cyclic AMP (cAMP) is an
intracellular second messenger, but in the cellular
slime mold Dictyostelium discoideum it serves to
convey signals between cells.a– c  As was mentioned
on p. 20, the organism exists as individual amebas
until the food supply is exhausted.  Then the cells
begin to signal their lack of food by secreting pulses
of cAMP.  Because they also secrete a phosphodiester-
ase, the cAMP is short-lived.d  However, it is present
long enough for any other nearby ameba to sense
the gradient of cAMP concentration from one end
of the cell to the other.  As little as a 2% difference in
concentration can induce chemotaxis.e  The amebas
move toward the source of cAMP and emit pulses
of the compound.  This results in the formation of
aggregation centers in which the concentration of
cAMP oscillates spontaneously as the cAMP moves
outward in waves.  The cells move up the concentra-
tion gradient until the peak of a wave reaches them.
Then they move in a random direction until the next
wave reaches them and again orients their motion.

After ~50 movement steps an aggregation center
contains ~105 cells which now follow a “development
program.”  The amebas adhere to each other to form
1- to 2 mm-long multicellular “slugs” in which all of
the cells move forward together.  About 30 h after
aggregation begins the slugs stop and form stalks
with spore-containing fruiting bodies on top.  The

BOX 11-C   THE ATTRACTION OF DICTYOSTELIUM TO CYCLIC AMP

a Gerisch, G. (1987) Ann. Rev. Biochem. 56, 853 –  879
b Devreotes, P. (1989) Science 245, 1054 – 1058
c Alberts, B., Bray, D., Lewis, J., Raff, M., Roberts, K., and Watson,

J. D. (1994) Molecular Biology of the Cell, 3rd ed., Garland, New
York

d Levine, H., Aranson, I., Tsimring, L., and Truong, T. V. (1996)
Proc. Natl. Acad. Sci. U.S.A. 93, 6382 –  6386

e Kuwayama, H., and Van Haastert, P. J. M. (1996) J. Biol. Chem.
271, 23718 –23724

f Schapp, P., Konijn, T. M., and van Haastert, P. J. M. (1984) Proc.
Natl. Acad. Sci. U.S.A. 81, 2122 –2126

g Shimomura, O., Suthers, H. L. B., and Bonner, J. T. (1982) Proc.
Natl. Acad. Sci. U.S.A. 79, 7376 –7379

lead cells in a slug become the stalk.a,c

Two types of G protein-coupled cAMP receptors
in the cell membranes of the amebas have been
identified.  One leads to activation of adenylate
cyclase and the release of new pulses of cAMP and
the other to activation of guanylate cyclase.e  This
enzyme causes a rapid 7- to 10-fold increase in intra-
cellular cGMP which plays an important role in
controlling chemotaxis.

Some species of cellular slime molds use other
chemical attractants (acrasins).  For example, D.
minutum secretes an analog of folic acidf and cells
of Polysphondylium violaceum are attracted by the
ethyl ester of N-propionyl-γ-L-glutamyl-L-ornithine-
δ-lactam.g

D.  Hormones and Their Receptors

Stimulation of the platelets by prostacyclin (prosta-
glandin I2; see Chapter 22) leads to a 10- to 40- fold
increase in cAMP concentration and a 4- to 5-fold
increase in the rate of 18O incorporation.178  A quite
different soluble adenylate cyclase is present in sper-
matozoa.  It is stimulated directly by bicarbonate ions.
It may be a bicarbonate sensor in sperm cells and in
some other bicarbonate-responsive tissues as well as
in cyanobacteria.178a,178b

3.  Guanine Nucleotide-Binding Proteins
(G Proteins)

The β adrenergic receptors are not coupled directly
to adenylate cyclase but interact through an inter-
mediary stimulatory protein Gs, which contains three
subunits, α, β, and γ.179 – 182  We know that the Gs protein
associated with β adrenergic stimulation is only one of
a very large number of related G proteins, so named
because of their property of binding and hydrolyzing
GTP.  In its unactivated state the α subunit of a Gαβγ
heterotrimer carries a molecule of bound GDP.  Appar-
ently, the Gs proteins and the hormone receptors,

which are activated by the binding of hormones, diffuse
within the membrane until they make contact and form
molecules of the Gs·GDP complex (Eq. 11-10, step b).
The complex then undergoes a rapid exchange of the
bound GDP for GTP, after which the hormone and
receptor dissociate.  The Gα·GTP complex may also
dissociate from the complex, perhaps entering the
cytosol as a soluble protein (Eq. 11-10, step c).  The
Gα·GTP complex combines with adenylate cyclase
(step d) and activates it to generate cAMP.  However,
the activation is transient.  Gα also contains GTP-
hydrolyzing (GTPase) activity and within a few min-
utes Gα·GTP is completely converted to Gα·GDP and
the adenylate cyclase dissociates (Eq. 11-10, step e).
The Gα·GDP recombines with the βγ complex which
may serve as a membrane anchor, to complete the
regulatory cycle.  The overall effect is for hormone
binding to cause a rapid release of cAMP in a short
burst that may last only about 15 s.

It is not the binding of GTP but a slow subsequent
conformational alteration that activates the Gα·GTP
adenylate cyclase complex.  This was deduced by study
of analogs of GTP, such as guanosine 5'-(β, γ-imido)
triphosphate (GMP-P-(NH)-P or GppNp), which are
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Guanosine 5'-(β,γ-imido) triphosphate (GppNp);
in place of the NH, O is present in GTP, S is present is GTPγS
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not hydrolyzed to GDP.  These compounds may require
many minutes to activate the complex, but because
the GppNp is not hydrolyzed, the complex remains
activated and able to catalyze cAMP formation contin-
uously.

Occupied receptors for adrenaline, glucagon,
ACTH, and histamine activate adenylate cyclase via Gs
proteins.  Other Gs proteins, which contain subunits
designated αolf and which exist as a number of subtypes,
mediate olfactory responses.  Subunit αo is another
specialized polypeptide which is located primarily in
neural tissues.  A variety of additional G proteins have
been discovered in organisms ranging from bacteria
to mammals.179,183– 186  All have similar structures with
39 - to 45-kDa α subunits, 35-  to 36-kDa β subunits
and 5 - to  8-kDa γ subunits.  Whereas the α subunits
are unique to each G protein, β and γ subunits may be
shared among several G proteins.  These proteins appear
to function with many kinds of hormone receptors and

in nerve transmission, secretion, and endocytosis.187

Mammals can form at least 23 different αs subunits,
which are coded for by 16 genes.  Some of the forms
arise by alternative splicing of mRNA transcribed from
a single gene.180  There are at least 6 β and 12 γ sub-
units.179,180,182,188,189  Other G proteins, found in heart
muscle, induce the opening of K+ or Ca2+ channels in
cell membranes.185,190  It has often been assumed that
all of the effects of G proteins are mediated by activated
α subunits.  However, the βγ complex, which sticks
together very tightly, can also have signaling func-
tions.191  For example, an auxiliary protein called
phosducin binds to the βγ complex of Gs, slowing
the reconversion to the αβγ trimer.192  Phosducin was
discovered in rod cells of the retina but has been
found to be distributed broadly in other tissues as
well.192,193  In yeast the βγ subunit of a G protein linked
to the receptor for the yeast mating factor initiates the
pheromone response of a cell.193a

There is another large class of receptors whose
occupancy by an agonist leads to inhibition of adenylate
cyclase.  These include the α2 adrenergic receptors,
receptors for acetylcholine, adenosine, prostaglandin
E2 (Chapter 21), somatostatin, and some receptors for
dopamine.  Their responses are mediated by inhibitory
proteins Gi, which closely resemble Gs in their sizes,
amino acid sequences, and heterotrimeric structures,
but which inhibit adenylate cyclase when activated.180

A clear distinction between the Gs and Gi proteins is
evident in the fact that Gs is irreversibly activated by
the action of cholera toxin, while Gi loses its ability
to respond to occupied receptors when modified by
the action of Pertussis toxin (Box 11-A).  A specialized
heterotrimeric Gi protein known as transducin
mediates the light-induced activation of a cyclic GMP
phosphodiesterase in the retina194,195 (see Chapter 23).
Its α subunit is designated αt.  The related gustducin
is found in taste buds.196

Monomeric G proteins. An entirely different
class of G proteins was discovered when it was found
that the small 189-residue, 21-kDa protein products of
the human oncogenes and proto-oncogenes known as
ras are monomeric G proteins.186,197 – 200  There are over
80 related proteins of this group of nine families.200a

They include the much larger elongation factor EF-Tu,
which functions in protein synthesis (Chapter 29).
Even though there is a large difference in size, the
three-dimensional structures of the GTP-binding
domains of EF-Tu201 – 204 and of the 21-kDa Ras p21
proteins205 –  209 are very similar (Fig. 11-7).  They also
resemble that of adenylate kinase (Fig. 12-30).205  The
human genome contains four “true” ras genes: H-ras,
N-ras, K-ras, and K-rasB.  The occurrence of mutations
in these genes in human cancer is discussed in Section
H, as are the complex signaling functions of ras genes,
(see also Fig. 11-13).210
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Other proteins in the Ras superfamily include
some members of the Rho family, which function in
the cytoskeleton.200a,211,212,212a,b,c,213  These include at
least 14 mammalian proteins, among them RhoA, RhoB,
etc., Rac1, Rac2, etc., and Cdc42.  The latter is associated
with the formation of fingerlike extensions of the cell
membrane containing actin bundles.200a,212d,212e Genes
rac1 and rac2 encode proteins involved in the initiation
of superoxide radical formation by activated phagocytes
(Chapter 18).214  The Rab family of proteins are involved
in exocytosis and endocytosis and vesicular transport.
There are 24 or more human rab genes.212,215,216  Yeast
cells also contain Ras proteins.  One RAS gene must be
present for yeast to form spores.217 ADP-ribosylation
factors (ARFs), which stimulate the action of cholera
toxin A subunit (Box 11-A) are also members of the
Ras superfamily.120,217a

Like the trimeric G proteins, the monomeric pro-
teins also serve as “timed switches” that are turned
on by GDP–GTP exchange and are turned off by the
hydrolysis of the bound GTP.  In the absence of other
regulatory proteins both the exchange of bound GDP
for GTP and the hydrolysis of bound GTP are slow.
While the receptor-associated trimeric G proteins are
activated by the hormone receptors, the monomeric
G proteins are activated toward GDP–GTP exchange
by binding to proteins called guanine nucleotide
dissociation stimulators (GDSs).217b  They speed the
release of GDP from the G protein allowing the active
GTP complex to be formed.  The velocity of hydrolysis
of the bound GTP in the activated G protein is greatly
increased by GTPase activating proteins (GAPs).
These auxiliary proteins can be thought of as signaling
molecules that pass their messages to the G protein,
controlling the extent of its activation and therefore
the strength of a signal that it sends on to the processes
that it is controlling.200,210,218  One group of GAP proteins
are known as regulators of G-protein signaling
(RGS).218-218b  These proteins, which contain a charac-
teristic 12-residue core, were first recognized as
negative regulators of signaling in yeast cells called
GDP-dissociation inhibitors (GDIs).219  They can
also be regarded as a family of GAPs.

Acylation and prenylation.  The amino terminus
(usually glycine) of the α subunit of any G protein is
nearly always converted to an N-myristoyl group.220–223

This modification occurs in a cotranslational process
after removal of the initiating methionine (Chapter
29) and can be described as an acyl transfer from
coenzyme A.224  The C termini of the γ subunits of
heterotrimeric G proteins, and also of the monomeric
proteins of the Ras family, also undergo processing.
For example, the C-terminal end of an intact Ras
protein contains 18 residues which probably assume a
largely α-helical conformation.  A cysteine side chain
near the terminus and having the sequence CAAX is

converted within cells to a thioether with all-trans-
farnesol or longer polyprenyl alcohols.225  Another
nearby cysteine may form a thioester with palmitic
acid,221,226,227 for example:

The farnesyl (or longer) polyprenyl and palmitoyl
groups, together with nearby nonpolar side chains,
serve as a membrane anchor.  After the prenylation
the C-terminal three amino acids (VVM in N-ras p21)
are removed proteolytically and the new terminal
carboxyl group of the farnesylated Cys 186 is converted
to a methyl ester.212c,225,228  N-terminal myristoylation
is usually regarded as irreversible.  However, the thio-
ester linkages by which palmitoyl groups are attached
to proteins are labile and may be cleaved rapidly by
hydrolases.  It follows that palmitoylation can be a
rapid, regulated modification of proteins,229–230a,b

strongly affecting the location and extent of adherance
to membrane surfaces.

Three-dimensional structures. The structure
of the GTP-binding domain of elongation factor EF-Tu
was determined by Jurnak in 1985201 and that of the
complete three-domain structure later.202,203  When the
structure of the catalytic domain of the first Ras protein
was determined (Fig. 11-7A) it was clear that it was
similar to that of EF-Tu.205,207  The same was true for the
transducin αt,194,231,232 for the inhibitory Giα1,218b,233,234

and for other G proteins.235  In every case the differ-
ences in structure of the enzyme with GDP or with
analogs of GTP were small and limited to a region
close to the γ-phospho group of the bound GTP.  This
group can be seen clearly in Fig. 11-7A adjacent to
residue 60 of the protein.  See also Fig. 12-36.

The β strands and helices in the GTP-binding domain
of the G proteins are connected by a series of loops.
The first, second, and fourth loops (residues 10 – 17,
32– 40, and 57 – 65, respectively) in the Ras structure of
Fig. 11-7A form the catalytic site in which the hydro-
lysis to GDP takes place.  The first loop, also called
the P loop, is conserved in all GTP-binding proteins.
In the Ras proteins it has the following sequence:

10 17
G–A–G–G–V–G–K–S Ras
G–X– X– X– X– G–K–S(T) Consensus

Shaded residues are removed and
C186 is converted to methyl ester

S

O

S

–T–N–G–C–M–G–L–P–C–V–V–M

Palmitoyl group

Farnesyl group

C terminus
186

N-ras   p21

.  .  .
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Figure 11-7  (A) Stereoscopic drawing showing α-carbon positions in the 166-residue “catalytic domain” of the human c-H-ras
gene product and the bound GTP analog GppNp (solid bond lines).  The intact protein contains an additional 23-residue
C-terminal extension.  From Pai et al.241  (B), (C)  Ribbon drawings showing two nearly orthogonal views of a hetero-trimeric
inhibitory Gi brain protein produced using a cloned bovine gene.  (B)  The amino termini (N) of the three subunits are seen in
the left-to-right order: γ, β, α.  A side view of the β propeller domain of the β subunit is seen at top center.  The Ras-like domain
and the additional large helical domain of the α subunit are marked.  (C)  View from the flared end of the β propeller looking
toward the α subunit.  The strands of each propeller blade are labeled A, B, C, and D and the seven blades are numbered
around the periphery of the propeller.  From Wall et al.242  (B) and (C) courtesy of Stephen Sprang.

A

B C

Also shown here is the “consensus” sequence for all
GTP-binding proteins.  Cancer cells frequently have
mutations in Ras at Gly12, which may be substituted
by Asp, Lys, Val, or Arg, and at Gly 13 and Gln 61.
The latter is in loop 4, a part of the sequence that
appears especially mobile but is highly conserved.  These
mutations all activate the protein, i.e., they decrease
the GTPase activity, allowing the G protein to remain
in its active conformation longer than normal.

Ras proteins fulfill their functions by interacting
closely with two or more proteins in signaling pathways
as described in Section H.  Other G proteins have
additional domains.  The 405-residue EF-Tu from
Thermus thermophilus has three domains: the C-terminal
nucleotide-binding domain and two β-barrel domains
following it.  A major difference in conformation is
observed between forms of the protein with bound

GTP or bound GDP, the GDP form being opened up
by a hinging motion of ~ 90° between domains I and
II.202,203  The conformational change is triggered by
the GDP–GTP exchange.  An enhanced rate of GTP
hydrolysis, which results from binding of a transfer
RNA and binding to a ribosome, is apparently accom-
plished by interaction with loop 2 of the catalytic do-
main (corresponding to residues 32 – 40 in Fig. 11-7A).
The function of this protein is considered further in
Chapter 29.

Transducin has a 113-residue domain inserted into
loop 2 of the catalytic domain.  In this case, too, a large
hinging movement is associated with the GDP–GTP
exchange.  The light-activated receptor rhodopsin
induces the conformational change.194,231  Again,
structural changes resulting from the presence or absence
of interactions of the protein with the γ-phospho group
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of GTP are involved.  The GTPase activity of hetero-
trimeric G proteins can also be activated by aluminum
fluoride AlF4.232,236  From the X-ray structure of the
transducin α·GDP·AlF4

– complex it is seen that hydrated
AlF4

– is covalently bonded in the position of the γ-phospho
group and makes hydrogen bonds to active site groups,
mimicking a possible transition state for the GTPase
reaction232 (see Chapter 12, Section D).

The β subunit of the βγ complex of transducin is
a seven-bladed � propeller (Fig.11-7C).  It is composed
of seven GH–WD repeat units: –[GH – Xn – WD]4 – 8–
where GH = Gly – His, WD = Trp – Asp, and Xn is a
core repeating sequence, usually 32 –42 residues in
length.  This motif is also found in at least 40 other
eukaryotic proteins.188,237 – 240  In the βγ complex (Fig.
11-7B) the γ subunit assumes an elongated, largely
α-helical structure.  It is often anchored at its C terminus
by a farnesyl or geranylgeranyl chain, while Gα may
be myristoylated or palmitoylated.195,230,243

The three-dimensional structure of the GDP com-
plex of the intact transducin heterotrimer195 also shows
a tight interaction between α and β subunits.  The
major interaction is probably disrupted by replacement
of the bound GDP by GTP and the conformational
change that occurs around the γ - phospho group.  This
explains the dissociation of the α subunit from βγ upon
activation.  An entirely similar picture has been obtained
for the action of the inhibitory G protein, Gi2, for which
structures of the α subunit and of the αβγ heterotrimer
(Fig. 11-7,B,C) have been determined.188,233,234,242  The
structures resemble those of transducin, but differ in
details.

4.  Guanylate Cyclase (Guanylyl Cyclase),
Nitric Oxide, and the Sensing of Light

Formation of the less abundant cyclic guanosine
monophosphate (cGMP) is catalyzed by guanylate
cyclases found in both soluble and particulate frac-
tions of tissue homogenates.244 –  247  However, its sig-
nificance in metabolism is only now becoming well
understood.  There are cGMP-dependent protein
kinases,247 but, until recently cGMP could not be
regarded as a second messenger for any mammalian
hormone.  Now we know that cGMP has several
essential functions.  It mediates the effects of the atrial
natriuretic factor, a peptide hormone causing dilation
of blood vessels (Box 23-D),245,248 – 250 and also of a pep-
tide called guanylin, which is formed in the intestinal
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epithelium.245,251  The receptors for both of these peptides
are transmembrane proteins with cytoplasmic domains that
have guanylate cyclase activity.  The released cGMP appears
to induce relaxation of smooth muscles of the blood
vessel walls.  Another mediator of smooth muscle
relaxation is the endothelial cell-derived relaxing
factor, which is evidently nitric oxide, NO252 (see
Chapter 18).  A soluble guanylate cyclase appears to be
an NO receptor and is activated by binding of the NO
to a heme group in one of the two subunits of the
cyclase.253 –  255  The cyclase can also be activated by carbon
monoxide, CO, in a similar fashion.256,257  Carbon mon-
oxide is produced in the body by degradation of heme
(Fig. 24-24) and is thought to be a neurohormone.258

Cyclic GMP also plays an important role in vision.
Specific phosphodiesterases hydrolyze cGMP to GMP.
The cGMP phosphodiesterases of the rod and cone
cells of the retina are activated by the G protein trans-
ducin, which has been activated by light absorbed by
the visual pigments.194  The resulting decrease in the
cGMP concentration is thought to cause the closing of
cation channels and thereby to initiate a nerve impulse
(see Chapter 23).  Cyclic nucleotide forms of the
pyrimidine nucleotides are present only in very small
amounts in cells.

5.  Bacterial Chemoreceptors

Bacteria are attracted to foods with the aid of
chemoreceptors that bind certain amino acids such as
aspartate.  The receptors send signals to the mechanisms
that ensure that the bacterium is swimming toward
the food113,259, 259a (more details are given in Chapter
19).  The aspartate and serine chemoreceptors found in
membranes of E. coli and Salmonella typhimurium are
among the most carefully studied of all receptors.  Like
the seven-helix receptors, they have an extracellular
sensory domain to which the signaling molecule,
aspartate or serine, binds, and a transmembrane helical
bundle.  In these receptors the transmembrane part
consists of four helical segments coming from the two
subunits of the dimeric protein.  For the aspartate
receptor there is a high-resolution X-ray structure for
the cytoplasmic domain260,261 including the bound
aspartate262 as is shown in Fig. 11-8A,B.260,263  The
structures of the receptors for aspartate, serine, and
many other signaling molecules are evidently very
similar.  The structure of the cytosolic domain of the
serine receptor has been determined and a model for
the complete receptor has been proposed.259a  The
molecular mass of the 188-residue extracellular domain
is ~18 kDa, while that of the larger cytoplasmic do-
mains is ~36 kDa.  The latter includes a linker region
as well as a long four-helical bundle domain which
can be divided into a methylation domain and a sig-
naling domain as shown in (Fig. 11-8C).
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26 nm

~4.0 nm

~8.0 nm

380 nm
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Figure 11-8  (A) Stereoscopic view of the sensory domain of the dimer with modeled transmembrane region.  Each monomer
contains a four α-helix bundle with two helices continuing through the membrane.  From Scott et al.260  (B)  Stereoscopic image
of aspartate in the major binding site of the receptor.  The atomic model of aspartate (green) has been fitted into the observed
difference electron density map.  From Yeh et al.262  (C)  Model of an intact E. coli serine chemoreceptor.  Left.  Ribbon drawing
viewed perpendicular to the molecular twofold axis.  Methylation sites are represented by the dark balls by the cytoplasmic
domain.  The bound serine is drawn as a partially hidden green ball at the upper left in the extracellular domain.  Right.
Diagram of the receptor.  The presumed membrane bilayer is represented by the gray band.  Positions of some residues are
marked on the left side.  On the right, the numbers of residues in various peptide segments are indicated.  From Kim et al.259a

Courtesy of Sung-Hou Kim.
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What happens chemically when aspartate binds
into a deep pocket in the center of the sensory domain?
What kind of signal can be passed from the aspartate
to the “signaling domain”?  Several possibilities were
discussed by Kim,264 who suggested that the binding
of aspartate causes the rotation of the sensory domain
of one subunit relative to that of the other and that this
rotation is transmitted through the membrane to the
signaling domain.  The signaling domain of the receptor
forms a complex with a multimeric protein histidine
kinase called CheA (chemotaxis protein A) together
with an auxiliary protein CheW.  A more likely possi-
bility is that some kind of “piston” action occurs between

the transmembrane helices of the two subunits.264a

Binding of aspartate to the receptor, and the associated
alterations in the receptor·CheA·CheW complex, causes
a strong decrease in the catalytic activity of CheA.

In its active form CheA undergoes autophos-
phorylation, that is, the phosphorylation of a histidine
imidazole group in one of its subunits by the protein
kinase active site of an adjacent subunit. The phospho
group is then transferred from phospho-CheA to
another protein, CheY.  Phospho-CheY interacts with
the flagellar motor proteins (Chapter 19) periodically
causing a reversal of direction of the bacterial flagella.
As a result the bacteria tumble and then usually move

R 73

R 69

R 64
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in a new direction.  If the attractant molecule aspartate
is present on the receptor the signal is weakened and
the bacteria continue to swim in the same direction–
toward food.  Phospho-CheY is spontaneously hydro-
lyzed to remove the phospho group, but the dephos-
phorylation is promoted by an additional protein CheZ.
At least two other auxiliary proteins also function in
this control system.   CheR is a methyltransferase
that methylates the glutamate side chain carboxylates
in the methylation domain of the coiled coil region and
CheB is a methylesterase that removes the methyl
groups.  These two proteins control the methylation
level in the coiled coil region of the receptor (Fig. 11-8A).
Increased methylation increases the strength of the
signal sent from the receptor, perhaps because methyl-
ation removes negative carboxylate charges that repell
each other and weaken the structure, interfering with
signaling.259  See also Fig. 19-3.

E. Calcium, Inositol Polyphosphates, and
Diacylglycerols

Calcium ions entering cells from the outside or
released from internal stores trigger many biological
responses (see Box 6-D).  Within cells Ca2+ often accu-
mulates in mitochondria, in the ER, or in vesicles called
calciosomes.265  Release of the stored Ca2+ is induced
by hormones or by nerve impulses.  For example,
impulses flow from the nerve endings into the muscle
fibers and along the invaginations of the plasma mem-
brane called transverse tubules (Chapter 19).  There
they induce release of Ca2+ from the ER.  The released
ions activate enzymes266 and induce contraction of the
muscle fibers.  In many cells, Ca2+ causes release of
secreted materials, for example, neurotransmitters in
the brain.267,268

1.  Alpha Adrenergic Receptors

The release of stored Ca2+ is often triggered by α
adrenergic receptors.269  Like β adrenergic receptors,
the α receptors are activated by adrenaline.  Specific
inhibitors distinguish them.  For example, the β recep-
tors are inhibited by propranolol, while the α receptors
are blocked by phenoxybenzamine.  The synthetic
agonist phenylephrine activates only α receptors and
no increases in cAMP or in protein kinase activity are
observed.

There are two major α adrenergic receptor sub-
types.151,269  Activation of the α2 receptors, which are
present in various tissues including blood platelets,
causes inhibition of adenylate cyclase.  This inhibition
is evidently mediated by the Gi protein considered in
Section D,3.  The nucleotide sequences of cloned α2
receptor genes and other properties suggest close
structural similarity to the β receptors.270 – 273  Subtle
differences in hydrogen bonding to the serine side
chains shown in Fig. 11-6C may distinguish α2 from
β2 receptors.273  A characteristic of α2 receptors is that
pertussis toxin (Box 11-A) abolishes the inhibition of
adenylate cyclase, which they mediate.  In contrast,
the action of α1 adrenergic receptors is not affected by
pertussis toxin.

The α1 receptors are activated not only by catecho-
lamines but also by the hormones vasopressin and
angiotensin II.  Binding of these hormones to α1
receptors induces a complex response that involves
rapid hydrolysis of phosphatidylinositol derivatives
and  release of Ca2+ into the cytoplasm, and of diacylgly-
cerols into the lipid bilayer of the membrane.  The response
is mediated by another G protein called Gq.274,275  When
this G protein is activated it induces the hydrolysis of
phosphatidylinositol 4,5-bisphosphate (PtdInsP2),
a normal minor component of the lipid bilayer, by
phospholipase C (phosphoinositidase C).265,276 – 281

The products, inositol 1,4,5-trisphosphate [abbrevi-
ated InsP3 or Ins(1,4,5)P3], and diacylglycerol (DAG)
are both regarded as second messengers for the catecho-
lamines acting on α1 receptors and for about 20 other
hormones, neurotransmitters, and growth factors upon
binding to their specific receptors.269,282  In addition to
vasopressin, the gonadotropin-releasing hormones,
histamine, thrombin (upon binding to platelet surfaces),
and acetylcholine (upon binding to its “muscarinic”
receptors; Chapter 30) all stimulate inositol phosphate
release.

2.  Phosphatidylinositol and the Release of
Calcium Ions

The phosphoinositides constitute ~2 – 8% of the
lipid of eukaryotic cell membranes but are metabolized
more rapidly than are other lipids.265,278,279,283 – 285  A
simplified picture of this metabolism is presented in
Fig. 11-9.  Phosphatidylinositol is converted by the
consecutive action of two kinases into phosphatidyli-
nositol 4,5-bisphosphate.286,287  The InsP3 released from
this precursor molecule by receptor-stimulated phos-
pholipase C is thought to mobilize calcium ions by
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CH2 N H
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Receptor → Gq → phospholipase C →
inositol phosphates
+ diacylglycerol (DAG) → increased [Ca2+] (11-11)
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opening “gates” of calcium channels in membranes of
the ER or of calciosomes.282,288–289a  It diffuses across
the peripheral cytoplasm to InsP3 receptors which are
embedded in the membranes of the ER.282,290  One of
the several isotypes of InsP3 receptors is a 2749-residue
protein thought to contain a calcium ion channel.290

Similar receptors are also found in inner membranes
of the nucleus.291,292

Several uncertainties have complicated our under-
standing of the role of Ca2+ in signaling.  What is the
source of Ca2+?  How much of it enters cells from the
outside and how much is released from internal stores?
Where are the internal stores?  What other kinds of
ion channels are present and what second messengers
regulate them?  The sarcoplasmic reticulum of skeletal
muscle and also membranes in many other cells contain
ryanodine receptors as well as InsP3 receptors.282,293

Both of these receptors have similar structures and
contain Ca2+ channels.  However, the ryanodine receptors
are activated by cyclic ADP ribose (cADPR),294,295

which was first discovered as a compound inducing
the release of Ca2+ in sea urchin eggs.296  The 2-phospho
derivative of cADPR may also have a similar function.297

Cyclic ADP-ribose (cADPR)

Phospholipase C, which initiates the release of
phosphatidylinositol derivatives, also requires Ca2+

for activity.  It is difficult to determine whether release
of Ca2+ is a primary or secondary response.  There are
three isoenzyme types of phospholipase C–β, γ, and
δ– and several subforms of each with a variety of
regulatory mechanisms.298– 300a  For example, the γ iso-
enzymes are activated by binding to the tyrosine kinase
domain of receptors such as that for epidermal growth
factor (see Fig. 11-13).  In contrast, the β forms are
often activated by inhibitory Gi proteins and also by
Gq, which is specific for inositol phosphate release.

Calcium ions are usually released in distinct pulses
or “quanta.”  The kinetic characteristics of the system
of receptors, diffusing InsP3, calcium buffers, and cal-
cium pumps in the cell membrane, and the membrane
potential may account for this behavior.174,301– 306  Since
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the phosphoinositols are chelators of Ca2+, the equilibria
involved in this control system are complex.307

In addition to InsP3, several other inositol deriva-
tives are released by adrenergic stimulation.  Inositol
1,3,4,5-tetrakisphosphate (InsP4) is formed from
InsP3 by action of a soluble kinase.308,309,309a,b  A contro-
versial suggestion is that InsP4 may induce opening
of Ca2+ channels through the outer membrane of the
cell310– 312 and may also function to promote storage of
Ca2+.  It also acts as a transcriptional regulator.  Other
possible second messengers are inositol 1,2-cyclic-3,4-
trisphosphate and related metabolites that arise by the
action of phospholipase C on PtdIns 4-P followed by
additional actions of kinases and phosphatases.278,309,313–315

A different inositol tetrakisphosphate, Ins(3,4,5,6)P4,
may control chloride ion channels.316,317  Both inositol
1,3,4,5,6-pentakisphosphate (InsP5) and inositol hexa-
kisphosphate (InsP6) are also found in plants318 and
animals.319  InsP5 serves as an allosteric effector regu-
lating hemoglobin in avian erythrocytes (Chapter 7).
InsP6, also known as phytate, is present in large
amounts in cereals and recently has been found to
play a role in regulating the export of mRNA from the
nucleus.319a  Additional phospho groups can be added
to InsP6 to form pyrophosphates320,320a and other com-
plex polyphosphates.321  Both InsP5 and InsP6 can also
serve as precursors to Ins(1,3,4,5)P4 and Ins(1,4,5)P3 by
hydrolytic dephosphorylation.322

Following stimulation of a cell the induced meta-
bolism of phosphoinositides decays rapidly.  The diacyl-
glycerols are converted into phosphatidic acid and
resynthesized into phospholipids (Chapter 21).  The
InsP4, InsP3, and other inositol metabolites are hydro-
lyzed by phosphatases.278,309,323 –327  Two of these
phosphatases are inhibited by Li+ as indicated in
Fig. 11-9.  They may represent one site of action of
lithium ions in the brain.324,327,328  Lithium salts are
one of the most important drugs for treatment of
bipolar (manic-depressive) illness.  By blocking
the release of free inositol, which can be resynthesized
into PtdInsP2, Li+ may prevent neuronal receptors
from becoming too active.  However, the basis for the
therapeutic effect of lithium ions remains uncertain.

The diacylglycerols released by phospholipase C
diffuse laterally through the bilayer and, together
with the incoming Ca2+, activate protein kinases C.
These kinases also require phosphatidylserine for
their activity and phosphorylate serine and threonine
side chains in a variety of proteins.329–330b  They are
stimulated by the released unsaturated diacylglycerols.
In addition protein kinases C can be activated by
phorbol esters, which are the best known tumor
promoters (Box 11-D).  The diacylglycerol requirement
favors a function for these protein kinases in membranes.
They also appear to cooperate with calmodulin to
activate the Ca2+-dependent contraction of smooth
muscle.330
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Figure 11-9  Scheme showing synthesis and release of diacylglycerol and inositol phosphates and their regulation of calcium
concentration in response to hormonal stimulation.
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E.  Calcium, Inositol Polyphosphates, and Diacylglycerols

Diacylglycerols released by phospholipase C
usually contain arachidonic acid in the 2 position.
Hydrolytic cleavage of this linkage284,331 is a major
source of arachidonate for synthesis of eicosanoids
such as the prostaglandins whose functions are
discussed in Chapter 21.  Arachidonate can also be
formed directly by the action of phospholipase A2 on
membrane phospholipids332,332a (see the structure on
p. 566).  It has been suggested that protein Gq, which
activates the hydrolysis of phosphoinositides, may
also regulate phospholipase A2 directly.  Released
diacylglycerols may not only activate protein kinases
C but also have a direct role in promoting the mem-
brane fusion required in exocytosis and endocytosis.332

Other breakdown pathways of phosphatidylinositols

are also indicated in the following structure.298,333

Initially most attention was paid to the water-
soluble inositol phosphates that are released from
phosphoinositides.  However, phosphoinositol deriva-
tives that retain the diacylglycerol part of the molecule
have regulatory functions while remaining in mem-
branes.  A phosphatidylinositol 3-kinase phosphoryl-
ates the 3-OH of inositol in PtdIns, PtdIns 4-P and
PtdIns (4,5)P2 to give PtdIns 3-P, PtdIns(3,4)P2, and
PtdIns(3,4,5)P2, respectively.335– 337d  However, they are
ideally suited to function as spatially restricted mem-
brane signals.337a  They affect protein kinase C as well
as the Ser / Thr protein kinase Akt (discussed in Section
F,3),326b and have several functions in vesicular membrane
transport and in regulation of the cytoskeleton.337e,f
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1.  Phospholipase A1 → Fatty acid + lysophosphatidylinositol
2.  Phospholipase A2 → Arachidonate + lysophosphatidylinositol
3.  Phospholipase C → Ins 1-P, Ins(1,3)P2, Ins(1,4)P2, Ins(1,4,5)P3 + cyclic forms + diacylglycerol
4.  Phospholipase D → Ins(4,5)P2 + phosphatidic acid323,334

Characteristic of many of the phosphoinositide-
regulated proteins is a proline-rich PH domain (Table
7-3) which can transmit regulatory signals to additional
proteins in a cascade.  Their importance is emphasized
by the finding that a 405-residue phosphatase PTEN
(named after its gene symbol) which catalyses hydro-
lytic removal of one phospho group from PtdIns(3,4,5)
P3 to form PtdIns(3,4) P2, (Fig. 11-9) is a major human
tumor suppressor (see Box 11-D).338,338a,b  These lipids
are also important in insulin action (Section G,3).  The
steroid-like fungal metabolite wortmannin is a specific
inhibitor of the 3-kinase.339,339a

F.  Regulatory Cascades

The effect of a regulated change in the activity of
an enzyme is often amplified through a cascade mech-
anism.  The first enzyme acts on a second enzyme, the
second on a third, etc.  The effect is to rapidly create a
large amount of the active form of the last enzyme in
the series.

We have already considered regulatory cascades
initiated respectively by the β and α2 adrenergic recep-
tors.  The effect of these cascades on glycogen phos-
phorylase is outlined on the left side of Fig. 11-4.  One
branch of the cascade sequence begins with release of

adrenaline under control of the autonomic nervous
system.  In muscle, binding of this hormone to the β
receptors on the cell membrane releases cAMP which
activates a protein kinase.  The kinase then phosphoryl-
ates phosphorylase kinase.  At this point the muscles
are prepared for the rapid breakdown of glycogen.
However, an additional initiating signal is the release
of Ca2+ into the cytoplasm in response to impulses to
specific muscles via the motor neurons.  Calcium ions
can also be released in the liver by α adrenergic stimu-
lation.  Phosphorylase kinase is activated by the calcium
ions, and in their presence it converts inactive phos-
phorylase b to the active phosphorylase a.  Both protein
kinases and phosphorylase kinase also act on glycogen
synthase, phosphorylating it and converting it to an
inactive form.  This turns off the biosynthetic pathway
at the same time that glycogenolysis (glycogen break-
down) is turned on.  Spontaneous reversion of the
enzymes to their resting states occurs through the action
of phosphatases that cut off the phospho groups placed
on the protein by the kinases.  Also essential are phos-
phodiesterases, which destroy the cAMP, and the cal-
cium ion pump, which reduces the concentration of
the activating calcium ion to a low level.

Elaborate cascades initiate the clotting of blood
(Chapter 12) and the action of the protective comple-
ment system (Chapter 31).  Cascades considered later
in the book are involved in controlling transcription
(Fig. 11-13) and in the regulation of mammalian pyru-
vate dehydrogenase (Eq. 17-9), 3-hydroxy-3-methyl-
glutaryl-CoA reductase and eicosanoids (Chapter 21),
and glutamine synthetase (Chapter 24).

1.  Advantages of Regulatory Cascades

Computer simulations as well as studies of experi-
mental models have led to the following conclusions.340,341

Even simple cascade mechanisms, such as the one
shown in Fig. 11-10, can provide a more flexible response
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to allosteric effectors (such as e1 in the figure) than if
the effector acted directly on the enzyme rather than
on the protein kinase.  The cascade also provides
amplification.  This is especially true if additional
cycles are added.  A response can result from the bind-
ing of only a small number of hormone molecules to a
receptor in a cell membrane or from activation of only
a few molecules of a protease in the initiation of blood
clotting.  A striking amplification occurs in visual
responses.  Under appropriate conditions a single
quantum of light falling on a receptor cell in the retina
of an eye can initiate a nerve impulse (Chapter 23).
The latter requires the flow of a large number of Na+

ions across the plasma membrane.  It would be hard to
imagine how absorption of one quantum could initiate
a photochemical reaction leading to that much sodium
transport without intermediate amplification stages.
Another advantage of cascades is that they may provide
ultrasensitive responses.  Not only can a response
be sensitive to a higher power than the first of the
concentration of a signaling molecule but also the
amplification provided by the cascade confers a high
sensitivity to the response.342

Cascade systems also provide for response to more
than one allosteric stimulus in a single pathway.  Thus,
as shown in Fig. 11-4, glycogen catabolism can be initiated
in more than one way.  Two pathways are known for
initiation of both blood clotting and activation of the
complement system.  Many pathways activate the
MAP kinase pathway shown in Fig. 11-13.

2.  Substrate Cycles

Although cascade systems offer advantage to cells,
there is a distinct energy expenditure associated with
the controls.343  As can be seen in Fig. 11-10, in addition
to providing for turning on and turning off the regulated
enzyme, the kinase and the phosphatase together
catalyze hydrolysis of ATP to ADP and inorganic
phosphate.  Thus, the regulated enzyme is continually
cycling between active and inactive forms.  The relative
amounts of each are determined by the amounts of the
effectors e1 and e2, the concentrations of modifying
enzymes, and the kinetic constants.  Such cycles have
sometimes been called “futile cycles” because they
seemingly waste ATP.  This is particularly true of cycles
that involve major metabolites, sometimes called
substrate cycles.  An example is the conversion of
fructose 6-P to fructose 1,6-bisphosphate by phospho-
fructokinase and hydrolysis of the bisphosphate back
to fructose 6-P by a phosphatase (Fig. 11-2).  However,
the cycles are not futile because the hydrolysis of the
ATP provides the energy required to maintain the
concentrations of modified (phosphorylated) enzyme
or enzymes at steady-state levels that are required for
efficient catalysis.341,344  The energy utilized in this way

in regulation of enzymes is often small.345  Substrate
cycles are not only an unavoidable consequence of the
need to regulate enzymes but also provide for improved
sensitivity in metabolic control.  Consider Fig. 11-2
again.  If the enzymes are set for conversion of fructose
1,6-P2 to glycogen (backwards direction), the flux of
materials flowing in the forward direction (glycolysis)
will be efficiently curtailed because any fructose 1,6-P2
formed will be hydrolyzed rapidly by the active phos-
phatase.  Under these circumstances the flux in the
forward direction will be ultrasensitive to the activa-
tion of phosphofructokinase and to the inhibition of
fructose 1,6-bisphosphatase.346,347

G.  Insulin and Related Growth-Regulating
Hormones

Since its isolation in 1921, insulin has been the
object of an enormous amount of experimentation
aimed at clarifying its mode of action.  It is produced
by the β cells of the pancreatic islets of Langerhans
and released into the bloodstream in response to ele-
vated glucose levels.  The absence of insulin or of a
normal response to insulin results in the condition
of diabetes mellitus, which is the most prevalent
human metabolic disorder (see Box 17-G).348

Enzyme-PEnzyme

Pi H2O

e1·Kinase (active)

Effector e1

K1

Kinase (inactive)

e2·Phosphatase (active)

Effector e2

K2

Phosphatase (inactive)

ATP ADP

Figure 11-10  A “monocyclic” regulatory cascade involving
phosphorylation and dephosphorylation of an enzyme.
After Stadtman and Chock.341
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Insulin or insulin-like material is also produced in
ciliated protozoa, vertebrate and invertebrate animals,
fungi, green plants,349,350 and even in E. coli.351

1.  Metabolic Effects of Insulin

Insulin has many effects on metabolism.348,352,353

(Some of these are listed in Table 17-3). They can be
summarized by saying that:  (1) In most tissues insulin
stimulates synthesis of proteins, glycogen, and lipids.
(2) It affects the permeability of membranes, promoting
the uptake and utilization of glucose and amino acids
and of various ions from the blood.  (3) It promotes
both synthesis of glycogen and the breakdown of
glucose by glycolysis.  At the same time, it inhibits
synthesis of glucose from amino acids by the gluco-
neogenesis pathway.  The effects are not uniformly
the same in all tissues.  Some can be observed within
a few minutes after administration, presumably as a
result of regulation of enzymes.  Effects on mRNA
metabolism, protein synthesis, and cell growth are
seen at later times.

The uptake of glucose by brain, liver, kidneys,
erythrocytes, and the islets of Langerhans is unaffected
by insulin.  However, in muscle and adipose tissues
insulin stimulates glucose uptake.  Part of this effect
results from insulin-induced translocation of molecules
of the 509-residue glucose transport protein GLUT4
(Chapter 8) from the cytosol into the plasma membrane
where it can function.354– 356a  Insulin apparently also
increases the rate of synthesis of the transporters.

Insulin stimulates the phosphorylation of serine
side chains of many proteins, including ATP citratelyase,
acetyl-CoA carboxylase, and ribosomal subunit S6.
At the same time it stimulates the dephosphorylation
of other proteins, including acetyl-CoA carboxylase,
glycogen synthase in skeletal muscle (Fig. 11-4),49

pyruvate dehydrogenase, and hormone-sensitive lipase
in adipose tissue.  Yet another effect of insulin is to alter
the amounts of specific messenger RNA molecules.  For
example, the transcription of the gene for phosphoenol-
pyruvate carboxykinase (PEPCK; Eq. 13-46) a key enzyme
in gluconeogenesis, is inhibited by insulin within
seconds after binding.  The hexokinase isoenzyme
called glucokinase phosphorylates glucose to glucose-
6-P in liver and in pancreatic β cells.  Its synthesis in
liver is induced by insulin.  (However, in the β cells
the synthesis of glucokinase is induced by glucose.)

2.  Insulin Receptors

All of the effects of insulin appear to result from
its binding to insulin receptors, of which ~102 to 105

are present in the plasma membranes of most animal
cells.  First isolated in 1972,357 insulin receptors and

their cloned genes have been studied intensively.  The
receptors are α2β2 disulfide crosslinked oligomers
composed of pairs of identical 120 - to 135-kDa α sub-
units and 95-kDa β subunits.  An α and a β subunit are
cut from a single precursor chain.  The human insulin
receptor precursor exists as two isoforms, A and B,
which arise as a result of a difference in splicing of the
mRNA.358  Twenty-one introns are removed by splicing
to form the mRNA for the 1355-residue B precursor.348,358a

The mRNA for the A form lacks a 36-nucleotide segment
(exon 11) that is discarded during splicing.  The α chains
come from the N-terminal part of the precursor and
the β chains from the C-terminal part.  The receptor
sequence is numbered as in the longer B form precursor.
(However, many authors number the chains of the
A form receptor as in its precursor, 12 less than the
numbers given here for residues 719 or higher359).
The B form receptor has 731-residue α chains while
the A form has 719-residue α chains as a result of the
missing sequence from exon 11 (see Fig. 11-11A).  Four
residues (732–735 in the B form) are cut out and dis-
carded, leaving 620-residue β chains for both isoforms.
The chains become linked by three or more disulfide
crossbridges.360

The two α subunits, which contain the insulin
binding sites, are apparently present entirely on the
outer surface of the plasma membrane.  The β subunits
pass through the membrane with their C termini in the
cytoplasm.361–363  Both α and β subunits are glycoproteins.
Study of the amino acid sequences suggests that only
one 23-residue segment (residues 930 – 952 of the B iso-
form) of hydrophobic amino acid residues in each β
subunit is likely to exist as an α helix that spans the
membrane.  This raises several questions.  How can a
signal be sent from the cell surface into the cytoplasm
through a single pair of α helices?  Are there additional
parts of the receptor that span the bilayer of the mem-
brane?  To make it easier to visualize these questions
refer to Fig. 11-11B, which is a more realistic, although
fanciful, drawing than that in Fig.11-11A.  Electron
microscopy and crystallography are now providing
the first direct images of the receptor.363a, b, c

One possible way in which a signal could be sent
through the membrane is for binding of insulin to
promote aggregation of two or more receptors.364  If
insulin induces the receptors to stick together on the
outside of the cell, the parts protruding into the cyto-
plasm would also tend to aggregate.  This could induce
a response.  A second possibility is that a conforma-
tional change in the α subunits pulls or pushes on the
β subunit allowing the latter to be exposed less or more
on the cytoplasmic side.  This difference might be
sufficient to cause a conformational change in the
cytoplasmic domain of the subunit.  A third possibility
involves activation by a twisting mechanism as proposed
for the aspartate receptor (Fig. 11-8).

A large part of the cytoplasmic domain of the insulin
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Figure 11-11  Schematic drawings of the insulin receptor.
(A)  Typical textbook drawing.  The bars represent the extended
peptide chains with positions of domain boundaries and chain
ends mapped (left side).  Locations of some residues of special
interest are marked on the right side.  (B)  A fanciful but more
realistic picture of the receptor.  See Fabry et al.367
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receptor consists of a tyrosine-specific protein kinase
whose three-dimensional structure is depicted in Fig.
11-12.365,365a  Not only can it phosphorylate – OH groups
on tyrosine side chains of other proteins362 but also it
catalyzes ATP-dependent autophosphorylation of
several residues in the C-terminal region.  The most
readily phosphorylated residue is Tyr 1158.366  Some
diabetic individuals have receptors with impaired
tyrosine kinase activity.362

Using directed mutation of the cloned receptor
gene, Lys 1018 in the ATP-binding part of the tyrosine
kinase domain was replaced by alanine.  This caused a
loss both of kinase activity and of biologic response to
insulin.362  Thus, both the tyrosine kinase activity and
autophosphorylation appear essential.  If so, aggrega-
tion of two or more receptors may increase the extent
of autophosphorylation and initiate a response.

Studies of many mutant proteins indicate that
insulin binds to the α chains of the receptor between

the two domains labeled L1 and L2 in Fig. 11-11.368

Among essential residues is Phe 39 (marked).369  Insulin
contains three disulfide linkages (Fig. 7-16) and might
undergo a thiol–disulfide exchange reaction (Eq. 11-7)
with SH groups present in a cytoplasmic cysteine-rich
domain of the α subunit of the receptor or with an external
thiol compound.369a,b  Such an exchange may also be
essential for activation of the receptor.370

3.  A Second Messenger for Insulin?

The known regulatory effects of insulin (Table 17-3)
often involve phosphorylation of serine or threonine
side chains on specific proteins.  The tyrosine kinase of
the activated insulin receptors does not catalyze such
phosphorylation.  Therefore, it seems likely that one
or more second messengers or mediator substances
are needed.  Much effort has gone into searching for
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Figure 11-12  (A)  Stereoscopic view of an α-carbon trace of the insulin receptor kinase domain.  Every tenth residue is marked
with a filled circle and every twentieth residue is labeled.  (B)  Locations of missense mutations in noninsulin-dependent
diabetes mellitus patients mapped onto the receptor kinase structure.  The mutations are R993Q, G1008V, A1048D, R1164Q,
R1174Q, P1178L, W1193L, and W1200S.  Here, R993Q is the mutant in which arginine 993 is replaced with glutamine, etc.
From Hubbard et al.365

A B

substrates for the tyrosine kinase,353,362,371,372 whose
activity on external protein substrates reaches a maxi-
mum after receptor tyrosines 1158, 1162, and 1163 have
been autophosphorylated.  Phosphorylation of such
insulin receptor substrates (IRSs) as well as of
some smaller “adapter” proteins is thought to initiate
a series of complex cascades that serve to pass the
insulin signal on to a variety of sites of action within
a cell.373– 376  The large 185-kDA insulin receptor
substrate-1 (IRS-1), which is present in most cells,
is phosphorylated on several tyrosines, usually within
the sequences YXXM or YMXM.  Phosphotyrosine
within such sequences is known to be a ligand for the
recognition domain SH2, which is present in many
proteins.  Binding of SH2 domains of other proteins to
IRS-1 allows the insulin signal to be passed to several
different proteins in the branched signaling pathways.
Other insulin receptor substrates include IRS-2,376a,b

protein Gab-1376c, and the smaller protein called Shc,
which occurs as 46-, 52-, and 66-kDa isoforms and is
discussed further on p. 568.376,377  Shc is an adapter
protein which forms a complex that triggers the activa-
tion of the G protein Ras and the MAP kinase cascade
shown in Fig. 11-13.377,378  This pathway (see Section
H,2) is thought to mediate the mitogenic (growth pro-
moting) effects of insulin and also to promote phospho-
rylation of serine and threonine side chains of many
proteins in the cytoplasm, the cytoskeleton, ribosomes,
membranes, and the nucleus.379,380  One serine kinase
specifically phosphorylates the insulin receptor on
serine 1078.381

In addition to IRS-1, IRS-2, and Shc, there are
additional adapter proteins that interact with the

phosphorylated tyrosine kinase domain of the insulin
receptor.382  Furthermore, the receptor tyrosine kinase
may catalyze direct phosphorylation of some proteins,
e.g. a cytoplasmic loop of the β2 adrenergic receptor
(Fig. 11-6), without intervention of an adapter.383

Phosphorylated IRS-1 activates a second signaling
pathway by interacting with an 85-kDa SH2-containing
protein that is a subunit of phophatidylinositol 3-
kinase.384 – 386  This activates the 110-kDa catalytic
subunit of the 3-kinase, which catalyzes formation of
phosphatidylinositol 3-phosphate as well as PtdIns
(3,4)P2 and PtdIns (3,4,5)P3.387,387a  These compounds,
which remain within membranes, activate other
branches of the signaling cascade, some of which
may converge with those of the MAP kinase cascade.
However, there appears to be specific activation of a
ribosomal Ser/Thr kinase that, among other activities,
phosphorylates ribosomal protein S6, a component of
the small ribosomal subunit.388  It also phosphorylates
some isoforms of protein kinase C and other enzymes.
PtdIns 3-kinase may also activate 6-phosphofructo-2-
kinase (Fig. 11-2, step d).384,388

One of the most important effects of insulin is to
increase glucose uptake by cells.373,389  The mechanism
is thought to depend upon the transporter protein
GLUT4, which is stored within the membranes of
small cytoplasmic vesicles.  Binding of insulin to its
receptors induces movement of these vesicles to the
plasma membrane where fusion with the plasma
membrane makes the GLUT4 molecules available for
glucose transport.390   Phosphatidylinositol 3-kinase
also plays an important role.  The PtdIns(3,4)P2 and
PtdIns(3,4,5)P3 generated by this enzyme (Fig. 11-9)
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remain in the membrane and provide sites to which
various proteins, e.g., those containing PH domains
(Chapter 7) may bind.  Among the proteins “recruited”
to the inner membrane surface in this way is a Ser/Thr
protein kinase known as PKB/Akt.  The Akt abbre-
viation refers to its relationship to a particular viral
oncogene.390a– 390e and the  phosphatidyl-inositol deriv-
atives generated by the 3-kinase may have a direct
effect upon the exocytosis of the GLUT-4 containing
vesicles as may Gq-coupled receptors.391

Although insulin unquestionably stimulates phos-
phorylation of many proteins, the major metabolic effect
appears to result from dephosphorylation by phosphatases
of phosphorylated forms of several enzymes.379,392

These include glycogen synthase and pyruvate
dehydrogenase, which are both activated by dephos-
phorylation, and glycogen phosphorylase393 and
hormone-sensitive lipase, which are deactivated by
dephosphorylation.  These changes result in increased
synthesis and storage of both glycogen and triacyglyc-
erols.  Insulin also stimulates a membrane-bound cAMP
phosphodiesterase causing a reduction in cAMP con-
centrations.394

Insulin injected into the human body has a half-
life of only 5 –10 minutes.  Much of the hormone is
destroyed by hydrolytic cleavage of the peptide chain
by a non-lysosomal protease.395 – 397  The receptors
together with the hormone are taken into cells by endo-
cytosis from clathrin-coated pits and both may be
degraded in the lysosomes.396,398  Some signaling may
arise from insulin receptors in endosomes.399  Some of
the hormone enters the nucleus, perhaps still bound
to the receptors,400 and may have a direct effect upon
gene transcription.  Some receptors are recycled to the
cell surface.398  This latter process, together with that
of new receptor synthesis, controls the number of
receptors on the surface and, in turn, the sensitivity of
the cell to insulin.  This is only one mechanism used for
desensitization or downregulation of receptor sensi-
tivity and numbers, something that happens normally
for any hormone when its concentration is high.401,402

H.  Growth Factors, Oncogenes, and the Cell
Cycle

Insulin is just one of a large number of proteins
that are secreted by cells and which influence the
growth of nearby cells.403– 405  For example, blood
platelets,  which aggregate at the site of an injury to
a blood vessel, contain granules (α granules) which,
when the platelet is “activated” (see Box 8-A) release
platelet-derived growth factor (PDGF), a 28- to 31-
kDa glycosylated peptide which stimulates growth and
tissue repair in the injured region.406,407  There are many
other protein growth factors, a few of which are con-
sidered here.  Others are discussed in Chapters 30–32.

1.  Oncogenes and Proto-oncogenes

Studies of cancer-causing cellular oncogenes and
proto-oncogenes (c-onc) identified in the human
genome408–411 have contributed greatly to our under-
standing of the action of growth factors.  Proto-onco-
genes are segments of DNA that code for proteins that
have a normal function but which may become “acti-
vated” by a mutation or by chromosomal rearrange-
ment to become cancer-causing oncogenes (Box 11-D).
Oncogenes were discovered first in oncogenic (cancer-
causing) retroviruses,412 where they are designated
v-onc.  The v-onc genes are usually very similar but
not identical to the corresponding c-onc genes and are
thought to have arisen from them.  The v-onc genes are
often incomplete or have become fused to other genes
by genetic recombination.  Considerable excitement
has attended the discovery that many solid human
tumors contain activated oncogenes,413 several of which
are listed in Table 11-3.

In 1983 it was found that the oncogene sis, which is
carried by the simian sarcoma virus, has a 104-residue
sequence nearly identical to that of human PDGF.404,414

The PDGF receptor has a large extracellular domain
consisting of five immunoglobulin-like domains.  Like
the insulin receptor, it has tyrosine kinase activity which
resides in a C-terminal cytoplasmic domain.406,407,415

This suggests that the malignant transformation of
cells by the viral v-sis gene leads to an excessive pro-
duction of normal PDGF and, consequently, to exces-
sive growth.  The sequences related to v-sis are often
found in human tumors and are located on chromo-
some 22.416  Rearrangements by which part of this
chromosome is moved to another location are well
known and sometimes lead to conversion of the proto-
oncogene to an active cancer-inducing oncogene.

The avian v-erbB oncogene and oncogene neu417-419

both have sequences homologous to that of the gene
for the receptor for the 53-residue epidermal growth
factor EGF.420–423a  The corresponding cellular c-erbB
is the gene for the EGF receptor, a large 170-kDa 1186-
residue protein.  It also resembles the insulin receptor
in having an N-terminal domain outside the cell, a
single hydrophobic helix that spans the membrane,
and a cytoplasmic domain with tyrosine-specific pro-
tein kinase activity.403,419,424,425  It differs from the
insulin receptor in being a single peptide chain.  How-
ever, when EGF binds, the receptor dimerizes and the
protein kinase is activated.426  It phosphorylates its
own Tyr 1173 near the C terminus, as well as tyrosines
in the lipocortins, 36- to 38-kDa calcium-binding proteins
located on the cytosolic face of plasma membranes.427

The activated receptor also stimulates phospholipase
C with a resultant increase in concentrations of inositol
trisphosphate and Ca2+ (see Fig. 11-13).428  The active
oncogene v-erbB encodes a major fragment of the EGF
receptor.  However, most of the N-terminal domain
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TABLE 11-3
A Few Oncogenes That Have Interested Biochemists

Oncogene
Symbol Source Properties

v-sis Simian sarcoma virus Gene product is closely related to the B-chain of platelet-derived
growth factor

v-erbB Avian erythroblastosis virus Gene product is shortened version of the EGF receptor, a
tyrosine kinase

neu (Her-2) Rat neuroblastomas Homologous to EGF receptor; has tyrosine
A similar gene is found in kinase activity;  may control
human breast cancers and phosphotidylinositol 3-kinase
adenocarcinomas

v-src Rous avian sarcoma virus Gene product is another tyrosine-specific
protein kinase

abl Chronic myelogenous leukemia Similar to src;  characteristic chromosomal
translocations yield cancer

ras, has, Human bladder, colon, Homology with Gs and Gi regulatory
v-H-ras lung carcinomas proteins;  several human proto-oncogenes
v-K-ras exist; a single mutation in H-ras may lead
   N-ras to cancer

bas, kis Murine sarcoma viruses

v-myc Burkitt’s lymphoma, Nuclear location for gene product; which
mouse plasmacytomas, forms complex with protein Jun
avian retrovirus MC29

mos Burkitt’s lymphoma,
mouse plasmacytomas

v-fos Osteosarcoma virus (mouse) Nuclear location for gene product, which forms complex with
protein Jun

v-jun Protein product is subunit of transcription factor AP-1

bcl1 Cyclin D1

including the EGF binding site is missing and the C-
terminal end has been shortened.  The tyrosine kinase
domain is intact but Tyr 1173 is missing.

The rat neu oncogene (also called erbB-2 and HER-2),
which apparently is derived from the gene for another
growth factor receptor, differs from normal neu by a
single nucleotide.  This change causes valine to be
substituted for glutamic acid at position 664 in the
membrane-spanning domain of the 185-kDa protein.418

This evidently gives an overactive and perhaps uncon-
trolled tyrosine-specific protein kinase.  The c-erbA
proto-oncogene appears to be the nuclear receptor for
the thyroid hromone triiodothyronine (Chapter 25).

The Rous sarcoma virus oncogene v-src and a
family of related oncogenes are derived from protein
tyrosine kinases that are attached with the aid of a

myristoyl anchor to the inner, cytoplasmic surfaces
of membranes.429–431  They may be activated by inter-
action with an occupied surface receptor.  It has been
difficult to understand the functioning of the normal
Src protein.  However, inactivation of c-src in mice
caused the serious bone disease osteopetrosis in which
the osteoclasts fail to function properly in resorbing
the bone matrix, thereby allowing excessive accumula-
tion of calcium phosphate.432,433  A c-src deficiency also
decreases formation of the bone adhesion protein
osteopontin, an RGD protein.434  There is actually a
family of src proteins, some of which have important
functions in lymphocytes.435–438  The gene for one of
these is mutated in the β cell disorder 
agammaglobulinemia.437

  Another oncogene derived from a tyrosine kinase
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Although cancer occurs in about 200 clinically
distinct types, most cancers can be classified into four
categories.  In leukemias, which account for 3% of the
~700,000 cases of cancer diagnosed per year in the
United States, an abnormal number of leukocytes are
produced by the bone marrow.  Lymphomas, such as
Hodgkin’s disease and Burkitt’s lymphoma, arise from
lymphocytes.  They account for ~5% of human cancers.
In these diseases malignant cells are produced in the
spleen and lymph nodes and sometimes aggregate in
lymphoid tissues. Sarcomas, solid tumors of bone or
other connective tissue, contribute ~2% to the total of
human cancers, while carcinomas, cancers of epithelial
tissue, account for 85%.  Carcinomas may develop from
either the external or the internal epithelia, including
the glands, lungs, and nerves.a – d  More than one-third
of all cancers in the United States are nonmelanoma
carcinomas of the skin;e for these the mortality rate is
low.  Lung, colorectal, breast, and prostate tumors
account for 55% of cancer deaths.c  Carcinomas pre-
dominate in humans, but lymphomas, leukemias,
and sarcomas are much more prevalent in laboratory
animals and fowl.

An important characteristic of cancer cells is their
uncontrolled proliferation.  They don’t respond to the
normal signals from adjacent cells that indicate that
cell division should stop.  Cancer cells also differ
dramatically from those present in warts and other
benign tumors and in psoriasis.  These conditions also
result in excessive proliferation of cells and partial
derangement of normal regulatory processes.

A second characteristic of cancer cells is that they
usually appear less differentiated than the tissues from
which they arise and are more like embryonic cells.
Many cancers produce ectopic proteins, proteins
inappropriate to the tissue involved and often identical
to proteins synthesized by embryonic or fetal cells.  A
well-known example is �-fetoprotein, a 72-kDa
glycoprotein normally present in serum in almost
undetectable amounts but present in large amounts when
some types of cancer are present.f  A third property of
cancers is the tendency toward metastasis, the detach-
ment of cells from the cancer and their development in
distant parts of the body.g – i

Cancer cells don’t grow any faster than normal cells
but they continue to divide when normal cells would
not.  For this reason, a cancer can grow rapidly and its
demands for nutrients can literally starve the host.
Cancer tends to weaken the immune system, making
the host more susceptible to infections.  In addition,
cancers often interfere directly with the functioning of
various organs and may cause death in this way.

What initiates a cancer?  We know that cancers can
arise from only one or a very small number of cells and
that cancer can be induced by carcinogenic chemical
compounds, by certain viruses, and by radiation.  Use

of tobacco appears to be responsible for about 30% of
all human tumors.c,j  Diet also affects the likelihood of
developing cancer.  For example, diets containing less
animal fat and more fruits and vegetables are associated
with lower levels of colon cancer.c,k  Many carcinogenic
compounds are naturally present in foods.  Genetic
factors help to determine susceptibility to cancerb,l and
characteristic chromosomal aberrations are usually
associated with cancer.m – o  The incidence of cancer
increases markedly with age.

A common feature of all the agents that induce
cancer is the production of mutations and cancer
probably always involves some alteration in the cell’s
DNA.  The long lag between exposure to carcinogenic
materials and development of cancers, often 20 years
or more, suggested that more than one mutation or
chromosomal rearrangement is required for produc-
tion of a cancer.  Recent evidence confirms that several
mutations are required.b,p Relevant to this conclusion
is the fact that carcinogenic compounds can be applied
to the skin in amounts sufficient to cause a number
of mutations in the epithelial cells but insufficient to
actually induce cancer.  Then, even many years later,
irritant compounds known as cancer promoters can
be applied and cancer will develop promptly.  The
promoters apparently induce cell proliferation which
leads to more errors in DNA replication, converting
an initially mutated cell to a cancerous cell.  The most
studied promoters are the phorbol esters, which are
known to activate the protein kinase C isoenzymes
(Section E,2).  Any factors that increase rates of cell
division such as some hormones, excess calories, or
chronic inflammation cause increased cancer.c  Cell
divisions are accompanied by errors in replication of
DNA and sometimes by translocation or deletion of
parts of chromosomes.  Chronic infection by bacteria,
viruses, or other organisms may cause cancer as a
result of continuing inflammation.  Other cancers arise
from integration of viral DNA into the host’s DNA.

Virally induced cancers are often epidemic among
poultry and rodents.  When infected with cancer-
causing viruses from these animals, cells in culture
often become transformed.  Whereas normal cells
tend to respond to contact inhibition and grow as a
monolayer, transformed cells continue to divide after
the monolayer is complete.  In laboratory studies,
transformation of cells is often taken as the equivalent
to an early step in cancer production in an animal.
Studies of transformation led to the identification and
characterization of several viral oncogenes which
cause the transformation.  These are designated by
abbreviations such as v-src (the oncogene of Rous
sarcoma virus, which induces cancer in chickens) and
v-sis (the oncogene of simian sarcoma virus, which
causes cancers in monkeys).  Some other oncogenes are
described in the main text.  Naturally occurring gene

H.  Growth Factors, Oncogenes, and the Cell Cycle
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BOX 11-D  CANCER (continued)

sequences closely homologous to those of the viral
oncogenes have been found in many solid human tumors.
Study of oncogenes has shown that they are related to and
derived from proto-oncogenes, normal cellular genes
that are involved in control of growth and differentiation.

Oncogenes are often “amplified” in tumor cells
so that their copy number is greater than that of the
corresponding genes in normal cells.  For example an
oncogene related to the viral oncogene neu is amplified
in many human breast and ovarian cancersq and onco-
gene src in many colon cancers.r  Mutated ras genes
have been found in over one-third of human colorectal
cancers.s  Amplified oncogenes ras, myc, and myb have
been observed in other cancers.t  Oncogenes are often
overexpressed or are responsible for over-expression
of other genes.  One idea that developed from these
observations is that cancer cells may secrete new or
mutated growth factors that stimulate their own recep-
tors (autocrine stimulation) in a way that promotes
uncontrolled growth.u

Cancer develops in stages and in many cases defec-
tive proto-oncogenes appear before truly malignant cells
appear.  The latter must result from additional mutations
that often involve loss of parts of chromosomes.  A major
breakthrough in our understanding of cancer and how
it is induced by loss of genes has come from studies of
some rare cancers that are inherited in a Medelian fashion.
One of these is retinoblastoma, an intraocular tumor
which affects 1 child in 20,000.  Homozygotes always
develop the disease between the ages of 1 and 5.  The
hereditary defect has been traced to the absence of a
functional retinoblastoma gene RB1, which is found in
band q14 of chromosome 13.v  Additional mutational
events are required to induce cancer.  The RB1 gene
was the first tumor-suppressor gene (anti-oncogene)
identified.  These suppressor genes encode proteins
that inhibit growth.w – z  The retinoblastoma gene
encodes a 105-kDa DNA-binding phosphoprotein
(Rb-P).aa – bb  The Rb protein is phosphorylated and
dephosphorylated in a cyclic fashion that is synchro-
nized with the cell replication cycle (Fig. 11-15).  It
forms a complex with a transcription factor E2F that
functions in transcription of the adenovirus genes and
is also involved in control of the cell replication cycle.cc

Deletion of the Rb gene from mice leads to death of
embryos homozygous for the mutation.dd

Study of other rare hereditary cancers has led to
the location of 20 or more additional probable tumor-
suppressor genes.  One of these, p53, is inactive in over
50% of all human cancers and over 90% of sqamous
cell carcinomas of the skin.ee  In small-cell lung cancers
and osteosarcoma both RB and p53 are inactive.z  Protein
p53 is a stronger tumor suppressor than protein Rb.
Results of a variety of experiments have suggested
that p53, a DNA-binding protein of known structure,ff

plays a key role in checking DNA for damage at the G1

to S-phase checkpoint in the cell cycle.  If the DNA has
too many defects the cycle is stopped in the G1 stage
and the cell may be killed by the process known as
apoptosis.gg – jj  Protein p53 has been called the
“guardian of the genome.”  The mechanisms by which
it functions are complex and poorly understood.  It
may act with the assistance of Rb and many other
proteins.  Mutations in DNA and their repair are dis-
cussed in Chapter 27 and the cell cycle is discussed in
this chapter and further in Chapters 26 and 32.

Many other cancer susceptibility genes also encode
suppressors.  Mutation in genes BRACA1kk and BRACA2ll

are responsible for early onset ovarian and breast
cancer.  Gene DPC4 may be a suppressor of pancreatic
cancer.mm  The gene ptc (patched), first studied as a
developmental gene in Drosophila, may encode a sup-
pressor of basal cell carcinoma, the commonest form
of human skin cancer.nn  Gene p16 (also called CDKN2)
may be a major suppressor that is mutated in many
cancers including the dangerous skin melanoma.oo

Mutations in the NF gene, which may be a cytoskeletal
protein, are associated with neurofibromatosis,pp a
relatively common hereditary disease causing tumors
of the nervous system.  The tumors are usually not
malignant but are numerous and disfiguring.  Several
cancer susceptibility genes are associated with faulty
mismatch repair of DNA.  Among these is the APC
gene, whose malfunction is associated with human
familial adenomatous polyposis which causes
thousands of benign tumors in the lining of the large
intestine and often colorectal cancer.qq,rr,ss  In the much
more common nonpolyposis colon cancer a complex
pattern of instability in several genes is associated with
DNA repair,tt a topic dealt with further in Chapter 27.
The ATM gene defective in ataxia telangiectasia
(Chapter 27) may encode a phosphatidylinositol kinase
that is in some way involved in repair of DNA.ss,uu,vv

A transcription factor gene nm23 may be a suppressor
gene for metastasisww and the cell–cell adhesion
molecule E-cadherin may suppress tumor invasion in
some kinds of breast cancer.xx The VHL (van Hippel-
Lindau cancer syndrome) suppressor protein is defec-
tive in the majority of kidney cancers.  It normally
binds to the elongin complex, a DNA-binding com-
plex that functions in control of transcription.zz

In addition to treatment by surgery there are
numerous chemical approaches to combating cancer.xy

They usually exploit the tendency of cancers to grow
continuously.  For example, a toxic analog of a metabo-
lite needed for growth, such as methotrexate (Chapter
16) and 5-fluorouridine (Box 28-C) may be taken up
more rapidly by tumor cells than by normal cells.  A
variety of DNA-binding compounds are useful in chemo-
therapy (Box 5-B).  Alkylating agents such as the nitrogen
mustards (Eq. 5-20) and certain antibiotic compounds
are also used widely, as are intercalating compounds
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such as adriamycin (14-hydroxydaunomycin; Fig. 5-22)
and cisplatin (Box 5-B).  A disadvantage to most present-
day chemotherapy is that normal proliferation of cells,
especially of glandular tissues, intestinal epithelium,
hair, etc., is severely damaged.  A possibility for circum-
venting this problem is to put normal growth “on hold”
temporarily while cancer growth is being inhibited.
Some inhibitors of topoisomerase I (see Chapter 27)
have low toxicity and could be useful.  Another thera-
peutic approach is based on the fact that one function
of the immune system is to destroy cancerous or pre-
cancerous cells.  The immune system tends to weaken
with age, which may be one reason that the incidence
of cancers rises rapidly in older age  Are there ways of
stimulating the immune system into increased activity
against cancer cells?  Another approach is to find ways
of increasing the activity of tumor-suppressor genes.

Can drugs be developed to prevent cancer?  Such
“chemoprevention”yz may be appropriate for persons
carrying genes that make them highly susceptible to
cancer.  The antiestrogenic drug tamoxifen (Chapter
22) is currently being tested on women with a high risk
for breast cancer.  Use of oral contraceptives appears to
have cut the risk of endometrial cancer substantially.yy

Newer approaches to contraception may help prevent
breast cancer and chemoprevention may also be possi-
ble for prostate cancer.yy
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gene is the Abelson murine leukemia virus v-abl.438a

In the mouse the c-abl gene is split into at least ten
exons.  However, v-abl contains all of these as a correctly
spliced sequence suggesting that v-abl was derived
from a c-abl messenger RNA.  Part of one exon of the
cellular gene is missing in v-abl and there is at least one
base substitution mutation as well.  Human c-abl is
located on the long arm q of chromosome 9.  This arm
has long been known to be translocated to chromosome
22 (the “Philadelphia translocation”) in patients with
chronic myelogenous leukemia.  There the c-abl gene
is fused with another gene.439  The human c-sis gene
is also located in the region of chromosome 22 that is
translocated to chromosome 9 in the same patients.

A group of human pituitary tumors have been
shown to contain an oncogene that is apparently a
mutated gene for the stimulatory protein Gs.440  This
is the protein that activates adenylate cyclase in response
to hormonal activation.  The oncogenic mutations inhibit
the GTPase activity that normally turns off this activa-
tion.  These tumors secrete growth hormone which
binds to receptors on the tumor cells activating the
defective Gs proteins and causing excessive synthesis
of cAMP.  This in turn promotes growth of the tumor.

The ras oncogenes. Activated ras-oncogenes
have been found in at least 25% of all human tumors.
The proto-oncogenes, which are designated c-H-ras,
c-K-ras, and c-N-ras, are found on the short arms of
chromosomes 11, 12, and 1, respectively.  A single base
substitution (G → T) at position 35 of any of the genes,
resulting in a Ras protein containing valine instead of
glycine at position 12 of the 21 kDa protein product
(usually designated p21) produces an active oncogene.
Substitutions at position 13 or at positions 59 and 61,
which are adjacent to Gly 12 in the three-dimensional
structure, can also activate the oncogenes.441  From the
drawing in Fig. 11-7A the locations of glycines 12 and
13 and of residues 59/61 are seen to be close to the β
phospho group of bound GTP.  Proteins encoded by
activated ras oncogenes are less active in catalyzing
GTP hydrolysis than are the corresponding normal
proteins.  In addition, the GTPase-activating protein
(GAP) that binds to normal ras proteins and stimulates
their GTPase activity does not affect the mutant onco-
genic proteins.

A single-base alteration is capable of activating a
ras gene with respect to cell transformation.  However,
initiation of a malignant tumor requires the additional
presence of at least a second activated oncogene such
as myc442,443 or fos444 or previous transformation of a
fibroblast into a nonmalignant but “immortalized”
form by treatment with carcinogens.  The c-myc gene,
which is found in active form in plasmacytomas (tumors
of B lymphocytes) of mice as well as in the human
Burkitt’s lymphoma, is normally located on human
chromosome 8.  In most Burkitt’s lymphomas a trans-

location has brought the c-myc gene into the locus of
the immunoglobulin heavy chains on chromosome 14.
There its transcription may be subject to different
controls than in its original location.445,446  During the
translocation process the c-myc gene is often broken
within the first intron.  Thus, the activated gene lacks
the first exon and is placed after a new controlling
sequence that may drastically alter its transcription
rate.  Viral myc genes are found in at least one human
virus, cytomegalovirus, which has been associated
with carcinomas.

Transcription factors.  The proto-oncogenes
c-myc447–451a, c-myb,452–454 c-fos, c-jun and c-ets455 all
encode nuclear proteins involved in regulation of
transcription.  The 39 kDa protein Jun, which is encoded
by c-jun, is a major component of the transcriptional
activator called AP-1.456–459  It binds to palindromic
enhancer sites (Chapter 28) in DNA promoters to
increase the transcription rate for a group of genes.
Jun is actually a multigene family whose encoded
proteins bind to DNA as complexes formed with the
62 kDa phosphoprotein Fos, the product of the c-fos
gene.460  The heterodimeric Fos/Jun complex is held
together, at least in part, by interactions between leucine
side chains lying along a pair of parallel α-helices in a
“leucine zipper” (Fig. 5-36; Fig. 2-21).461,462

Regulation of the synthesis of Jun is complex, but
growth factors such as Neu, EGF,463 and PDGF stimu-
late transcription of c-jun in cultured cells.  Messenger
RNA for synthesis of Fos appears within a few minutes
of stimulation of PDGF receptors.464,465  This is one of
the earliest known nuclear reactions to a mitogenic
stimulus and suggested that a Ras p21 protein is
involved in stimulating transcription of c-fos in the
signaling pathway from PDGF.466  Synthesis of Fos is
also induced by a variety of other stimuli.456  Upon
translocation into the nucleus Fos combines with pre-
existing Jun to form AP-1, which binds to sites on
DNA and induces the transcription of a large number
of proteins (Chapter 28).  Deletion of the c-fos gene in
mice leads to defects in developing bone, teeth, and
blood cells,467 while excessive synthesis of Fos has
been associated with the human bone disease fibrous
dysplasia.468

2.  The MAP Kinase Cascade

Insulin, platelet-derived growth factor (PDGF),
epidermal growth factor (EGF), and many other pro-
teins have mitogenic activity, that is, they induce
cells to transcribe genes, to grow, and to divide.  How
is this accomplished?  Study of such oncogenes as src
and ras suggested that the proteins that they encode
also participate in the process, as do transcription
factors, including those encoded by the proto-oncogenes
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AP-1 A major transcriptional activator

protein

βARK Beta adrenergic receptor kinase

EGF Epidermal growth factor

EGFR Epidermal growth factor receptor

ERK-1, ERK-2 Extracellular signal-regulated protein

kinases (proline-directed protein

kinases)

Fos Protein encoded by proto-oncogene fos

(Table 11-3)

Grb2 Adapter protein containing one SH2

and two SH3 domains

IGF-1 Insulin-like growth factor 1

InsRTK Insulin receptor tyrosine kinase

InsP3 or IP3 Inositol (1,3,5)-trisphosphate

Jun Protein encoded by proto-oncogene

jun, an AP-1 gene

MAPK Mitogen-activated protein kinase

(also designated ERK)

MAPKK A kinase acting on MAPK

MEK-1,MEK-2 Mitogen-activated ERK-activating

kinases; dual function Ser/Thr and

Tyr protein kinases; also called

MAP kinase kinases

c-myc A cellular proto-oncogene

PDGF Platelet-derived growth factor

PtdIns (or PI) Phosphatidylinositol 3-kinase

    3-kinase

PKA (cAPK) cyclic AMP-dependent protein kinase

Table 11-4
A Few Abbreviations Used in Discussions of Cell Signaling
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PKC, PKCα, β, γ Protein kinase C,α, β, γ subforms

PKR dsRNA-activated protein kinase

PLA Phospholipase A

PLC Phospholipase C

PP2A Protein phosphatase, type 2A

PTK Protein tyrosine kinase

PTP (PTPase, Protein tyrosine phosphatases

    PTP 1B, etc.)

pY Phosphotyrosine residue

Raf-1 A cytoplasmic serine/threonine

protein kinase; also called MAP

kinase kinase kinase (MAP3K)

Ras A monomeric G protein encoded by

the proto-oncogene ras

RSK Ribosomal protein S6 kinase

RTK Receptor tyrosine kinase

RTK-P Phosphorylated receptor tyrosine

kinase

SH2, SH3 Src homology domains 2 and 3

Sos “son of sevenless,” a GDP – GTP

exchange factor named for a

similarity to the protein encoded

by the Drosophila sevenless gene

Src Protein tyrosine kinase encoded by

oncogene src (Table 11-3); contains

recognition domains SH2 and SH3

V2R Type 2 vasopressin receptor

Shc A proline-rich adapter protein

containing SH2 and PH domains

myc, fos, and jun.  The Src and Ras proteins are an-
chored on the inner surfaces of cytoplasmic mem-
branes.  Although the exact functional relationships
of all of the components, one to another, has not been
completely established, a general picture, usually
described as the mitogen-activated protein kinase
(MAP kinase) cascade, has emerged.69,380,469-470b

This is sketched in simplified form in Fig. 11-13.  The
many amplification steps provide for ultrasensitive
responses.342

The binding of a hormone or growth factor (a
ligand) to a dimeric receptor activates the protein
kinase domain of the receptor which phosphorylates
a number of tyrosine hydroxyl groups of the receptor
itself.  This autophosphorylation is followed by a
variety of events, which include phosphorylation of
tyrosine side chains of various other proteins.426  An-

other major event is the binding of a variety of different
protein molecules containing recognition domains to the
phosphotyrosyl groups of the activated receptors.471  The
major recognition motif is the SH2 domain.  See Figs.
7-30 and 11-14.472 – 475  Proteins containing SH2 domains
can bind to the phosphotyrosyl groups of the activated
receptors and while bound become phosphorylated by
the receptor tyrosine kinase action and/or be activated
allosterically.

Other proteins interact with the receptors indirectly
through adapter molecules which have no catalytic
activity.  Two well-known adapter proteins are Grb2476

and Shc.477,478  The 25-kDa protein Grb2 consists entirely
of recognition domains, one SH2 and two SH3 domains
(Fig. 11-14).  The larger Shc, which is found in all mam-
malian tissues, contains a 200-residue phosphotyrosyl-
binding PH domain (Chapter 7) at the N terminus, a
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collagen-like domain that binds to Grb2 and an SH2
domain at the C terminus.376,377,477

Adapter Grb2 binds to a phosphotyrosine side chain
of an activated receptor, such as that for EGF, and
simultaneously binds to the GDP-GTP exchange protein
called Sos (Table 11-4).  This signals Sos to activate the
membrane-bound Ras protein by converting it into the
GTP form.  The second adapter Shc may also participate
in formation of the receptor kinase - Grb2–Sos com-
plex,479 perhaps permitting formation of a more robust
complex that may receive signals from more than one
kind of receptor.  Functions of other members of the
Grb adapter family are being discovered.479a

Activated Ras binds to and activates the cytoplasmic
serine/threonine protein kinase called Raf-1.380,480,481

This kinase becomes transiently activated within 2 – 3
min of the binding of a mitogen to a receptor.  Raf-1
initiates a cascade of other protein kinases by acting on
the dual-function Ser/Thr and tyrosine protein kinases
called MEK-1 and MEK-2.  The phosphorylated, active
MEK proteins phosphorylate the mitogen-activated
protein kinases MAPK which act on a variety of other
proteins.  Two of the best known MAPK proteins are
designated ERK-1 and ERK-2.  These are proline-
directed kinases which phosphorylate serines and
threonines that are neighbors to prolines, e.g. in the
sequence PLS/TP.380  The activated ERKs are able to
phosphorylate a large number of different proteins
including nuclear proteins that control the transcription
of such protein transcription factors as AP-1 and Myc.
A protein known as the serum response factor binds
to nucleotide sequences CC(A/T)6GC in the DNA to
locate initiation sites for transcription.  Other proteins
that have been phosphorylated by the MAP kinase
cascade then induce transcription.482  The induction of
c-fos mRNA is one of the earliest identified responses
to growth factors.375,456,483  Protein Jun, whose synthesis
is induced independently by almost all growth factors,
is usually present in excess.

The Fos/Jun complex is transcription factor AP-1,
which induces transcription of many genes needed
for cell growth.  However, transcription of specific
genes often depends upon additional nucleotide
sequences.  For example, the sequence CGGAAA is
present in an insulin response element found in the
promoter sequences of genes encoding such proteins
as phosphoenolpyruvate carboxykinase, glyceraldehyde
phosphate dehydrogenase, and prolactin–proteins
whose synthesis is induced by insulin.484

The MAPK cascade also has direct effects upon
protein synthesis, i.e., on the translation of mRNA
messages.  For example, insulin stimulates phospho-
rylation of proteins that regulate a translation initia-
tion factor, a protein called eIF-4E (see Chapter 29).
Phosphorylation of inhibitory proteins allows them
to dissociate from the initiation factor so that protein
synthesis can proceed.485,486

The scheme in Fig. 11-13 is complex, but in reality
it is much more complex than is shown.  Each protein
kinase (receptor kinase, Raf-1, MEK, and MAPK) will
phosphorylate not only the proteins indicated in this
scheme but also any others that meet the specificity
requirements of the kinases.  Thus, there will be
branches diverging from the pathways shown.486a,b,c

There are isoenzymes that provide further divergence
and interaction.487  Not only do pathways diverge but
also others converge.  Thus, binding of many different
ligands to their receptors activates the same MAPK
cascade.  For example, seven-helix G protein-coupled
receptors release their βγ subunits which may also
activate Ras as indicated on the right edge of Fig. 11-13A.
At the same time the α subunits of the heterotrimer
G proteins can affect not only adenylate cyclase but
also phospholipases C which can, in some cases, also
activate the MAP kinase pathway.488,489  Sphingosine
1-phosphate may be released from membrane spingo-
lipids and activate the same cascade.490  However,
hormones do not all affect cells in the same way.  In
view of all the converging pathways, how is this possi-
ble?  Part of the answer lies in the proximity or spatial
separation of components of the pathway.  The kinases
exist in complexes with other signaling proteins and
may phosphorylate them, sending a signal back, as
well as forward via other protein substrates.  There
are also unknown kinetic considerations.  Hormones,
neurotransmitters, and calcium ions are often released
in pulses.  The signaling system must integrate effects
of all the stimuli that arise from different parts of the
cell, at different times, and from differing receptors.
At the same time all of the phosphorylated proteins
are acted upon by phosphatases that may either acti-
vate or deactivate the proteins and by proteases that
process newly formed peptides and modify or destroy
mature proteins.  The various modifying enzymes act
on cytosolic proteins, proteins of membranes, of the
cytoskeleton, and of the nucleus.  The regulatory
processes that we discuss in such minute detail involve
the very substance of living cytoplasm which is ever-
changing and responding to its surroundings.  The
flow of energy, provided by synthesis of ATP and by
the use of ATP by kinases, phosphatases, and the
protein synthetic machinery, goes along with the flow
of information and drives the signaling network.
Evolution has shaped this system to allow it to respond
appropriately for every species.

3.  The Cell Cycle and Control of Growth

When a cell divides it is of utmost importance that
the DNA be replicated reliably.  This requires that the
dividing cell be large enough and contain enough
biosynthetic precursor materials to complete the elabo-
rate process of DNA synthesis and of mitosis.  The cell
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Figure 11-13  (A)  A simplified version of the mitogen-activated kinase (MAPK) signaling cascade.  At left is shown a hormone
receptor, e.g., that for the epidermal growth factor (EGF).  The receptor tyrosine kinase undergoes autophosphorylation on
numerous tyrosines.  The resulting phosphotyrosyl (Y-P) groups bind to SH2 domains of adapters such as Grb2 and Shc.
Two pathways from the activated receptor are shown.  At the left is activation of phospholipase Cγ and formation, at a
membrane-bound site, of inositol trisphosphate and diacylglycerol (DAG).  The main pathway, in the center, activates Ras
with the aid of the G protein Sos.  Activated Ras, in turn, activates Raf and successive components of the MAPK cascade.  At
the right a seven-helix receptor activates both phospholipase Cβ and Ras via interaction with a βγ subunit.  (B)  A generalized
scheme for the MAP kinase pathway.  See Seger and Krebs.380
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replication cycle (or simply cell cycle) is commonly
shown as a circle in which the time from one cell division
to the next, in a rapidly growing organism or tissue, is
represented by the circumference.  The time required
for DNA synthesis is the S-phase and the time required
for mitosis the mitotic or M-phase (Fig. 11-15).  After
metaphase there is a gap in time denoted G1.  A second

gap G2 separates the synthetic S-phase and the M-phase.
The total time required for one cycle varies with condi-
tions.  It may be as short as 8–60 min in an early embryo
but is usually two hours or more.  A slowly growing
cell may pause before the G1 phase in a nongrowing
G0 phase.491,492

What controls the cell replication cycle?  Signals

H.  Growth Factors, Oncogenes, and the Cell Cycle
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Figure 11-14  Ribbon drawing of the three-dimensional
structure of adapter protein Grb2.  The two SH3 domains at
the N and C termini are labeled, as is the central SH2 domain.
Produced with programs MolScript and Raster3D.  From
Maignan et al.476  Courtesy of Arnaud Ducruix.

from growth factors can stimulate a cell to leave G0
and enter G1.  However, to go further the cell depends
upon a large number of proteins of which two types are
prominent.  The cyclins are labile 45- to 60-kDa proteins
which are degraded by the ubiquitin system as part of
the cycle.  The cyclins associate with a series of protein
Ser/Thr kinases known as cyclin-dependent kinases
(CDKs).  It is the cyclin–CDK complexes that signal
the start of the next step in the cycle.493– 495

The number of different cyclins and CDK enzymes
needed varies with the organism, often being greater
for more complex species.  As a rule, there are at least
two types of cyclins.  The G1 or start cyclins initiate
the passage through the start (G1 checkpoint) into the
S-phase, while mitotic cyclins initiate the passage
from the S-phase into the M-phase.  Both vertebrates
and Drosophila utilize at least four different types of
cyclin (A, B, D, and E) and also four or more CDKs
(CDK1, CDK2, CDK4, and CDK6).492  A somewhat
different set of these proteins are found in yeast.

Control of cell growth is directly related to the cell
cycle.  Mitogenic signals from growth factors act to
initiate progression through G1, apparently by stimu-
lating transcription of D-type cyclins.496  They may
affect other steps as well. Oncogenic signals can arise
from such oncogenes as ras  and abl.497,498  As pointed
out in Box 11-D, the tumor-suppressor protein Rb
becomes phosphorylated in synchrony with the cell

Figure 11-15   The cell cycle,
which depicts the relative lengths
of time for each stage of cell
growth and division.  After
mitosis (M) the cell grows during
the G1 (gap) period.  At the G1
checkpoint the cell prepares to
divide, with DNA synthesis
occurring during the S-phase.
After a second gap (G2) mitosis
takes place to complete the cycle.
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Study Questions

1. Illustrated is a generalized metabolic pathway in
which capital letters indicate major metabolites in
the pathway, small letters indicate cofactors and
numbers indicate enzymes catalyzing the reac-
tions.

List and describe four different ways in which the
pathway might be regulated, referring to the
specific enzymes, reactants, and cofactors indi-
cated in the diagram.  NOTE:  Do not just refer to
four different reactions as possible sites of regula-
tion, but give four different general methods for
regulation.

2. Describe the role of β-fructose-2,6-bisphosphate in
the control of the further breakdown and resynthe-
sis of glucose 1-phosphate.

3. It has been proposed that the substrate cycle
involving phosphofructokinase and fructose
bisphosphatase is used by bumblebees to warm
their flight muscles to 30°C before flight begins.

Clark et al. (1973) Biochem. J. 134, 589 – 597 found
maximal rates of catalytic activity for both enzymes
to be about 44 µ mol / min / g of fresh tissue.  In
flying bees glycolysis occurred at a rate of about 20
µ mol / min / g of tissue with no substrate cycling.
In resting bees at 27°C no cycling was detected, but
at 5°C substrate cycling occurred at the rate of 10.4
µ mol / min / g while glycolysis had slowed to 5.8 µ
mol / min / g.  If the cycling provides heat to warm
the insect, estimate how long it would take to reach
30°C if a cold (5°C) bee could carry out cycling at
the maximum rate of 40 µ mol / min / g and if no
heat were lost to the surroundings.

4. a) Compare the reaction cycle of a small GTPase
(G  protein) that is regulated by the actions of
a GTPase-activating protein (GAP) and a
guanine-nucleotide exchange factor (GEF)
with that of a G protein linked to a receptor.

b) Some G proteins have been described as “timed
switches” and others as “triggered switches.”
In what ways might these two groups differ?
See Kjeldgaard et al. (1996) FASEB J. 10, 1347–
1368.
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oligosaccharides.  From Brown et al. (2000) Proc. Natl. Acad. Sci. U. S. A. 97,
85 – 90.  Courtesy of Carolyn Cohen.
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The majority of enzymes that are apt to be men-
tioned in any discussion of metabolism catalyze nucleo-
philic displacement reactions (Type 1, Table 10-1).  These
include most of the reactions by which the energy of
ATP cleavage is harnessed and by which polymers are
assembled from monomers.  They include reactions
by which pieces, large or small, are transferred onto
or off of polymers as well as the reactions by which
polymers are cleaved into pieces.1–3d

In these reactions a nucleophilic group (a base),
designated B– in Table 10-1, approaches an electrophilic
center, often an electron-deficient carbon or phosphorus
atom.  It forms a bond with this atom, at the same time
displacing some other atom, usually O, N, S, or C.  The
displaced atom leaves with its bonding electron pair
and with whatever other chemical group is attached,
the entire unit being called the leaving group.  This is
designated YH in Table 10-1.  Simultaneous or subse-
quent donation of a proton from an acidic group of the
enzyme, or from water, to the O, N, or S atom of the
leaving group is usually required to complete the
reaction.  The entering base B, which may or may not
carry a negative charge, must often be generated by
enzyme-catalyzed removal of a proton from the conju-
gate acid BH.  If BH is water, the enzyme is a hydrolase;
otherwise, it is called a transferase.

For purposes of classifying the reactions of metab-
olism, in this book the nucleophilic displacements are
grouped into four subtypes (Table 10-1).  These are
displacements on (A) a saturated carbon atom, often
from a methyl group or a glycosyl group; (B) a carbonyl
group of an ester, thioester, or amide; (C) a phospho
group; or (D) a sulfur atom.  In addition, many enzymes
employ in sequence a displacement on a carbon atom
followed by a second displacement on a phosphorus
atom (or vice versa).

A.  Factors Affecting Rates of a Displacement
Reaction

In Chapter 9, the displacement of an iodide ion
from methyl iodide by a hydroxide ion (Eq. 9-76) was
considered.  Can we similarly displace a methyl group
from ethane, CH3– CH3, to break the C – C bond and
form CH3OH?  The answer is no.  Ethane is perfectly
stable in sodium hydroxide and is not cleaved by a
simple displacement process within our bodies.  Like-
wise, long hydrocarbon chains such as those in the
fatty acids cannot be broken by a corresponding process
during metabolism of fatty acids.  Not every structure
will allow a nucleophilic displacement reaction to
occur and not every anion or neutral base can act to
displace another group.

At least four factors affect the likelihood of a displace-
ment reaction:1– 3d

(1) The position of the equilibrium in the overall reaction.
An example is provided by the hydrolases that catalyze
cleavage of amide, ester, and phosphodiester linkages
using water as the entering nucleophile.  Because
enzymes usually act in an environment of high water
content, the equilibrium almost always favors hydro-
lysis rather than the reverse reactions of synthesis.
However, in a nonaqueous solvent the same enzyme
will catalyze synthetic reactions.

(2) The reactivity of the entering nucleophile.  Nucleo-
philic reactivity or nucleophilicity is partly deter-
mined by basicity.  Compounds that are strong bases
tend to react more rapidly in nonenzymatic displace-
ment reactions than do weaker bases; the hydroxyl ion,
HO –, is a better nucleophile than – COO –.  However,
enzymes usually act optimally near a neutral pH.
Under these conditions the – COO – group may be
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more reactive than strongly basic groups such as – NH2
or HO – because at pH 7 the latter groups will be almost
completely protonated and the active nucleophile will
be present in low concentrations.

A second factor affecting nucleophilic reactivity is
polarizability, which is the ease with which the elec-
tronic distribution around an atom or within a chemi-
cal group can be distorted.  A large atomic radius and
the presence of double bonds in a group both tend to
increase polarizability.  In most cases, the more highly
polarizable a group, the more rapidly it will react in a
nucleophilic displacement, apparently because a polar-
izable group is able to form a partial bond at a greater
distance than can a nonpolarizable group.  Thus, I – is
more reactive than Br –, which is more reactive than Cl –.
Polarizable bases such as imidazole are often much
more reactive than nonpolarizable ones such as – NH2.
Sulfur compounds also tend to have a high nucleo-
philic reactivity.  In displacement reactions on carbonyl
groups (reaction type 1B), the less polarizable “hard”
nucleophiles are more reactive than polarizable ones
such as I –.  Attempts have been made to relate quanti-
tatively nucleophilic reactivity to basicity plus polariz-
ability.1

Certain chemical groups, e.g., those in which an
atom with unpaired electrons is directly bonded to
the nucleophilic center undergoing reaction, are more
reactive than others of similar basicity.  This � effect
has been invoked to explain the high reactivity of the
poisons hydroxylamine (NH2OH) and cyanide ion4

and other puzzling results.1

(3) The chemical nature of the leaving group that is
displaced.  The chemistry of the leaving group affects
both the rate and the equilibrium position in nucleo-
philic displacements.  The leaving group must accom-
modate a pair of electrons and often must bear a
negative charge.  A methyl group displaced from
ethane or methane as CH3

– would be an extremely
poor leaving group; the pKa of methane as an acid5

has been estimated as 47.  Iodide ion is a good leaving
group, but F – is over 104 times poorer.5  In an aqueous
medium, phosphate is a much better leaving group
than OH –, and pyrophosphate and tripolyphosphate
are even better.

(4) Special structural features present in the substrate.
Enzymes are usually constructed so that they recognize
unique features in substrates.  As a consequence, they
have many ways of lowering the energy of the transi-
tion state and increasing the apparent nucleophilic
reactivity.

B.  Nucleophilic Displacements on Singly
Bonded Carbon Atoms

The enzymatic counterpart of Eq. 9-76, the dis-
placement of I – from a saturated carbon atom by HO –,

is catalyzed by the haloacid dehalogenases of soil
pseudomonads (Eq. 12-1).6– 8  Even the poor leaving
group F – can be displaced by OH – in the active site of
these enzymes.

HO – + F – CH2COO – →  HO – CH2– COO –  +  F –

1.  Inversion as a Criterion of Mechanism

An interesting result was obtained when a haloacid
dehalogenase was tested with a substrate containing a
chiral center.6  Reaction of L-2-chloropropionate with
hydroxyl ion gave only D-lactate, a compound with a
chirality opposite to that of the reactant.  A plausible
explanation is that the hydroxyl ion attacks the central
carbon from behind the chlorine atom (Eq. 12-2).  The
resulting five-bonded transition state (center) loses a
chloride ion to form the product D-lactate in which
inversion of configuration has occurred.  Inversion
always accompanies single displacement reactions in which
bond breaking and bond formation occur synchronously, as
in Eq. 12-2.  This is true for both enzymatic and nonen-
zymatic reactions.  However, the occurrence of inver-
sion does not rule out more complex mechanisms.
Indeed, in this case the displacing group is evidently
not HO –  but a carboxylate group from the enzyme.

In one of the haloacid dehalogenases, a 232-residue
protein for which the three-dimensional structure is
known,8,9 Asp 10 is in a position to carry out the initial
attack which would give an enzyme-bound intermedi-
ate with an ester linkage:

(12-1)
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Hydrolytic cleavage, as indicated in the diagram, yields
the product D-lactate.7  Thus, we have a direct displace-
ment with inversion followed by an additional hydro-
lytic step.  This is an example of covalent catalysis,
the enzyme providing a well-oriented reactive group
instead of generating a hydroxyl group from a bound
water molecule.

Related haloalkane dehalogenases as well as
epoxide hydrolases and a large superfamily of other
enzymes utilize similar mechanisms.10,11,11a  In the
active site of a haloalkane dehalogenase from Xantho-
bacter (Fig. 12-1) the carboxylate of Asp 124 acts as the
attacking nucleophile that displaces Cl– from the
substrate dichloroethane, which is held in a small
cavity with the aid of two tryptophan indole rings.12– 14

However, the histidine–aspartate pair and the bound
water molecule shown in Fig. 12-1 are essential for the
subsequent hydrolysis of the intermediate ester.  (see
also Fig. 12-11).15  The substrate shown in Fig. 12-1 is
1,2-dichloroethane, a widespread environmental pol-
lutant that is not known to occur naturally.  An inter-
esting question considered by Pries et al.16 is how this
dehalogenase has evolved in the years since 1922
when industrial production of dichloroethane began.

2.  Transmethylation

Nucleophilic attack on a methyl group or other
alkyl group occurs most readily if the carbon is attached
to an atom bearing a positive charge, for example, the
sulfur atom of a sulfonium ion such as that present in
S-adenosylmethionine (abbreviated AdoMet or SAM).
The ensuing transmethylation reaction results in the
transfer of the methyl group from the sulfur to the
attacking nucleophile (Eq. 12-3).  Transmethylation is
an important metabolic process by which various
oxygen, nitrogen, and other atoms at precise positions
in proteins, nucleic acids, phospholipids, and other
small molecules are methylated.17  The methyl group
donor is usually S-adenosylmethionine.  This com-
pound has two chiral centers, one at the α-carbon of
the amino acid and one at the sulfur atom, with an
unshared electron pair serving as the fourth group
around the S atom.  In the naturally occurring Ado-
Met both centers have the S configuration.18  The
reaction of Eq. 12-3, which  is catalyzed by catechol
O-methyltransferase (COMT), inactivates the neuro-
transmitters adrenaline, dopamine, and related com-
pounds by methylation.  When the substrate contains
a chiral methyl group (– C1H2H3H; see also Chapter 13),
the inversion of the methyl group expected for a simple
SN2-like reaction is observed.19

Structural features similar to those of COMT20 are
found in glycine N-methyltransferase21 and guanidino-
acetate methyltransferase22 from liver, and transferases

that place methyl groups on N-6 of
adenine23– 25a and N-4 of cytosine or
on C-5 of cytosine26 in nucleic acids.27

A stereoscopic view of the active site
of glycine N-methyltransferase is
shown in Fig. 12-2.  An acetate ion
present in the active site in the crystal
has been converted into glycine by
computer-assisted modeling.  The
amino group of the bound glycine
is adjacent to the methyl group of
AdoMet.  A nearby glutamic acid
side chain (E15) may have removed
a proton from the glycine dipolar
ion to create the free – NH2 group
required for the reaction.  In COMT
a magnesium Mg2+ ion binds to the
two aromatic hydroxyl groups of
the substrate and helps to hold it
correctly in the active site.28–29a

 In the case of the more difficult
C-methylation of uracil 54 in transfer
RNA, an – SH group from Cys 324
of the methyltransferase adds to the
C-6 position of U54 of the substrate,
which may be any of the E. coli
tRNAs (Eq. 12-4, step a) .30  In the
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Figure 12-1   The active site structure of haloalkane dehalogenase from
Xanthobacter autotrophicus with a molecule of bound dichloroethane.  See
Pries et al.13  The arrows illustrate the initial nucleophilic displacement.  The
D260 – H289 pair is essential for the subsequent hydrolysis of the intermedi-
ate ester formed in the initial step.
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adduct carbon atom C-5 acquires substantial nucleo-
philic character which permits the transfer of the
methyl group in step b.  The adduct breaks up (step c)
and the product is released.

Methylation of nucleic acids is considered further
in Chapers 27 and 28.  Methylation of carboxyl groups

of certain proteins regulates motion of bacterial flagella
(Chapter 19) and  other aspects of metabolism31  while
methylation of isomerized aspartyl residues is part of
a protein repair process (Box 12-A).  Methyl groups are
usually transferred from S-adenosylmethionine, but
sometimes from a folic acid derivative (Chapter 15)
or from a cobalt atom of a corrin ring (Chapter 16).

3.  Kinetic Isotope Effects

An S – 12C bond breaks a little faster than an S – 13C
bond in a nucleophilic displacement reaction.  This
primary kinetic isotope effect (KIE)3a,3b,31a–d is
usually discussed first for breakage of a C – H bond.
In a linear transition state, in which the C – H bond is
being stretched, then cleaved, the difference between
the transition state barrier for a C – 1H bond and a C – 2H
bond is thought to arise principally from a difference
in the energies of the C – H stretching vibration.3a  This
vibrational energy, in the ground state of a molecule
(the zero-point energy) is equal to 1/ 2 hν0 where ν0
may be observed in the infrared absorption spectrum
(see Fig. 23-2).  For a C – 2H bond, with a stretching
vibration at a wave number of ~ 2900 cm–1, the zero
point energy is about + 17.4 kJ mol–1.  For a C – 2H bond,
with a stretching wave number of ~ 2200 cm–1, it is
about + 17.4 kJ mol–1.  This difference is a result of the
difference in mass of 1H (1.67 x 10–24 g) and 2H (2.34 x
10–24 g).  The isotope effect arises because the vibration
occurs along the axis of the bond being broken, and
the vibrational energy is converted into translational
motion along the reaction coordinate, in effect lower-
ing the transition state barrier by ∆G0‡.  The difference
in this effect between 1H and 2H (∆∆G0‡) gives the ratio
of expected rate constants as follows:

For heavier nuclei, such as C, N, O the kinetic
isotope effect is much smaller.

When 13C was introduced into the methyl
group of S-adenosylmethionine and its rate
of reaction with catechol O-methyltransfer-
ase was compared with that of the normal
12C-containing substrate, the expected effect
on Vmax, expressed as a first-order rate constant,
was seen: k12/k13 = 1.09 ± 0.05.  This effect is
small but it can be measured reliably and
establishes that the methyl transfer step rather
than substrate binding, product release, or a
conformational change in the protein is rate
limiting.32

Substitution of 1H by 2H in the CH3
group has a larger effect.  This secondary
kinetic isotope effect (or α-deuterium
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Fig. 12-2 S-Adenosylmethionine
(AdoMet, solid bonds) bound in
the active site of glycine N-methyl-
transferase together with an acetate
ion bound in the glycine site.  Gly-
cine was built by attaching an
amino group (open bond) to the
acetate (solid bonds).  Possible
polar interactions (O – O and O – N
< 0.31 nm and O – S < 0.4 nm) are
indicated by dotted lines.  Tyrosine
residues located at the inner surface
of the active site are also shown.
From Fu et al.21

effect) arises because of small differences in the vibra-
tional energies of the methyl group resulting from the
differences in mass of 1H and 2H.  It often leads to a
more rapid reaction for the 1H-containing substrates.
In a model nonenzymatic displacement reaction of a
similar type32 the ratio of rate constants was k1H

/k2H
=

1.17 ± 0.02.  However, for COMT an inverse α-deuteri-
um effect was seen:  k(C1H3) / k(C2H3) = 0.83 ± 0.05.  Theo-
retical calculations suggested that such an effect might
be observed if the enzyme compresses an SN2-like
transition state, shortening the bonds from the central
carbon atom to both the oxygen atom of the entering
nucleophile and the sulfur atom of the leaving
group.33,34  However, more recent calculations suggest
that it is difficult to draw such conclusions from sec-
ondary isotope effects.35,36  Calculations by Zheng,
Kahn, and Bruice predict that in the gas phase the two
substrates, upon collision, will react with a very low
energy barrier.29,29a  For this enzyme, as for the haloal-
kane dehalogenase (Fig. 12-1), it has been concluded
that the enzyme excludes water from the active site
and binds the two substrates very close together and
in a correct orientation for reaction.  The computations
predicted secondary isotope effects for the enzymatic
reaction similar to those measured by Hegazi et al.32

suggesting that the transition states for the enzymatic
reactions closely resemble those for the gas phase.

4.  Glycosyltransferases

The polarization of a single C – O bond in an ether
is quantitatively much less than that of the C – S + bond
of S-adenosylmethionine, and simple ethers are not
readily cleaved by displacement reactions.  However,
glycosides, which contain a carbon atom attached to two
oxygen atoms, do undergo displacement reactions which
lead to hydrolysis, phosphorolysis, or glycosyl
exchange.  The corresponding enzymes are glycosyl-
hydrolases, phosphorylases, and glycosyltransferases.
Two characteristics are commonly used to classify

glycosylhydrolases that act on polysaccharides:  
Endoglycanases cut at random locations within the
chains of sugar units, while exoglycanases  cut only
at one end or another, usually at the nonreducing
end.  Inverting enzymes invert the configuration at
the anomeric carbon atom which they attack, while
retaining enzymes do not.  Although simple glyco-
sides undergo acid-catalyzed hydrolysis readily, un-
catalyzed hydrolysis is extremely slow, the estimated
first order rate constant37 at 25°C being about 2 x 10–15

s–1.  Polysaccharides may be the most stable of all
bioploymers.

Glycosyltransferases are numerous.  For example,
the amino acid sequences for about 500 glucosidases,
which hydrolyze linkages between glucose residues,
have been determined and this one group of enzymes
has been classified into over 60 families38,39 and eight
larger groups.40  Many three-dimensional structures
have been reported and numerous studies of the reac-
tion mechanism for both enzymatic and nonenzymatic
hydrolysis of glycosides have been conducted.  Most
of the experimental results have been carefully verified.
Nevertheless, they serve to illustrate how difficult it is
to understand how enzymes catalyze this simple type
of reaction.41

Inversion or retention?   Equation 12-5 pictures
the reaction of a glycoside (such as a glucose unit at
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BOX 12-A  CARBOXYMETHYLATION OF PROTEINS

Methylation and demethylation of the
carboxyl groups of the side chains of specific
glutamyl residues play a role in bacterial
chemotaxis (Chapter 19, Section A).  How-
ever, similar functions in eukaryotes have
not been found.  There is a specific methyl-
transferase that methylates C-terminal
carboxyl groups on prenylated and some-
times palmitoylated peptides.a   Another
type of carboxylmethyltransferase acts on
only a small percentage of many proteins
and forms labile methyl esters.  These
methyltransferases have a dual specificity,
acting on l-isospartyl residues and usually
also on d-aspartyl residues.  Both of these
amino acids can arise from deamidation of
asparagine, especially in Asn-Gly sequences
(Eq. 2-24 and steps a and b of following
scheme).b – g  A similar isomerization of
aspartyl residues occurs more slowly.  Asn-
Gly sequences are present in many proteins
and provide weak linkages whose isomer-
ization is an inevitable aspect of aging.e,h

Furthermore, the α proton of the cyclic imide
(green box) is more readily dissociated than
in a standard peptide, leading to racemiza-
tion (step c).  The isoaspartyl and D-aspartyl
residues provide kinks in the peptide chain
which may interfere with normal function
and turnover.

The L-isoaspartyl / D-aspartyl methyl-
transferase (step d), which is especially
abundant in the brain,i,j provides for partial
repair of these defects.k– o The methyl esters
of isoaspartyl residues readily undergo
demethylation with a return to a cyclic imide (step e).
The cyclic imide is opened hydrolytically (step c) in
part to an isoaspartyl residue, but in part to a normal
aspartyl form.  The combined action of the carboxyl-
methyltransferase and the demethylation reaction
tends to repair the isomerized linkages.  Methylation
of D- aspartyl residues returns them to the cyclic imide
(steps f, e), allowing them to also return to the normal
L configuration.  Nevertheless, the protein will have
a different net charge than it did originally and must
be considered a new modified form.

a Dai, Q., Choy, E., Chiu, V., Romano, J., Slivka, S. R., Steitz, S. A.,
Michaelis, S., and Philips, M. R. (1998) J. Biol. Chem. 273, 15030 –
15034

b Geiger, T., and Clarke, S. (1987) J. Biol. Chem. 262, 785 – 794
c Tyler-Cross, R., and Schirch, V. (1991) J. Biol. Chem. 266, 22549 –

22556
d Brennan, T. V., and Clarke, S. (1993) Protein Sci. 2, 331– 338
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e Paranandi, M. V., Guzzetta, A. W., Hancock, W. S., and Aswad,
D. W. (1994) J. Biol. Chem. 269, 243 – 253

f Donato, A. D., Ciardiello, M. A., de Nigris, M., Piccoli, R.,
Mazzarella, L., and D’Alessio, G. (1993) J. Biol. Chem. 268, 4745 –
4751

g Tomizawa, H., Yamada, H., Ueda, T., and Imoto, T. (1994)
Biochemistry 33, 8770 – 8774

h Man, E. H., Sandhouse, M. E., Burg, J., and Fisher, G. H. (1983)
Science 220, 1407– 1408

i Orpiszewski, J., and Aswad, D. W. (1996) J. Biol. Chem. 271,
22965– 22968

j Najbauer, J., Orpiszewski, J., and Aswad, D. W. (1996) Biochem-
istry 35, 5183 – 5190

k Johnson, B. A., Murray, E. D. J., Clarke, S., Glass, D. B., and
Aswad, D. W. (1987) J. Biol. Chem. 262, 5622 – 5629

l Brennan, T. V., Anderson, J. W., Jia, Z., Waygood, E. B., and
Clarke, S. (1994) J. Biol. Chem. 269, 24586 – 24595

m Mudgett, M. B., and Clarke, S. (1993) Biochemistry 32, 11100 –
11111

n Mudgett, M. B., and Clarke, S. (1994) J. Biol. Chem. 269, 25605 –
25612

o Aswad, D. W., ed. (1995) Deamidation and Isoaspartate Formation
in Peptides and Proteins, CRC Press, Boca Raton, Florida
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the end of a starch chain) with a nucleophile Y – O – as
the displacing group.  An enzyme-bound acidic group
– BH  is shown assisting the process.  Inversion of
configuration with formation of a product of the β
configuration at the anomeric carbon atom would be
predicted and is observed for many of these enzymes.
However, many others do not cause inversion.41,42

An example is the reaction catalyzed by sucrose
phosphorylase from Pseudomonas saccharophila:

Sucrose (an α-glucoside of fructose) +
inorganic phosphate (Pi) →

α-D-glucose 1-phosphate + fructose

Two possible explanations for the lack of inversion
during this reaction are that the enzyme acts by a
double-displacement reaction or through a stabilized
carbocationic intermediate.  Let us consider these
possibilities in turn.

Double-displacement mechanisms.  In a double-
displacement mechanism sucrose phosphorylase would
catalyze two consecutive single displacements, each
with inversion.  A nucleophilic group of the enzyme
would react in Eq. 12-7, step a.  In step b, a phosphate
would react to regenerate the enzyme with its free
nucleophilic group –B –.

a
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HO
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HO
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Glucose 6-P

–B-Enzyme

Four kinds of experiments were used to identify
this double-displacement mechanism.

(1) Kinetics. In a double-displacement mechanism
the enzyme shuttles between free enzyme and the inter-
mediate carrying the substrate fragment (here, the
glycosyl enzyme).  With sucrose phosphorylase the
maximum velocity varies with the concentrations of
sucrose and HPO4

2– in the characteristic fashion ex-
pected for this “ping-pong” mechanism (Eq. 9-47).43

(2) Exchange reactions. In a double-displacement
mechanism sucrose containing 14C in the fructose por-
tion of the molecule should react with free enzyme E
to form glycosyl enzyme and free radioactive fructose
(Eq. 12-8).  The 14C-containing groups are designated
here by the asterisks.

If a very low molar concentration of enzyme is present,
and a large excess of nonradioactive fructose is added,
the enzyme will catalyze no net reaction but will
change back and forth repeatedly between the free
enzyme and glucosyl enzyme.  Each time, in the reverse
reaction, it will make use primarily of unlabeled fruc-
tose.  The net effect will be catalysis of a sucrose–fructose
exchange:

This exchange reaction, as well as other predicted
exchanges, has been observed.44  Although the exchange
criterion of the mechanism is often applied to enzy-
matic processes, the observation of exchange reactions
does not prove the existence of a covalently bound
intermediate.  Furthermore, enzymes using double-
displacement mechanisms may not always catalyze
the expected exchanges.

(3) Arsenolysis. Sucrose phosphorylase also cata-
lyzes the cleavage of sucrose by arsenate and promotes
a rapid cleavage (arsenolysis) of glucose 1-phosphate
to free glucose.  This reaction is evidently a result of a
displacement by arsenate on a glycosyl enzyme inter-
mediate.  The resulting unstable glucose 1-arsenate
(see Box 12-B) is hydrolyzed rapidly.  Arsenolysis is a
general way of trapping reactive enzyme-bound inter-
mediates that normally react with phosphate groups.
Arsenate is one of many substrate analogs that can
be used to siphon off reactive enzyme-bound inter-
mediates into nonproductive side paths.

(4) Identification of glycosyl-enzyme intermediates.
Studies with pure enzymes often make it possible to
confirm directly the existence of enzyme-bound inter-
mediates.  The intermediates detected are frequently
glycosyl esters of glutamate or aspartate side chain

d-Glucosyl-fructose* + E glucosyl-E + fructose*
(Sucrose) (12-8)

Sucrose* + fructose sucrose + fructose*
(12-9)

(12-7)

B.  Nucleophilic Displacements on Singly Bonded Carbon Atoms

(12-6)



596 Chapter 12.  Transferring Groups by Displacement Reactions

Arsenate, AsO4
3–, is chemically similar to phos-

phate in size and geometry and in its ability to enter
into biochemical reactions.  However, arsenate esters
are far less stable than phosphate esters.  If formed
in the active site of an enzyme, they are quickly
hydrolyzed upon dissociation from the enzyme.
This fact accounts for some of the toxicity of arsenic
compounds.a

Arsenate will replace phosphate in all phospho-
rolytic reactions, e.g., in the cleavage of glycogen
by glycogen phosphorylase, of sucrose by sucrose
phosphorylase, and in the action of purine nucleo-
side phosphorylase.b  Glucose 1-arsenate or ribose-
1-arsenate is presumably a transient intermediate
which is hydrolyzed to glucose.  The overall process
is called arsenolysis.  Another reaction in which
arsenate can replace phosphate is the oxidation of
glyceraldehyde 3-phosphate in the presence of Pi
to form 1,3-bisphosphoglycerate:

The subsequent transfer of the 1-phospho group to
ADP is an important energy-yielding step in metab-
olism (Chapter 12).  When arsenate substitutes for
phosphate the acyl arsenate (1-arseno-3-phospho-
glycerate) is hydrolyzed to 3-phosphoglycerate.
As a consequence, in the presence of arsenate oxida-
tion of 3-phosphoglyceraldehyde continues but
ATP synthesis ceases.  Arsenate is said to uncouple
phosphorylation from oxidation.  Arsenate can also
partially replace phosphate in stimulating the respira-
tion of mitochondria and is an uncoupler of oxida-
tive phosphorylation (Chapter 18).  Enzymes that
normally act on a phosphorylated substrate will
usually catalyze a slow reaction of the correspond-
ing unphosphorylated substrate in the presence of
arsenate.  Apparently, the arsenate ester of the sub-
strate forms transiently on the enzyme surface,
permitting the reaction to occur.

Arsenite is noted for its tendency to react rapidly
with thiol groups,c especially with pairs of adjacent
(vicinal) or closely spaced – SH groupsd as in lipoic
acid.  By blocking oxidative enzymes requiring

BOX 12-B  ARSENIC

lipoic acid (Chapter 15), arsenite causes the accumu-
lation of pyruvate and of other 2-oxo acids.  Similar
chemistry underlies the action of the mustard gas
Lewisite, which also attacks lipoic acid.de

Many, perhaps all, organisms have enzyme
systems for protection against arsenic compounds.
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In E. coli arsenate is reduced to arsenite by a glutare-
doxin- and NADH-dependent system.e – g  The arsenite
as well as antimonite and tellurite are pumped out
by an ATP-dependent transporter.  The genes for
reductase, periplasmic-binding protein, and trans-
porter components are encoded in a conjugative plas-
mid.h,i  A quite similar system functions in yeast.j

Marine algae as well as some higher aquatic
plants detoxify and excrete arsenate by conversion
to various water-soluble organic forms such as
trimethyarsonium lactic acid (Chapter 8) and the
following ribofuranoside.a

Arsenic-containing phospholipids are also formed
(Chapter 8).k

Arsenic is present at high levels in some soils
and contamination of drinking water with arsenic is
a major problem is some areas of the world.  In West
Bengal, India, millions of people drink contaminated
well water.  As a result hundreds of thousands have
developed debilitating nodular keratoses on their
feet.l,m  The problem is made worse by the increasing
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BOX 12-B  (continued)

use of fresh water for irrigation and the difficulty of
removing arsenic contamination.

Although it is most known for its toxicity, arsenic
may be an essential nutrient.  Data from feeding of
chicks, goats, rats, and miniature pigs suggest a
probable human need for arsenic of ~12 µg / day.n

Compounds of arsenic have been used in medi-
cine for over 2000 years, but only in the past century a Knowles, F. C., and Benson, A. A. (1983) Trends Biochem. Sci. 8,

178– 180
b Kline, P. C., and Schramm, V. L. (1995) Biochemistry 34, 1153–

1162
c Lam, W.-C., Tsao, D. H. H., Maki, A. H., Maegley, K. A., and

Reich, N. O. (1992) Biochemistry 31, 10438– 10442
d Li, J., and Pickart, C. M. (1995) Biochemistry 34, 15829– 15837
de Ord, M. G., and Stocken, L. A. (2000) Trends Biochem. Sci. 25,

253– 256
e Silver, S., Nucifora, G., Chu, L., and Misra, T. K. (1989) Trends

Biochem. Sci. 14, 76 –80
f Ji, G., Garber, E. A. E., Armes, L. G., Chen, C.-M., Fuchs, J. A.,

and Silver, S. (1994) Biochemistry 33, 7294–7299
g Rosen, B. P., Weigel, U., Karkaria, C., and Gangola, P. (1988) J.

Biol. Chem. 263, 3067– 3070
h Gladysheva, T. B., Oden, K. L., and Rosen, B. P. (1994) Biochem-

istry 33, 7288 –7293
i Chen, Y., and Rosen, B. P. (1997) J. Biol. Chem. 272, 14257 –14262
j Wysocki, R., Bobrowicz, P., and Ulaszewski, S. (1997) J. Biol.

Chem. 272, 30061– 30066
k Cooney, R. V., Mumma, R. O., and Benson, A. A. (1978) Proc.

Natl. Acad. Sci. U.S.A. 75, 4262– 4264
l Bagla, P., and Kaiser, J. (1996) Science 274, 174 –175
m Saha, D. P., and Subramanian, K. S. (1996) Science 274, 1287–

1288
n Nielsen, F. H. (1991) FASEB J. 5, 2661–2667

carboxyl groups.  Such an intermediate, fructofuranosyl-
enzyme, was identified tentatively for sucrose phospho-
rylase and also for a related levan sucrase.45  Recently,
identification of glycosyl-enzyme intermediates has been
accomplished for many other glycosyltransferases.
Among these are human pancreatic and salivary
α-amylases,42,46 α-glucosidases, and some cellulases
and xylanases.

For these hydrolytic enzymes the glycosyl-enzyme
would be attacked by a hydroxyl ion derived from
H2O, whose deprotonation would presumably be
assisted by the conjugate base (—B: in Eq. 12-5) of
the catalytic acidic group.

A convenient way to form and identify covalently
linked glucosyl-enzyme intermediates, developed by
Withers and coworkers, employs enzyme-activated
inhibitors such as 2-deoxy-2-fluoroglycosyl fluorides
(Eq. 12-10).42,47,48  The 2-F substituent greatly decreases
both the rate of formation of a glycosyl-enzyme and its
rate of breakdown by hydrolysis or transglycosylation.
This may be in part because these compounds lack the
2– OH group which helps to stabilize, by hydrogen
bonding, the complexes of normal substrates.  A second
factor is the high electronegativity of – F versus – OH,
which leads to significant loss of stability for a transi-
tion state in which the anomeric carbon atom carries a
significant amount of positive charge (see next section).
Having a good leaving group, such as fluorine or 2,4-
dinitrophenyl, the compounds react rapidly to give
stable glucosyl-enzymes which can be characterized.
In the example shown in Eq. 12-10, the mannosyl-
enzyme was identified by the chemical shifts and line-
widths of the 19F resonances of the intermediates and
the anomeric configuration was established.  More
recently, mass spectrometry has been used.49  For
example, a maltotriosyl-enzyme intermediate in the

B.  Nucleophilic Displacements on Singly Bonded Carbon Atoms
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action of glycogen-debranching enzyme was identified
by separation of an active site peptide by HPLC fol-
lowed by mass spectrometry (Chapter 3).50

Carbocationic intermediates.  In a second mech-
anism of nucleophilic displacement the leaving group
departs (often in a protonated form) before the entering
nucleophile reacts.

A carbocation is formed as shown in Eq. 12-11, which
represents just one-half of the overall displacement
reaction.  In the common terminology of physical
organic chemistry this is an SN1 reaction rather than an
SN2 reaction of the kind shown in Eqs. 12-3 and 12-5.
This terminology is not quite appropriate for enzymes
because the breakdown of ES complexes to product is
usually a zero-order process and the numbers 1 and 2

in the symbols SN1 and SN2 refer to the order or mole-
cularity of the reaction.  It is better to speak of SN1-like
or SN2-like reactions.

The carbocation in Eq. 12-11 is depicted as a
resonance hybrid of two forms.  One of these is an
oxocarbenium  (or oxonium) ion which contains a
double bond between carbon and oxygen.50a  This
double-bonded structure can be visualized as arising
from the original structure by an internal displacement
or elimination by the unshared electrons on oxygen, as
indicated by the small arrows.  In the oxocarbenium
ion, the ring atoms C-2, C-1, and C-5 and the oxygen
atom are almost coplanar and the ring conformation
is described as half-chair or sofa.  As pointed out in
Chapter 9, the theory of stereoelectronic control pre-
dicts that elimination of the group – OR of Eq. 12-11
should occur most easily if a lone pair of electrons on
the ring oxygen atom are antiperiplanar to the O – R
bond.  This is impossible for a β-glycoside with a ring
in the chair conformation shown in Eq. 12-11.  This fact
suggested that enzymes cleaving β-glycosides may
preferentially bind substrate with the appropriate
sugar ring in a less stable half-chair or flexible boat
conformation prior to bond cleavage (Eq. 12-12).51,52

This would allow an unshared pair of electrons on
oxygen antiperiplanar to the C-1 to O – R bond to par-
ticipate in the elimination reaction as is indicated in
the following diagrams.

On the other hand, Bennet and Sinnott provided evi-
dence that an antiperiplanar lone electron pair is not
needed in acid-catalyzed cleavage of glycosides via a
carbocationic intermediate.53,54 Theories of stereoelec-
tronic control must be applied to enzymes with caution!
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5.  Lysozymes and Chitinases

Polysaccharide chains in the
peptidoglycan layer (Fig. 8-29) of
the cell walls of bacteria are attacked
and cleaved by lysozymes,55 en-
zymes that occur in tears and other
body secretions and in large amounts
in egg white.  Some bacteria and
fungi, and even viruses, contain
lysozymes.56  Their function is usually
to protect against bacteria, but lyso-
zyme of phage T4 is a component of
the baseplate of the virus tail (Box 7-C).
Its role is to cut a hole in the bacterial
cell wall to permit injection of the
virus’ own DNA.  Egg white lyso-
zyme, the first enzyme for which a
complete three-dimensional struc-
ture was determined by X-ray dif-
fraction,55 is a 129-residue protein.
The active site is in a cleft between a
large domain with a nonpolar core
and a smaller β-sheet domain that
contains many hydrogen-bonded polar side chains
(Figs. 12-3, 12-4).  Human lysozyme has a similar
structure and properties.57 – 59  The T4 lysozyme has an
additional C-terminal domain whose function may be
to bind the crosslinking peptide of the E. coli peptido-
glycan.  Goose lysozyme is similar in part to both hen
lysozyme and T4 lysozyme.  All three enzymes, as
well as that of our own tears, may have evolved from
a common ancestral protein.60  On the other hand,
Streptomyces erythaeus has developed its own lysozyme
with a completely different structure.61  An extensive
series of T4 lysozyme mutants have been studied in
efforts to understand protein folding and stability.61– 63

Catalytic side chain groups. Six N-acetylgluco-
samine (GlcNAc) or N-acetylmuramic acid (MurNAc)
rings of the polysaccharide substrate are able to fit
precisely into six subsites (designated A to F) in a
groove between the two structural domains of egg
white lysozyme (Fig. 12-4).  The bond between the
fourth and fifth rings (subsites D and E) is then cleaved.
At the active site, the side chain carboxyl group of Glu
35 is positioned correctly to serve as the proton donor
BH of Eq. 12-11, while the carboxyl of Asp 52 lies on
the opposite side of the groove.  Both Glu 35 and Asp
52 have relatively high pKa values for carboxyl (micro-
scopic pKa’s are ~ 5.3 and 4.6, respectively, in the fully
protonated active site when the ionic strength is ~ 0.2)64

as a result of the hydrophobic environment and hydro-
gen bonding to other groups.  If the pH is raised from
an initially low value, a proton from Asp 52 usually
dissociates first and the electrostatic field of the resulting
anion keeps Glu 35 largely protonated until the pH

Figure 12-3 Stereoscopic MolScript view of hen egg white lysozyme com-
plexed with a trisaccharide of N-acetylglucosamine (GlcNAc)3 in binding
subsites A, B, and C.  The side chain of Trp 62 and the trisaccharide above it
are shown in ball-and-stick form.  From Maenaka et al.65  Courtesy of Izumi
Kumagai.

approaches 6.  Positively charged basic groups nearby
affect the pKa values; hence, the behavior of the en-
zyme is sensitive to the ionic strength of the medium.63

The Asp 52 anion lies only ~ 0.3 nm from the center of
positive charge expected for an oxocarbenium ion
intermediate and presumably stabilizes it.  Replace-
ment of Glu 35 by Gln destroys all catalytic activity
and replacement of Asp 52 by Ala or Asn decreases
activity to ~ 4 – 5% of the original.66– 68  Less than 1%
activity remained for the D52S mutant.69

Nevertheless, Asp 52 is not absolutely essential for
lysozyme activity.  Goose lysozyme lacks this catalytic
aspartate.70  Matsumura and Kirsch suggested that
carboxyl groups of glycine residues covalently attached
to N-acetylmuramic acid rings in the natural substrates
may participate in catalysis.66  Many mutant forms of
lysozyme have been studied.  Of special interest is the
D52E mutant.  In this enzyme the carboxylate of the
longer glutamate side chain reacts with the oxocarbe-
nium ion intermediate to form a covalent adduct and
apparently alter the basic mechanism.71  Replacement
of asparagine 46, which can hydrogen bond to Asp
52, also decreases kcat greatly, suggesting a role in
catalysis.72

The lysozyme-catalyzed reaction is completed by
stereospecific addition of a hydroxyl ion to the oxocar-
benium ion with the original β configuration being
retained in the product.  Such stereospecificity for reac-
tions of enzyme-bound carbocations is not surprising
because the enzyme probably assists in generation, on
the appropriate side of the sugar ring, of the attacking
hydroxyl ion.

B.  Nucleophilic Displacements on Singly Bonded Carbon Atoms
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Kinetic isotope effect for lysozyme. A secondary
kinetic isotope effect is expected because a molecule
with 1H in the number 1 position can be converted to
the corresponding oxocarbenium ion somewhat more
easily than the molecule with 2H in the same position
(Eq. 12-13).  For example, in the nonenzymatic acid-
catalyzed hydrolysis of a methyl- glucoside, a reaction
also believed to proceed through a carbocation inter-
mediate,41,75 the ratio k1H

/ k2H
 is 1.14 for the α anomer

and 1.09 for the β anomer.53  In the base-catalyzed
hydrolysis of the same compound, which is believed
to occur by a double-displacement reaction involving
participation of the neighboring OH group on C-2, the
ratio k1H

/ k2H
 is 1.03.  The corresponding ratio measured

Figure 12-4  Schematic drawing of the active site of egg white lysozyme with substrate in place and about to be cleaved.
Three strands of the small β-sheet domain, which contains an extensive hydrogen bond network, are seen at the top.  Notice
that this view into the active site is different from that in Fig. 12-3.  A 180° rotation of either figure will make the views more
similar.  The three-strand β sheet can be seen (in stereo) at the lower right in Fig. 12-3 and the helix end carrying Glu 35 in the
right center foreground.  A segment of a chitin oligosaccharide (green), whose reducing end is to the left, is bound into subsites B
–F.  Cleavage occurs between rings D and E as indicated by the heavy arrow which points to the anomeric carbon atom of ring
D.  The side chain of Glu 35 is shown protonating the bridge oxygen.  Ring D has been distorted into a twist conformation to
facilitate cleavage.  A larger domain, which contains one long α helix, is at the bottom of the drawing.  The active site lies in
a cleft between the domains.  Notice the chain of hydrogen bonds between the carbonyl of residue 107 in the large domain
and the peptide NH of residue 59 in the small domain.  Also notice the aromatic side chains which are usually present in
carbohydrase active sites.  Drawing is based in part on those of Irving Geis73 and Levitt74 and on a sketch by author from a
three-dimensional model.
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for the action of lysozyme is 1.11, much closer to that
of the oxocarbenium ion mechanism than to that of the
double-displacement mechanism.  Similar observations
have been made with amylases.76  Kinetic isotope effects
have also been measured for 12C vs 13C in the anomeric
position, 16O vs 18O in the leaving group (–OCH3) of
the methyl glucosides, and for other locations53 as well
as for hydrolysis of glucosyl fluorides.77– 79  The results
are generally supportive of the oxocarbenium ion
mechanism for lysozyme.  However, as mentioned in
Section B,3, the interpretation of secondary isotope
effects is difficult.  Such effects cannot reliably identify
a carbohydrase mechanism.80,81

For acid-catalyzed hydrolysis of methyl gluco-
sides53 the kinetic isotope effect observed for the oxy-
gen of the leaving group was k16O/k18O = 1.024 – 1.026.
Observation of similar effects for enzymes supports
the participation of an acidic group of the protein (Glu
35 of lysozyme) in catalysis but does not eliminate the
possibility of concerted involvement of a nucleophilic
group, e.g., Asp 52 in lysozyme.81,82

Does lysozyme distort its substrate? An early
study of models indicated that for six sugar rings of a
substrate to bind tightly into the active site of lysozyme,
the ring in subsite D, which contains the carbon atom
on which the displacement occurs, had to be distorted
from its normal chair conformation into the half-chair
conformation.83  This is illustrated in Fig. 12-4.  It was
suggested that by binding the substrate chain at six
different sites the enzyme provides leverage to distort
the ring in subsite D into a conformation similar to
that of the transition state.  This idea was criticized on
the basis that an enzyme would be too flexible to act
in this manner.74  Furthermore, the non-hydrolyzed
trisaccharide MurNAc – GlcNac – MurNAc was shown
to fit into subsites B, C, and D of the active site groove
without distortion.84  However, it is bound weakly.

Can electrical forces acting within the active site
help to distort the substrate and assist in formation
of the carbocation intermediate?  Levitt and Warshel
suggested this possibility and proposed that the neces-
sary electrostatic force arises from the arrangement of
dipoles within the peptide backbone of the protein and
in the amino acid side chains.74  As can be seen from
Fig. 12-4, the enzyme forms many hydrogen bonds
with the substrates.  Of special interest is a chain of
hydrogen bonds that passes from the backbone carbo-
nyl of Ala 107 through the 2-acetamido group of the
substrate in subsite C and into the edge of the β sheet
at the backbone NH of Asn 59.  This interaction pro-
vides specificity toward GlcNac-containing substrates.
Perhaps oscillation of charge within such polarizable
chains of hydrogen bonds can also help a substrate to
move toward its transition state structure.85,86

From simulations of lysozyme action by the methods
of molecular dynamics, Post and Karplus observed

that Glu 35 tended not to hydrogen bond to the exocy-
clic bridge oxygen, even though that would be a logi-
cal step in the protonation (by – BH) shown in Eq.
12-11.  They suggested that Glu 35 may protonate the
ring oxygen.87  The ring could then open to form an
exocyclic oxonium ion, which could hydrolyze and
cyclize to the final product.  The initial elimination could
receive stereoelectronic assistance from the anti-
periplanar lone pair of electrons on the bridge oxygen.
This proposal has been criticized.81,88  For example, it is
hard to explain the rapid cleavage of glycosyl fluorides
by this exocyclic oxonium mechanism.

As attractive as the arguments for a oxocarbenium
mechanism in lysozyme are, is it still possible to explain
the experimental observations by a double displacement
in which Asp 52 serves as the nucleophile to form a
glycosyl enzyme?38,82,82a  Sucrose phosphorylase and
other glucosyl transferases, like lysozyme, apparently
have a carboxylate ion at the active site.  In some
enzymes, the carboxylate ion forms a covalent glucosyl
enzyme, whereas in lysozyme it apparently only
stabilizes a carbocation.  Is there really a difference
in mechanism?  Do glucosyl enzymes form only with
certain substrates or upon denaturation of the enzymes?
Nature hides her secrets well.  The difficulty in pinning
down the fine mechanistic details of enzymatic action
makes it essential to be skeptical, to examine data
critically, and to try to imagine all possible alternatives
– even when things seem to be proven beautifully.

Help from a neighboring group.  In the 1960s it
was suggested that the acetamido group of N-acetyl-
glucosamine residues might participate as a nucleo-
phile, either stabilizing an oxocarbenium ion or
forming an oxazoline intermediate.89– 91  The proposal
received little support, as applied to lysozyme, until
sequences and structures of many larger carbohydras-
es were determined.  Among these are chitinases,
enzymes that act on the same substrates as the small
lysozymes.  One group of plant chitinases have a
structure similar to that of egg white lysozyme.  The
243-residue enzyme from barley seeds apparently has
Glu 67 as a proton donor and Glu 89 as a possible
stabilizing nucleophile.92  Another group of chitinases
from both plants and bacteria have active sites at ends
of (αβ)6 barrels.93 – 95  They all have a proton-donating
glutamate in a conserved position but no aspartate that
could serve as a nucleophile.  Study of complexes with
substrates and inhibitors with these enzymes has
provided direct evidence of ring distortion and of the
probable role of the acetamido group as indicated in
Eq. 12-14.94,95  The distortion is beyond that in a sofa
conformation and allows for maximum stereoelectron-
ic assistance as well as participation of the acetamido
group.

In these relatively large enzymes the substrate
is deeply buried and cannot reach a conformation

B.  Nucleophilic Displacements on Singly Bonded Carbon Atoms
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approaching that of the transition state without having
a strained ring conformation.  These enzymes may use
binding forces exerted on many parts of the substrate
to stabilize the  transition state structure.

6.  Cellulases and Other �-Glycosidases

Cellulose, the most abundant of all biopolymers, is
extremely stable but is attacked by a host of bacterial
and fungal β-glycanases.96  Animals do not ordinarily
produce cellulases but some termites do.97  Cellulase
structures are varied, being represented by 10 of 57
different glycosylhydrolase families.98  Most, like lyso-
zyme, retain the β configuration in their products but
some invert.98– 100

Among the cellulases are endoglycanases, which
cleave chains at random positions, and exoglycanases
(also called cellobiohydrolases) that cleave cellobiose
units from ends of chains.  Some act on the nonreduc-
ing ends and some on reducing ends;  a mixture of
enzymes is most effective.99,101,102  In some bacteria a
whole series of different cellulases, together with a
large (197-kDa) organizing protein, form a cellusome,
a complex with high catalytic activity for crystalline
cellulose.103– 105  Cellulases usually have tightly packed
catalytic domains which may vary in size from ~ 200
residues98 to over 400.106  In most cases the catalytic
domain is connected by a flexible linker to one or more
small, globular cellulose-binding domains.  These
vary in size from 36 to 200 residues and often have a
β-barrel fold.104,107–108a  Their function is to hold the
enzymes to the cellulose surfaces.  They may also
facilitate disruption of the tightly hydrogen bonded
cellulose structure (Fig. 4-5).  As with other carbohy-
drases, carboxyl groups of amino acid side chains
provide the major catalytic groups (Table 12-1).  An

extensive hydrogen-bond network which often includes
imidazole groups may influence activity.109,110

A striking feature of a 411-residue endoglucanase
from Fusarium was revealed by the binding of a non-
hydrolyzable thiooligosaccharide substrate analog.
The pyranose ring at the cleavage site was distorted in
an identical manner to that mentioned in the preceding
section for a chitinase thought to use the substrate’s
acetamido group as a nucleophile (Eq. 12-14).106  The
distortion observed is beyond that required for a sofa
conformation and allows for the maximum stereoelec-
tronic assistance (Eq. 12-12b).  An oxygen atom of the
E197 carboxylate, the catalytic nucleophile, occupies a
position in the complex that is coincident with that of
the C2 acetamido oxygen in the catalytic site of the
chitinase discussed in the previous section.

The inverting β-glucanases also have two catalytic
acid base groups but they are ~0 .9 – 1.0 nm apart rather
than ~ 0.6 nm for retaining enzymes.  This allows space
for a water molecule whose –OH is the nucleophilic
reactant (–OY in Eq. 12-5) and in which a carboxylate
group assists in dissociating the water molecule.98

(This mechanism is illustrated for glucoamylase in
Fig. 12-7).

Structural features met in some cellulases include
an α,α barrel111 similar to that of glucoamylase (Fig. 2-29)
and, in a cellobiohydrolase,101 a 5-nm-long tunnel into
which the cellulose chains must enter.  Ten well-defined
subsites for glycosyl units are present in the tunnel.101

A feature associated with this tunnel is processive
action, movement of the enzyme along the chain with-
out dissociation,105 a phenomenon observed long ago
for amylases (see Section 9) and often observed for
enzymes acting on nucleic acids.

Another group of �-glucanases, found in plants
and their seeds, hydrolyze β-1,3-linked glucans112 and,
in some cases, also mixed 1,3- and 1,4-linked polysac-
charides.  A characteristic enzyme is found in barley
(Table 12-1).113,114  Similar enzymes are produced by
some bacteria113 and also by molluscs.115

Xylanases act on the β-1,4-linked xylan, the most
abundant of the hemicelluloses that constitutes over
30% of the dry weight of terrestrial plants.116  They
resemble cellulases and cooperate with cellulases and
xylosidases117 in digestion of plant cell walls.110,116,118 – 121

Galactanase digests the β-1,4-linked component of
pectins.122

The final step in degradation of cellulose is hydro-
lysis of cellobiose to glucose.  This is accomplished
by �-glucosidases, enzymes that also hydrolyze
lactose, phosphorylated disaccharides, and cyano-
genic glycosides.123 – 126  Lactose is also cleaved by 
�-galactosidases.127  The large 1023-residue β-galactosi-
dase from E. coli128 is famous in the history of molecular
biology as a component of the lac operon.129 – 132  Its
properties are also employed to assist in the cloning of
genes (Chapter 26).
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TABLE 12-1
Acidic and Basic Catalytic Groups in a Few Glycosyltransferasesa

Lysozyme
Human, henb 130 No E35 D53(52)
Bacteriophage T4c No E11 D20

Chitinase
Rubber plantd 273 No E127

Cellulases
E1 endocellulase,

Acidothermuse 521
      catalytic domain 358 No E282 E162, D252*

Endoglucanase I
Fusarium f 411 No E197 E202

Endoglucanase Cen A
Cellulomonasg >351 Yes D392 D78

1,3-β-D-Glucanase
Barleyh No E231 E288

Xylanase
B. circulans i No Yes E78 E172

β-Glucosidase
Agrobacteriumj 458 No Yes E358 E170, Y298*

β-Galactosidase
E. coli k 1023 No Yes E537 E461, Y503*

α-Amylase
Human and pigl 496 No D197 E233, D300*
Barleym No D179 E204, D289*
Aspergillusn No D206 E230

Cyclodextrin
glucosyltransferase

B. circulanso D229 E257, D328
α-Glucosidase

Saccharomycesp No Yes D214 E233, D300
Glycogen

debranching
enzyme, rabbits No Yes D549

Glucoamylase
Aspergillusq 616 Yes H2O, E400 E179

β-Amylase
Soybeanr Yes E186 E380

Glucocerebrosidase
Humant E340

Enzyme Number of
residues

Inverting? Glycosyl-
enzyme

identified?

Nucleophile
(–COO–)

Electrophile
(proton donor)

* Assisting group

a  For classification of glycosyl hydrolases into families, see Henrissat, B.,
Callebaut, I., Fabrega, S., Lehn, P., Mornon, J.-P., and Davies, G. (1995) Proc.
Natl. Acad. Sci. U.S.A. 92, 7090 – 7094

b Matsumura, I., and Kirsch, J. F. (1996) Biochemistry 35, 1881 – 1889; Harata,
K., Muraki, M., Hayashi, Y., and Jigami, Y. (1992) Protein Sci. 1, 1447 – 1453

c Brzozowski, A. M., and Davies, G. J. (1997) Biochemistry 36, 10837 – 10845;
Hardy, L. W., and Poteete, A. R. (1991) Biochemistry 30, 9457 – 9463  Kuroki,
R., Weaver, L. H., and Matthews, B. W. (1993) Science 262, 2030 – 2033

d Tews, I., Terwisscha van Scheltinga, A. C., Perrakis, A., Wilson, K. S., and
Dijkstra, B. W. (1997) J. Am. Chem. Soc. 119, 7954 – 7959

e Sakon, J., Adney, W. S., Himmel, M. E., Thomas, S. R., and Karplus, P. A. (1996)
Biochemistry 35, 10648 – 10660;  Ghidoni, R., Sonnino, S., Tettamanti, G.,
Baumann, N., Reuter, G., and Schauer, R. (1980) J. Biol. Chem. 255, 6990– 6995

f Sulzenbacher, G., Schülein, M., and Davies, G. J. (1997) Biochemistry 36,
5902 – 5911;  Sulzenbacher, G., Driguez, H., Henrissat, B., Schülein, M., and
Davies, G. J. (1996) Biochemistry 35, 15280 – 15287;  Mackenzie, L. F., Davies,
G. J., Schülein, M., and Withers, S. G. (1997) Biochemistry 36, 5893 – 5901

g Damude, H. G., Withers, S. G., Kilburn, D. G., Miller, R. C., Jr., and Warren,
R. A. J. (1995) Biochemistry 34, 2220 – 2224

h Chen, L., Garrett, T. P. J., Fincher, G. B., and Hoj, P. B. (1995) J. Biol. Chem.
270, 8093 – 8101

i Wakarchuk, W. W., Campbell, R. L., Sung, W. L., Davoodi, J., and Yaguchi,
M. (1994) Protein Sci. 3, 467 – 475;  Lawson, S. L., Wakarchuk, W. W., and
Withers, S. G. (1997) Biochemistry 36, 2257 – 2265;  Sidhu, G., Withers, S. G.,
Nguyen, N. T., McIntosh, L. P., Ziser, L., and Brayer, G. D. (1999) Biochemistry
38, 5346 – 5354

j Wang, Q., Trimbur, D., Graham, R., Warren, R. A. J., and Withers, S. G.
(1995) Biochemistry 34, 14554 – 14562

k Gebler, J. C., Aebersold, R., and Withers, S. G. (1992) J. Biol. Chem. 267,
11126 – 11130;   Jacobson, R. H., Zhang, X.-J., DuBose, R. F., and Matthews, B.
W. (1994) Nature (London) 369, 761 – 766;  Richard, J. P., Huber, R. E., Lin, S.,
Heo, C., and Amyes, T. L. (1996) Biochemistry 35, 12377 – 12386

l Brayer, G. D., Luo, Y., and Withers, S. G. (1995) Protein Sci. 4, 1730 – 1742;
Qian, M., Haser, R., Buisson, G., Duée, E., and Payan, F. (1994) Biochemistry
33, 6284 – 6294

m Kadziola, A., Sogaard, M., Svensson, B., and Haser, R. (1998) J. Mol. Biol.
278, 205 – 217

n Brzozowski, A. M., and Davies, G. J. (1997) Biochemistry 36, 10837 – 10845;
Matsuura, Y., Kusunoki, M., Harada, W., and Kakudo, M. (1984) J. Biochem.
95, 697 – 702

o Knegtel, R. M. A., Strokopytov, B., Penninga, D., Faber, O. G., Rozeboom, H.
J., Kalk, K. H., Dijkhuizen, L., and Dijkstra, B. W. (1995) J. Biol. Chem. 270,
29256 – 29264

p McCarter, J. D., and Withers, S. G. (1996) J. Biol. Chem. 271, 6889 – 6894
q Christensen, U., Olsen, K., Stoffer, B. B., and Svensson, B. (1996) Biochemistry

35, 15009 – 15018
r Mikami, B., Degano, M., Hehre, E. J., and Sacchettini, J. C. (1994) Biochemistry

33, 7779 – 7787;  Adachi, M., Mikami, B., Katsube, T., and Utsumi, S. (1998) J.
Biol. Chem. 273, 19859 – 19865

s Braun, C., Lindhorst, T., Madsen, N. B., and Withers, S. G. (1996) Biochemistry
35, 5458 – 5463

t Withers, S. G., and Aebersold, R. (1995) Protein Sci. 4, 361 – 372
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7.  Glycogen Phosphorylase

A large number of different glycosyltransferases
act on the α1,4 linkages of glycogen, starch, and related
polysaccharides.  Among these, one of the most studied
is glycogen phosphorylase.  It is not a hydrolase, but it
catalyzes cleavage of α1,4 linkages at the nonreducing
ends of glycogen molecules by displacement with
inorganic phosphate to give α-D-glucose-1-phosphate.
It is a very large enzyme (841 residues in rabbit muscle)
whose structure is shown in Fig. 11-5.  Its complex
regulatory mechanisms were discussed briefly in
Chapter 11.

Neither partial exchange reactions nor inversion
of configuration occur when glycogen phosphorylase
acts on its substrates.  The enzyme apparently does
nothing until both substrates are present.  These are
glycogen + inorganic phosphate or, for the reverse
reaction, glycogen (shifted over by one sugar binding
subsite) + glucose-1-phosphate.  The active site is in
a deep groove in the enzyme.  Evidently, the protein
must close and fold around the substrates before it
becomes active.133  An oxocarbenium ion mechanism
has also been proposed for this enzyme, partly on
the basis of strong inhibition of phosphorylase by 
5-gluconolactone,134,135 a compound having a half-
chair conformation and perhaps acting as a transition
state inhibitor (Chapter 9).  This gluconolactone also
inhibits many other carbohydrases.123,136

An unexpected discovery was that glycogen phospho-
rylase contains a molecule of the coenzyme pyridoxal
5'-phosphate (PLP) bound into the center of the protein
behind the active site134,135,137– 139 with its phosphate
group adjacent to the binding site of the phosphate of
glucose-1-phosphate.  It probably serves as a general
base catalyst, e.g., assisting the attack of a phosphate
ion on the oxocarbenium formed by cleavage of the
glycogen chain (Eq. 12-15).137,140– 142  A key observation
by Graves and associates was that pyridoxal alone does
not activate apo-phosphorylase but that pyridoxal

plus phosphite, phosphate, or fluorophosphate does
provide up to 20% of full activity.143  X-ray crystallo-
graphy confirmed that these activating anions are
bound into the active site at the approximate position
of the phosphate group of PLP.139,143a  Glycogen phos-
phorylase is being studied by X-ray diffraction tech-
niques that allow observation of structural changes in
as short a time as a few milliseconds (see Chapter 3,
Section H).144

The regulation of glycogen phosphorylase, like
that of many other allosteric proteins, depends upon
the existence of two distinct conformational states,
whose structures have been established by crystallo-
graphy.137  It is not immediately evident how they can
affect the active site.  In the R-state the enzyme has a
low affinity for both substrates and activators such as
AMP.  In the T-state the affinities are much higher.  For
example, that of inorganic phosphate is raised by a
factor of fifteen.137  As we have already seen (Figs. 11-4,
11-5) the relatively inactive phosphorylase b is converted
to the active phosphorylase a by phosphorylation of
the side chain of serine 14, a structural change which
favors the R-state.  In the inactive T-state of phospho-
rylase b, an 18-residue N-terminal segment of the poly-
peptide is not seen by X-ray diffraction, presumably
because it does not assume a fixed conformation but
projects into a solvent channel in the crystal and moves
freely within it.  However, in the active R-state of phos-
phorylase a, in which Ser 14 has been phosphorylated,
the N-terminal segment is rigid.  The phospho group
on Ser 14 binds to Arg 69 and other arginine, lysine,
and histidine side chains from both subunits.137,145

The phosphorylation of Ser 14 occurs 1.5 nm from the
active sites.  The conformational changes induced by
phosphorylation of Ser 14 cause a rotation of about
10° between subunits, somewhat reminiscent of the
changes accompanying oxygenation of hemoglobin
(Fig. 7-25).
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A related structural change accompanies binding
of caffeine, adenosine, or AMP at high concentrations.
These substances inhibit the enzyme by binding at a
site next to the catalytic site (Fig. 11-5), stabilizing the
T-state and causing a loop of protein to move into the
catalytic site and to block it.137  The catalytic site lies
deeply buried in the protein between the two large
structural domains (Fig. 11-5).  The substrate is held by
a network of hydrogen bonds, some of which are
shown in Fig. 12-5, in which the active site contains an
inhibitory substrate analog nojirimycin tetrazole,
which is viewed toward the edges of the two rings.

Figure 12-5  (A)  Stereoscopic view of the structure of the catalytic site of
phosphorylase b in the inhibited T-state with the inhibitor nojirimycin tetra-
zole bound into the active site.  Inorganic phosphate (Pi) as well as the coen-
zyme pyridoxal 5'-phosphate (PLP) are also shown.  (B)  Details of interactions
of the inhibitor, Pi, and PLP with the protein and with water molecules (small
circles).  This is a weak-binding state but the Pi has displaced the negatively
charged side chain carboxylate of Asp 283 (visible at the lower right in A).
This carboxylate blocks access to the Pi site in the free T-state enzyme.  Here,
the positively charged Arg 569 guanidinium group has swung in to interact
with the Pi.  From Mitchell et al.133  Courtesy of Louise N. Johnson.

The enzyme is in the weak-binding T-state but inor-
ganic phosphate (Pi) is bound below it and next to the
phosphate group of PLP, as required by the mechanism
of Eq. 12-15.

The difference in binding affinities for the T- and
R-states lies in a flexible loop of residues 280–288, which
in the T-state blocks access to the substrate-binding
cleft.  The universally conserved Asp 238 behaves as
a substrate mimic, occupying the Pi site.137,146,147  In
the R-state this residue moves, allowing Pi to enter
and bind (Fig. 12-5).

Most of the structure of mammalian phosphory-
lases is conserved in species as diverse as E. coli and
the potato.148  However, E. coli maltodextrin phos-
phorylase143a,149– 151 and potato phosphorylases have
less sophisticated regulatory mechanisms than do the
animal enzymes.  Another feature of glycogen phos-
phorylase is a “glycogen storage site” about 2.5 nm
from the active site (Fig. 11-5).152  This provides a
means for the enzyme to hold onto the giant glycogen
molecule while “nibbling off” the outside ends of
nearby branches.

8.  Starch-Hydrolyzing Enzymes

Among the hydrolases are the widely distributed
�-amylases, endo-glycosidases which hydrolyze
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starch chains by random attack at points far from
chain ends to form short polysaccharide chains known
as dextrins as well as simpler sugars.153  The catalyzed
reactions proceed with retention of the original α
configuration.  Alpha-amylases are found in fungi,
plants, and animals. One powerful enzyme of this
class is present in the saliva of most humans and other
isoenzymes are formed by the pancreas.154  They are
encoded by a family of genes, a fact that accounts for
the existence of some healthy individuals completely
lacking salivary amylase.155

Structures are known for human154 and porcine156– 159

α-amylases as well as for corresponding enzymes from
barley,160 mealworms,161 fungi, and bacteria.162– 164  The
α-amylase from Aspergillus oryzae (Taka-amylase),
widely used in laboratory work, was the first for which
a structure was determined.165,166  The α-amylases fold
into three domains (Fig. 12-6), with the active site in
the center of an (α/β)8 barrel.  All of the α-amylases
contain one or more bound Ca2+ ions.  Some, including
the human α-amylases, also require a chloride ion.
The Cl– is  held by a pair of arginine guanidinium
groups154 and interacts with adjacent carboxyl groups,
inducing pKa shifts and allosteric activation.163

The sequences of α-amylases vary widely but a
conserved cluster of one glutamate and two aspartates
is usually present (Table 12-1).

Studies of the action patterns, i.e., the distribution
of products formed by α-amylases when acting on a
variety of α 1,4-linked oligosaccharides, suggested that
the substrate binding region of the porcine pancreatic
enzyme has five subsites, each binding one glucose
residue.153  The α-glucan chain is cleaved between
the residues bound at the second and third subsites
(numbered from the reducing end of the substrate)

by a lysozyme-like mechanism.  Endolytic enzymes,
which cleave biopolymer chains internally, are usually
thought to carry out random attack.  However, after
the initial catalytic reaction one of the polysaccharide
products of porcine pancreatic amylase action often
does not leave the enzyme.  The polysaccharide simply
“slides over” until it fully occupies all of the subsites
of the substrate binding site and a second “attack”
occurs.  An average of seven catalytic events occur
each time it forms a complex with amylase.167  Is there
a mechanism by which the enzyme deliberately pro-
motes the “sliding” of the substrate in this multiple
attack or processive mechanism168,169 or does the
dissociated product simply diffuse a short distance
while enclosed in a solvent cage?  The latter explana-
tion may be adequate for some enzymes.  In contrast
to pancreatic α-amylase a bacterial “maltogenic”
α-amylase produces principally maltose as a
product.169a,b

Digestion of starch and glycogen by α-amylases
produces a mixture of glucose, oligosaccharides, and
dextrins, which in the human body are further degraded
by �-glucosidases of the brush border membrane of
the small intestine.154  A lysosomal form of the enzyme
is missing in Pompe’s disease (Box 20-D).170,171  The
α-glucosidases are also members of the α-amylase
family.46,172  For digestion of the branched amylo-
pectin and glycogen a debranching enzyme and 
�-1,6-glucosidase activity are required.  In mammals
these activities are found in a single polypeptide chain
with separate but adjacent active sites.50,173,174  The
debranching enzyme catalyzes transfer of oligosaccha-
ride chains from α1,6-linked branch positions to new
locations at ends of chains with α1,4 linkages.  A bacte-
rial oligo-1,6-glucosidase has a catalytic site formed from

Figure 12-6  Drawing
showing the overall
polypeptide chain fold
and relative positioning
of the three structural
domains of human
pancreatic α-amylase.
Also drawn are the
locations of the calcium
and chloride binding
sites.  Overlaid is the
placement of a modified
form of the inhibitor
acarbose (p. 607) that
binds in the active site
cleft.  MolScript draw-
ing courtesy of G. Sidhu
and G. Brayer.
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D199, E255, and D329 similar to that of α-amylases.175

Another member of the α-amylase family has
principally a glycosyltransferase activity.  Cyclodextrin
glucanotransferase forms cyclodextrins (Box 4-A)
by a transferase reaction in which a 6- to 8- member
oligo-saccharyl group is transferred from a straight
amylase chain onto a protein side chain (Glu 257) and
then joins the ends of the oligosaccharide to form the
cyclo-dextrin rings (an overall double-displacement
process).176– 177b  However, large circular dextrins are
produced initially and are then converted into the
smaller cyclodextrins.178

A starch-digesting enzyme of great industrial
importance is glucoamylase, whose (α,α)6-barrel
structure is shown in Fig. 2-29.  That figure also shows
the tetrasaccharide inhibitor acarbose in the active
site.  The ring at the nonreducing end is deeply em-
bedded in the protein and, as shown in Fig. 12-7 for
the related D-gluco-dihydroacarbose, is held by many
hydrogen bonds.  This slow enzyme (kcat ~ 50 s–1 at
45°C)179 cuts off a single glucose unit, then releases

itself from the starch before releasing the glucose and
rebinding to the starch.  The catalytic acid has been
identified as the carboxyl group of Glu 179.  In Fig.
12-7 it is seen, presumably as a carboxylate group,
tightly hydrogen bonded to what is doubtless the
bridge –NH2

+– between rings A and B of the inhibitor
D-gluco-dihydroacarbose.  Thus, the complex mimics
that of a true substrate protonated on the bridge oxy-
gen, a possible first step in normal catalysis.  In accord
with this mechanism (Eq. 12-16), glucoamylase is an
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inverting enzyme.
Notice in Fig. 12-7 the abundance of polar groups,

many of which are charged.  Four carboxyl groups,
from D55, E179, E180, and E400, are present in the active
site region and participate in the hydrogen bonded
network.  Active sites of other carbohydrases differ
from that of glucoamylase.  However, the presence of
many hydrogen-bonded polar groups, including two or
more carboxyl groups, is characteristic.  As illustrated
in Figs. 9-8 and 9-9, the pH dependence of the maximum
velocity vmax is often determined by these carboxyl
groups.  At least one of them must be protonated for
maximum catalytic activity and if two are protonated
activity may fall again. Under these circumstances a
single proton bound to a molecule of enzyme may
spend a fraction of its time on each of several different
carboxylate, imidazole, or other groups.181  In the case
of glucoamylase it was concluded from the X-ray struc-
ture that the catalytic acid group, E179, is probably
unprotonated most of the time.181  However, it can still
bind to starch.  Then, after a fraction of a second a

proton may be transferred onto the
Glu 179 carboxylate and from there
to the bridge oxygen of the substrate,
inducing reaction according to Eq.
12-16.  It may even be necessary to
have enzyme protonated initially
on a group other than E179 to allow
small conformational changes to
occur prior to formation of the final
activated complex.  Such essential
conformational changes have often
been invoked for glucoamylase.182

Just as most cellulases have
special cellulose-binding domains,
glucoamylase has a compact C-
terminal starch-binding domain
(residues 509 – 616) similar to the
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corresponding domain of cellulases.183  It is connected
by a glycosylated linker to the 470-residue catalytic
subunit.  Cyclodextrin glucanotransferase also has a
starch-binding domain.184

Beta-amylases, characteristic plant and bacterial
enzymes184a, have an exo action, cutting off chain ends
two sugar units at a time as maltose.  The original α
linkage is inverted, the product being β-maltose.  The
(α/β)8-barrel structure is unlike that of glucoamylase,
but the spacing of active site carboxyl groups suggests
that a water molecule is held and activated as in glu-
coamylase.185,186  The multiple subsite structure of the
active site may permit the substrate amylase to slip
forward after a maltose product molecule leaves the
site.  This may account for the observed processive
action.186

Many specialized glycosyl transferases synthesize
glycogen, starch, cellulose, and other polysaccharides
and add glycosyl groups to glycoproteins and glyco-
lipids.187,188    Often the glycosyl group is transferred
from a carrier such as uridine diphosphate (UDP).  An
example is glycogen synthase (Fig. 11-4), which trans-
fers glucosyl groups of UDP-glucose to the 4'– OH
groups at the nonreducing ends of the bushlike glyco-
gen molecules.  Other similar synthetic reactions are
considered in Chapter 20.

Figure 12-7  Stereoscopic
view of the inhibitor D-gluco-
dihydroacarbose in its com-
plex with glucoamylase of
Aspergillus.  Residues from
symmetry-related molecules
of the enzyme are shown as
dotted lines.  Ring A at the
nonreducing end of an amy-
lase chain is thought to bind
in a similar way (with ring A
at the bottom in this figure).
Cleavage is between the A
and B rings E178 acting as a
proton donor to the bridge
oxygen (or NH for the inhibi-
tor).  The attacking nucleo-
phile is thought to be a water
molecule, which is labeled
Wat 500 and is held by the
assisting carboxylate of
E400.180  Courtesy of
Alexander Aleshin.

C. Displacement Reactions on Carbonyl
Groups

A second major class of nucleophilic displacement
reactions (Type 1B in Table 10-1) involve replacement
of a group Y attached to a carbonyl carbon:

Group Y may be – OR (esters), – SR (thioesters) or – NHR
(amides or peptides).  If B – is a hydroxyl ion formed
from H2O, the reaction is hydrolysis.  If B – is the
anion of an alcohol, thiol, or amine, the reaction is
transacylation.  Transacylation is an essential process
in biosynthesis of proteins and lipids, but it is the
digestive enzymes, which catalyze hydrolysis, that
have been studied most intensively.

Uncatalyzed hydrolysis of a peptide linkage is
very slow with t1/2 at neutral pH and 25°C of ~ 300–600
years.189  Both acids and bases catalyze hydrolysis, but
enzymes are needed for rapid digestion.  The carbonyl
group C = O is highly polarized, with the resonance
form C +– O – contributing substantially to its structure.
An attack by a base will take place readily on the
electrophilic carbon atom.  While the reactivity of the
carbonyl group in esters and amides is relatively low

R C

O

Y ++ R C

O

BB: – +H + YH

(12-17)
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because of the resonance stabilization of these groups,
the carbon atom still maintains an electrophilic charac-
ter and may combine with basic groups.  Thus, in the
base-catalyzed hydrolysis of esters a hydroxyl ion
adds to the carbonyl group to form a transient single-
bonded “tetrahedral” intermediate (Eq. 12-18).  Similar
intermediates are believed to form during the action
of many enzymes.  However, for purposes of classifi-
cation, we can regard them as simple displacement
reactions on a carbon atom with the understanding
that there are probably transient single-bonded inter-
mediates.

A large number of hydrolytic enzymes, the 
proteases, and peptidases act on peptide linkages of
proteins.190  At present the traditional name protease,
which implies proteolysis, is most often used.  How-
ever, the IUB encourages use of the name proteinase.
Although this seems less specific in meaning, its use
will probably increase.  Some proteases trim newly
formed peptide chains, others convert proteins from
precursor forms into biologically active molecules, and
others digest proteins.  In addition to endopeptidases,
such as trypsin and chymotrypsin, which cleave at
positions within a long peptide chain, there are many
enzymes that cleave amino acids from the ends of
chains.  These are usually called peptidases and are
designated aminopeptidases if they cleave from the
N terminus and carboxypeptidases if they cleave
from the C terminus.  Most of these enzymes can be
classified into serine proteases, cysteine proteases,
aspartic proteases, metallo proteases, or N-terminal
nucleophile hydrolases, depending upon the chemical
nature of the active site.  These groups are further
divided into families or “clans.”190

1.  The Serine Proteases

The digestive enzymes trypsin, chymotrypsin,
elastase, and proteinase E are related serine proteases.
All three are synthesized in the pancreas which secretes
5– 10 g per day of proteins, mostly the inactive pro-
enzymes (zymogens) of digestive enzymes.191,192

(12-18)

These proenzymes are synthesized and “packaged”
as zymogen granules which travel to the surfaces of
the secretory cells.  The contents of the granules are
secreted into the extracellular medium and are dis-
charged via the pancreatic duct into the small intestine.
At their sites of action, the zymogens are converted
into active enzymes by the cutting out of one or more
pieces from the precursor.  This occurs in a cascade-type
process triggered by enteropeptidase (historically
enterokinase), another serine protease which is secreted
by the intestinal lining.192a  Human enteropeptidase
consists of a 235-residue catalytic subunit bonded
through a disulfide bridge to a larger 784-residue
membrane-anchoring subunit.193– 195  It attacks specifi-
cally trypsinogen, converting it to active trypsin.196,197

Trypsin in turn activates the other zymogens, as is
indicated in Fig. 12-8.  Trypsin can also activate its
own zymogen, trypsinogen, in an autocatalytic process.

Chymotrypsinogen consists of a single 245-residue
chain.  The amino acid residues in chymotrypsin, tryp-
sin, and elastase are usually all numbered according to
their position in this zymogen.  Inactive proenzymes
are formed as precursors to enzymes of many different
classes and are activated in a variety of ways.  A part
of the polypeptide chain of the proenzymes is often
folded over the active site, interacting in a nonsub-
strate-like fashion and blocking the site.197a

Serine as a nucleophile.  An early clue to the
mechanism of action of chymotrypsin came from
investigation of the related acetylcholinesterase.
This key enzyme of the nervous system is inactivated
irreversibly by powerful phosphorus-containing poisons
that had been developed as insecticides and as war
gases (nerve gases, Box 12-C).  Around 1949, the nerve
gas diisopropylfluorophosphate (DFP) was shown
also to inactivate chymotrypsin.  When radioactive
32P-containing DFP was allowed to react the 32P became

C.  Displacement Reactions on Carbonyl Groups
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Figure 12-8 Cascade of reactions that activate pancreatic
proteases.  Enteropeptidase, or trypsin, cleaves the proen-
zyme (zymogen) at specific sites.
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covalently attached to the enzyme.  When the labeled
enzyme was denatured and subjected to acid hydrolysis
the phosphorus stuck tightly; the radioactive fragment
was identified as O-phosphoserine.  It was evident
that this product could be formed by an attack of the
hydroxyl group of the serine side chain on the phos-
phorus with displacment of the fluoride ion.  This is a
nucleophilic displacement on phosphorus, occurring
on an enzyme that normally catalyzes displacement
on C = O.  The DFP molecule acts as a pseudosubstrate
which reacts with the enzyme in a manner analogous
to that of a true substrate but which does not complete
the reaction sequence normally.

From study of peptides formed by partial hydroly-
sis of the 32P-labeled chymotrypsin, the sequence of
amino acids surrounding the reactive serine was estab-
lished and serine 195 was identified as the residue whose
side chain hydroxyl group became phosphorylated.
The same sequence Gly-Asp-Ser-Gly was soon discov-
ered around reactive serine residues in trypsin, throm-
bin, elastase, and in the trypsin-like cocoonase used
by silkmoths to escape from their cocoons.198  We
know now that these are only a few of the enzymes in
a very large family of serine proteases, most of which
have related active site sequences.199,200  Among these
are thrombin and other enzymes of the blood-clotting
cascade (Fig. 12-17), proteases of lysosomes, and se-
creted proteases.

Numerous serine proteases, including trypsin-like
enzymes called tryptases201– 204a and chymotrypsin-
like chymases,205– 207 are found within tissues in which
they are stored in granules of mast cells,208 neutro-
phils, lymphocytes, and cytotoxic T cells.205  Secretory
granules of mast cells present in skin and other tissues
contain high concentrations of tryptase and chymase
precursors202,206 which may be released as part of an
inflammatory response.  Tryptase may be involved in
asthma and other allergic resposes.201 Cathepsin G209

(proteinase II), neutrophil elastase, and proteinase
III210 are found in granules of neutrophils and mono-
cytes as well as in mast cells.209  Cytoplasmic granules
of cytotoxic T cells contain at least seven proteases
called granzymes that can be released to attack target
cells.211 – 213a

Many secreted proteins, as well as smaller peptide
hormones, are acted upon in the endoplasmic reticu-
lum by tryptases and other serine proteases.  They
often cut between pairs of basic residues such as KK,
KR, or RR.214– 216  A substilisin-like protease cleaves
adjacent to methionine.217  Other classes of proteases
(e.g., zinc-dependent carboxypeptidases) also partici-
pate in this processing.  Serine carboxypeptidases
are involved in processing human prohormones.218

Among the serine carboxypeptidases of known struc-
ture is one from wheat219 and carboxypeptidase Y, a
vacuolar enzyme from yeast.220  Like the pancreatic
metallocarboxypeptidases discussed in Section 4, these
enzymes remove one amino acid at a time, a property
that has made carboxypeptidases valuable reagents for
determination of amino acid sequences.  Carboxypep-
tidases may also be used for modification of proteins
by removal of one or a few amino acids from the ends.

The variety of bacterial serine proteases known
include the 198-residue �-lytic protease of Myxo-
bacter,221 a family of at least 80 subtilisins which are
produced by various species of Bacillus222– 225a as well
as by many other organisms,226 and a trypsinlike
enzyme from Streptomyces griseus.227,228 Tripeptidyl
peptidases, subtilisin-like enzymes, cut tripeptides
from the N-termini of proteins.228a,b,c  One participates
in lysosomal protein degradation and the other, an
oligomer of 138 kDa subunits, cuts precursor proteins
to form neuropeptides and other hormones (Chapter
30).

Acyl-enzyme intermediates. Serine proteases
are probably the most studied of any group of en-
zymes.229  Early work was focused on the digestive
enzymes.  The pseudosubstrate, p-nitrophenyl acetate,
reacts with chymotrypsin at pH 4 (far below the opti-
mum pH for hydrolysis) with rapid release of p-nitro-
phenol and formation of acetyl derivative of the
enzyme.

This acetyl enzyme hydrolyzes very slowly at pH 4
but rapidly at higher pH.  These experiments suggest-
ed a double displacement mechanism:
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Although the experiments with DFP suggested
that the –  O – group from Ser 195 might be the base – B –

in this equation, there was reluctance to accept this
deduction because of the very weak acidity of the
– CH2OH group.  Furthermore, the pH dependence of
catalysis suggested an imidazole group of a histidine
side chain as the attacking nucleophile B.  Indeed,
imidazoles catalyze the nonenzymatic hydrolysis
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Figure 12-9  Alpha-carbon diagram
of the three-dimensional structure of
pancreatic elastase.  A principal struc-
tural feature is a pair of β cylinders.
One of these, at the top of the figure, is
viewed end-on, while the other, at the
bottom of the figure, is viewed from a
side.  The prominent interface between
them is seen in the center.  The α-carbon
positions of the catalytic triad serine
195, histidine 57, and aspartate 102 are
marked.  As shown in Fig. 12-10 the
catalytic triad is located across the
interface between β cylinders, which
may allow for easier conformational
alterations during the action of the
enzyme.  The four disulfide bridges
and the long C-terminal helix are also
emphasized.  The cross-hatched loop
regions are residues present in elastase
but not present in chymotrypsin.  The
green shaded strand (residues 214 – 216)
is a segment that joins residues P1 and P2
of the substrate to the edge of the lower
β cylinder in an extended β structure.
The ion pair formed by aspartate 194
and isoleucine 16 during zymogen
activation is also shown, as are two
peptide carbonyl groups that protrude
into the interface area, one forming a
hydrogen bond across the interface.
Modified from a drawing of Sawyer
et al.234 which was in turn based on
the original chymotrypsin drawing of
Annette Snazle.230

C.  Displacement Reactions on Carbonyl Groups

of p-nitrophenyl acetate with formation of unstable
N-acetyl imidazoles as intermediates.  Thus, while the
stable end products of reactions with pseudosubstrates
were unquestionably derivatives of serine, the possi-
bility remained that these were side products and that
histidine was involved in transient, rapidly forming,
and reacting intermediates.  It remained for the results
of the then newly developed science of X-ray crystal-
lography to clarify this question.230

Three-dimensional structures. The structures of
chymotrypsin,199,230,231 trypsin,232,233 elastase,234,235

thrombin,236 kallikrein,237,238 and many other enzymes
are similar, with the basic fold shown in Fig. 12-9.199,228

Both Ser 195 and His 57 (or corresponding residues)
are present in the active site (Figs. 12-9, 12-10).  From
the observed positions of competitive inhibitors occu-
pying the active site, the modes of binding depicted in
Fig. 12-10A for the chymotrypsin family and in Fig.
12-10B for the subtilisin family have been deduced.
Bear in mind that the X-ray diffraction results do not
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Figure 12-10 (A) Part of
the hydrogen-bonding net-
work of trypsin and other
serine proteases with a bound
trypsin substrate (green).
Residues P1 to P3, as defined in
Fig. 12-14, have been marked.
The view is similar to that in
Fig. 12-9 but some background
lines have been omitted.  Note
the two competing hydrogen-
bonded chains passing through
C = O of residue 227 in β
cylinder 2.  One of these
chains passes through the
backbone of the substrate and
the other through residues
214 and 195 across the inter-
face between domains into β
cylinder 2.  Asp 102, His 57,
and Ser 195 of the catalytic
triad are emphasized.  Arrows
indicate probable movement of
electrons from the negative
charge of Asp 102 into the
“oxyanion hole.”  After
Metzler.85  Based on papers
of Sawyer et al.234 and Huber
and Bode.240   (B)  Stereoscopic
view showing the model sub-
strate N-succinyl-L-Ala-L-Ala-
L-Pro-L-Phe-p-nitroanilide
bound into the active site of
subtilisin BPN’.  Residues of
the catalytic triad (Ser 221,
His 64, Asp 32) and some
others are labeled.  Subsites
P1', P1, P2, P3, and P4 (see Fig.
12-14) are also labeled.  Notice
that site P3, which is near the
top in this drawing, is at the
bottom in (A).  Based on X-ray
data of R. Bott and M. Ultsch
at 0.2 nm resolution.  From
Wells and Estell.223

show where the hydrogen atoms are and that these
have been added in Fig. 12-10.  The imidazole group
of His 57 is located next to the side chain –OH group
of Ser 195 and is able to form an N---H–O hydrogen
bond to it.  The obvious conclusion is that His 57 acts
as a general base catalyst that assists in removing the
proton from the –OH of Ser 195, making that hydroxyl
group more nucleophilic than it would be otherwise.
This may happen after the –OH group has started to
add to the substrate carbonyl.

The second nitrogen atom of His 57 is hydrogen
bonded to the carboxylate group of Asp 102, which is
in turn hydrogen bonded to two other groups.  Aspar-
tate 102 has one of the few carboxylate side chains
that is buried inside the protein.  To Blow,230,231,239 the
structure suggested a charge-relay system by which
negative charges might move synchronously from Asp
102 to the imidazole which could then deprotonate the
hydroxyl group of Ser 195, allowing the serine oxygen
to add to the substrate carbonyl to form the tetrahedral

A

B
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or oxyanion intermediate, which is depicted in step b
of Fig. 12-11.  The small arrows in Fig. 12-10 also indi-
cate the movement of charge.  Blow suggested that in
the extreme case a proton might be transferred also
from the His 57 imidazole to the Asp 102 carboxylate.
However, a variety of experiments, including studies
by 15N NMR241,242 and by neutron diffraction,243 sug-
gest that the imidazole does not transfer its proton to
the carboxylate of Asp 102,244,245  unless it does so
transiently, e.g., in a transition state complex.  Instead,
the carboxylate and the imidazolium ions formed by
protonation of His 57 probably exist as a tight ion pair:

Support for this concept is provided by 1H NMR
studies which have identified a downfield resonance
of the hydrogen-bonded proton in this pair at ~18 ppm
in chymotrypsinogen and chymotrypsin at low pH and
at ~ 14.9 – 15.5 ppm at high pH values.246,247  Similar
resonances are seen in the α-lytic protease,248 in sub-
tilisin,249 in adducts of serine proteases with boronic
acids250,251 or peptidyl trifluoromethyl ketones,252 in
alkylated derivative of the active site histidine,253 and
in molecular complexes that mimic the Asp-His pair
in the active sites of serine proteases.254

The catalytic cycle. Figure 12-11 depicts the
generally accepted sequence of reactions for a serine
protease.  If we consider both the formation and the
subsequent hydrolysis of the acyl-enzyme intermediate
with appropriate oxyanion intermediates, there are at
least seven distinct steps.  As indicated in this figure,
His 57 not only accepts a proton from the hydroxyl

Figure 12-11  Sequence
of chemical reactions
involved in the action of
a serine protease.  The
oxyanion hole structure
has been omitted in the
right-hand column.  The
imidazole ring may
rotate, as indicated by
the green arrow, to
provide two different
conformations.
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group of Ser 195 (step b) but probably also functions in
protonation of the – NH – R’ leaving group (step c).  An
unprotonated – NH – R’ would be such a poor leaving
group that the oxyanion intermediate would not go on
to acyl-enzyme.  However, donation of a proton to that
leaving group from the protonated His 57 (general
acid catalysis) permits elimination of H2N– R’ (step c).
The product of this step is the acyl-enzyme intermedi-
ate which must be hydrolyzed to complete the cata-
lytic cycle.  This is accomplished through steps d– f of
Fig. 12-11.  The product R’– NH2 is replaced by H2O,
which, in steps paralleling steps b and  c, is converted
to an HO – ion that serves as the attacking nucleophile
to form (in step e) a second oxyanion intermediate
which is cleaved to the second product R – COOH.
The water molecule that enters in step d, and which
participates in hydrolysis of the acyl enzyme, has
apparently been observed directly by time-resolved
Laue crystallography at low temperature.255

The catalytic triad.  The significance of the
charge-relay effect may not be fully understood but
the importance of the Ser·His·Asp cluster, which has
become known as the catalytic triad, cannot be doubted.
It has evolved independently in several subfamilies of
bacterial and plant proteases, a well-known example
of “convergent evolution.”  This triad is also found
throughout a broad range of many different kinds of
enzymes and other proteins.  In pancreatic enzymes
the catalytic triad consists of Ser 195·His 57·Asp 102
but in the bacterial subtilisin it consists of  Ser 221·His
64·Asp 32 and in a wheat serine carboxypeptidase it
is Ser 146·His 397·Asp 338.219  In all three cases the
folding patterns of the polypeptides are entirely differ-
ent but the geometry of the triad is the same.  Another
folding pattern is seen in a protease encoded by cyto-
megalovirus, which contains an active site Ser 132·His
63 pair.256,257

Investigation of a host of mutant proteins also
demonstrates the importance of the catalytic triad.
For example, if either the histidine or the serine of the
triad of subtilisin was replaced by alanine the catalytic
activity decreased by a factor of 2 x 106 and replace-
ment of the aspartate of the triad by alanine decreased
activity by a factor of 3 x 104.229,258  When Asp 102 of
trypsin is replaced by asparagine the catalytic activity
falls by four orders of magnitude.259  This may be in
part because the histidine in this mutant is hydrogen
bonded to Asn 102 as the tautomer with a proton on
Nε, the nitrogen that should serve as the catalytic base
in step b (Fig. 12-11).260  A mutant in which Ser 214
(see Fig. 12-10) was replaced with alanine is fully
active but charged residues in this position interfere
with catalysis.261

Does the “low-barrier hydrogen bond” in the
catalytic triad play any special role in catalysis?
Blow’s suggestion of a charge relay from Asp 102 to

Ser 195 of chymotrypsin is probably correct.  Some
theoretical calculations have indicated the possibility
of synchronous movement of the two protons in the
system during step a of the sequence shown in Fig.
12-11, with the proton in the strong hydrogen bond
to Asp 102 moving away from His 57 and toward the
midpoint distance of the hydrogen bond.  Could the
presumed high energy of the short hydrogen bond
be harnessed to lower the transition state energy?  A
realistic possibility is that the hydrogen bond increases
the polarizability of the catalytic triad, facilitating
movement of the substrate to the transition state.
Cassidy et al. suggested that the strong hydrogen bond
may be formed by compression of the triad resulting
from binding of substrate in the S1 and S2 subsites.252

They suggested that this would raise the pKa of His 57
from ~ 7 in the free enzyme to 10 – 12, high enough to
enable it to remove the proton from the Ser 195 – OH
group and low enough to allow the protonated form to
be the proton donor to the leaving group (step c, Fig.
12-11).

The “oxyanion hole.” A third mechanism by
which an enzyme can assist in a displacement reaction
on a carbonyl group is through protonation of the
carbonyl oxygen atom by an acidic group of the en-
zyme (Eq. 12-21).  This will greatly increase the posi-
tive charge on the carbon atom making attack by a
nucleophile easier and will also stabilize the tetrahedral

intermediate.  Although the carbonyl oxygen is very
weakly basic, it can interact with a suitably oriented
acidic group of the enzyme.  In many serine proteases
this acidic function is apparently fulfilled by NH
groups of two amide linkages.  In chymotrypsin these
are the backbone NH groups of Ser 195 and Gly 193
(Figs. 12-10,12-12).  No actual transfer of a proton to
the carbonyl oxygen of the substrate is expected.
However, the NH groups are positive ends of amide
dipoles and can interact electrostatically with the
negative charge that develops on the oxyanion.  The fit
of substrate into the oxyanion hole between the two
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NH groups is apparently good only for the tetrahe-
drally bonded oxyanion intermediate,262 a structure
thought to be close to that of the transition state.  The
importance of the oxyanion hole for catalysis has been
supported by theoretical calculations245 and by the
study of mutant enzymes.263  In subtilisin, in which a
side chain of asparagine forms part of the oxyanion hole,
replacement of Asn with the isosteric Leu causes kcat to
fall by a factor of about 200 while Km is unaffected.264

It is also of interest that thiono ester substrates, in
which the C = O of an oxygen ester has been replaced
by C = S, bind with normal affinity to chymotrypsin
but are not hydrolyzed at significant rates.265

The formation of the oxyanion intermediate during
serine protease action is also supported by the existence
of tetrahedral forms of enzymes inhibited by substrate-
like aldehydes.  The – OH group of Ser 195 can add to
the carbonyl group to form hemiacetals.  For example,
a 13C-enriched aldehyde whose carbonyl carbon had a
chemical shift of 204 ppm gave a 94 ppm resonance as
it formed the tetrahedral hemiacetal with one of the
inhibitory aldehydes, N-acetyl-L-Leu-L-Leu-L-arginal

(leupeptin; Box 12-C).  A natural product from a
species of Streptomyces, this aldehyde inhibits trypsin
and several other enzymes strongly.266  Adducts of
wheat serine carboxypeptidases with aldehyde inhibi-
tors have also been observed.267  While the carbonyl
group of the substrate amide linkage that is to be
cleaved apparently can’t form strong hydrogen bonds
to the NH groups of the oxyanion hole, that of the
acyl-enzyme intermediate can, as judged by resonance
Raman spectroscopy.268,269  The strength of the hydro-
gen bonding, as judged by the stretching frequency of
the C = O group, is correlated with the reactivity of the
acyl group.269

Chymotrypsinogen and related proenzymes have
extremely low catalytic activity even though a major
part of the substrate binding site as well as the catalytic
triad system are already in place.  However, the oxy-
anion hole is created during activation of the proen-
zyme by a subtle conformational change197,262,271 that
involves the chain segment containing Gly 193 (Fig.
12-12).  This is further evidence of the importance of
this part of the active site structure.

C.  Displacement Reactions on Carbonyl Groups

Figure 12-12  Formation of the oxyanion hole following cleavage of trypsinogen between Lys 15 and Ile 16.  (A)  Stereoscopic
view.  (B)  Schematic representation.  The newly created terminal –NH3

+ of Ile 16 forms a hydrogen-bonded ion pair with the
carboxylate of Asp 194.  This breaks the hydrogen bond between Asp 194 and His 40 in trypsinogen, inducing the peptide
segment 192–194 to shift from an extended conformation to a helical form in which the NH groups of Gly 193 and Ser 195 form
the oxyanion hole.  Notice that the positions and interactions of Asp 102, His 57, and Ser 195, the catalytic triad, are very little
changed.  From Birktoft et al.270
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Stereoelectronic considerations. The amide
group that is cleaved by a protease is a resonance hybrid
of structures A and B of Fig. 12-13.  The unshared pair
of electrons on the nitrogen atom of structure A and the
third unshared pair on the oxygen atoms of structure B
(shaded orbitals) have been drawn in this figure in such
a way that they are anti-periplanar to the entering
serine oxygen.  This is required in the transition state
according to stereoelectronic theory.  The newly created
(shaded) electron pair on oxygen is one of those that
hydrogen bonds to an NH group of the oxyanion hole.
The tetrahedral intermediate has another unshared pair,
which is not hydrogen bonded, and is antiperiplanar to
the HN-R leaving group.  Thus, it appears to be set up
for easy elimination.  Nevertheless, there is some doubt
about the need for adherence to the stereoelectronic
“rule” that two antiperiplanar lone pairs are necessary
for elimination.

There is another complication.  The leaving group
– NH – R’ cannot be eliminated from the oxyanion until
it is protonated, presumably by the imidazolium group
of His 57.  However, the proton on His 57 will be
adjacent to the proton that is already on this nitrogen
rather than to the unshared pair of electrons on the
same nitrogen atom.  A conformational change in
which the tilt of the catalytic imidazole ring is altered
(step b’, Fig. 12-11) or in which the ring rotates, may
have to precede the protonation of the leaving group
(step c, Fig. 12-11).272– 274b  This change may be assisted
by the presence of positive charge on the protonated
imidazole, but it still does not solve the problem.

Bizzozero and Butler suggested that a rapid inversion
of this chiral center on the – NH – R’ group may be
required prior to protonation and  elimination.273

This would explain their observation that N-alkylated
peptide linkages of otherwise fast substrates are not
cleaved by chymotrypsin.  A high-resolution structure
determination demonstrated that a very slow elastase
substrate that contains N-methylleucine at the cleavage
site forms a normal ES complex.275  However, inversion
would be hindered by the N-methyl group.  An alter-
native in inversion would be a torsional rearrangement
of the substrate during binding.276  The structure of
an acyl-enzyme intermediate with elastase has been
determined by crystallographic cryoenzymology.  The
intermediate was allowed to accumulate at – 26°C,
after which the temperature was lowered to – 50°C and
the structure determined.  The structure shows the
carbonyl group in the oxyanion hole as anticipated.277

pH dependence. A plot of kcat /Km for chymo-
trypsin is bell shaped with a maximum around pH 7.8
and pKa values of 6.8 and 8.8.  These represent pKas of
the free enzyme (Eq. 9-57).  That of 6.8 has been shown
to represent His 57.  As the pH is lowered from the
optimum the affinity for substrate falls off as His 57
becomes protonated.  The high pKa of 8.8 is thought
to belong to the N-terminal amino group of Ile 16, a
group that is generated during the conversion of the
proenzyme to active enzyme.278  The Ile 16 amino
group forms an ion pair with Asp 194 (Fig. 12-12B)
which is next to the serine at the active center.  This

salt linkage helps to hold the enzyme in the
required conformation for reaction and its
deprotonation at high pH causes a decrease
in substrate affinity.279

The value of kcat is also pH dependent
and falls off at low pH around a pKa value
of from 6 – 7 depending upon the substrate.
However, no higher pKa affects kcat in the
experimentally accessible range.  These
results provide the basis for believing that
an unprotonated His 57 is needed in the ES
complex for catalysis to occur.  Similar
conclusions have been reached for other
serine proteases.

Substrate specificity. Like most other
enzymes, proteases display distinct prefer-
ences for certain substrates.  These are often
discussed using the nomenclature of Fig.
12-14.  The substrate residue contributing
the carbonyl of the amide group to be cleaved
is designated P1 and residues toward the
N terminus as P2, P3, etc., as is shown in
Fig. 12-14.  Residues toward the C terminus
from the peptide linkage to be cleaved are
designated P  1’, P  2’, etc. Chymotrypsin acts
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most rapidly if the P1 residue is one of the aromatic
amino acids.280  Thus, the S1 part of the substrate
binding site must bind preferentially to large, flat
aromatic rings.  The crystal structure of chymotrypsin
showed this site to be composed of nonpolar side chain
groups.  On the other hand, in trypsin the specificity
portion of the S1 site is a deep “specificity pocket”
containing a fixed negative charge provided by the
carboxylate side chain group of Asp 189.  This explains
why trypsin acts only upon peptide linkages containing
the positively charged arginine or lysine residues in
the P1 position.  In elastase the specificity pocket is
partly filled by nonpolar side chains and the enzyme
can accommodate only small P1 side chains such as the
methyl group of alanine.  Replacement of Asp 189 of
trypsin by lysine led to the predicted loss of specificity
for basic side chains.  However, the mutant enzyme
did not become specific for negatively charged side
chains.281  This is presumably because the lysine – NH3

+

group was not located in the same position as the Asp
189 carboxylate as a result of a different packing of
side chains between native and mutant enzymes.
Residues P1’ and P2’ also have major effects on substrate
binding by serine proteases.282– 284  Now many mutant
forms of subtilisin225,285 and other serine proteases are
being made and are yielding a more sophisticated
understanding of the basis of the specificity of these
enzymes.  An important factor that has emerged is
flexibility of surface loops in allowing an enzyme to
adjust its structure to give a better fit to some sub-
strates.286,287  The specificity of the serine proteases is
also being exploited in the design of specific inhibitors
(Box 12-D).

Many serine proteases react with p-nitrophenyl-
acetate to give acetyl enzymes.  However, its rate of

C.  Displacement Reactions on Carbonyl Groups

Cleavage

S5 S4 S3 S2 S1 S1’ S2’ S3’

N
H

N
H

O R3

P3

P4

R4 O

N
H

N
H

O R1

P1

P2

R2 O

N
H

N
H

O R2’

P2’
P1’

R1’ O

N
H

N
H

O

P3’

R3’

R5

P5

O

N
H

N
H

N
H NH

N
H

OOO

O O

N
H

N
H

Val 216
Ser 214 41218

S5 S4 S3 S2 S1 S1’ S2’

Gly 193

Ser 195

S3’

Figure 12-14 Standard nomenclature used to define the residues P1, P2 . . .
toward the N terminus and P1', P2' . . . toward the C terminus of a peptide
substrate for a protease.  The corresponding subsites of the protease are desig-
nated S1, S2 . . .  S1', S2'.

hydrolysis to give acetate is orders of magnitude slower
than that of acyl-enzymes derived from small substrates
such as the chymotrypsin substrate N-acetyltyrosine
amide.

In addition to the specificity-determining P1 aromatic
side chain, the amide groups of this substrate can form
specific hydrogen bonds to the protein (Fig. 12-10).
These hydrogen bonds presumably help the enzyme
to recognize the compound, which is bound with
Km of ~ 0.03 M and is hydrolyzed (with liberation of
NH3)288,289 with kcat ~ 0.17 s–1.

What happens when the length of the substrate
is extended in the direction of the N terminus?  The
tyrosyl residue in the foregoing compound may be
designated P1.  For extended substrates which contain
P2, P3, and additional residues (this includes most
natural substrates) the Km values decrease very little
from that of short substrates despite the larger number
of “subsites” to which the substrate is bound.  However,
the maximum velocity is often much greater for the
extended substrates than for short ones.  Thus, for
N-acetyltyrosyl-glycine amide Km is 0.017 M, only a
little less than for N-acetyltyrosine amide, but kcat is
7.5 s–1, 440 times greater than for the shorter sub-
strate.229,288,289  Other examples have been tabulated

by Fersht.279

These observations suggest
that the binding energy that would be
expected to increase the tightness of
binding is, instead, causing an increase
in Vmax

279,290 that is, it is reducing the
Gibbs energy of activation.  How can
this be?  Imagine that as the extended
substrate binds, for example, into
the subsite S2 (which binds residue
P2), it must compress a spring in the
enzyme.  Could not the compressed
spring now provide a source of
energy for assisting in peptide bond
cleavage?  If this is the case, we must
ask “what are the springs?”  Are
there amide linkages of the peptide
backbone that are distorted when
the substrate hydrogen bonds into
the site?  How is the distortion
transmitted to the active site and
how does it stabilize the transition
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state?  We are far from understanding the answers to
these questions.  However, it is of interest that one chain
of H-bonds that passes through the amide between P1
and P2 also passes through a carbonyl group of a β
bulge (Fig. 12-10).  A second chain of H-bonds that
connects to the same β bulge passes through the back-
bone amide of the active site Ser 195, across the inter-
face between the two domains, and through the back-
bone of the second β cylinder.85  Perhaps when substrate
binds, the strengthening of the first H-bond chain
weakens the second through competition at the β bulge,
allowing some subtle rearrangement in the active site
structure.  We are talking here about the P1– P2 amide.
What happens at P2– P3, and further along the chain in
both directions?  It is important to understand these
effects; the phenomenon of increased reaction rate for
longer, more specific substrates is observed with many
proteases and other enzymes as well.

Another difference between small substrates and
longer, more specific substrates has been found in
studies of the effects of changing the solvent from pure
H2O to mixtures containing an increasing mole fraction
of 2H2O.  This is called a proton inventory.291  For
the serine proteases the rates are decreased as the 2H
content of the solvent increases, a fact that suggests
that some step involving a proton transfer, for example,
the deprotonation of Ser 195, is rate limiting.  For simple
substrates, the effect is directly proportional to the mole
fraction of 2H.  However, for extended substrates, a
quadratic dependence on the mole fraction of 2H is
observed.  This suggests that a process involving syn-
chronous transfer of two protons, as in the postulated
charge relay system, may be more important in extended
substrates than in simple ones and may account for
the more rapid action on these substrates.290,292  How-
ever, other interpretations of the data are possible,
leaving this conclusion uncertain.229,291

2.  The Cysteine Proteases (Thiol Proteases)

Papain from the papaya is one of a family of
enzymes that includes bromelain of the pineapple,
ficin of the fig, and actinidin of the kiwifruit.293

Additional cysteine proteases294 from the latex of
the papaya tree Carica papaya are known as caricain,
chymopapain,294 and glycyl endopeptidase.295  All
are members of a large superfamily which includes at
least 12 mammalian enzymes and many others from
both eukaryotic and prokaryotic organisms.296  All
share with papain a characteristic structure which was
determined by Drenth and coworkers in 1968.297  The
participating nucleophile in the active sites of these
enzymes is an SH group, that of Cys 25 in papain.  An
adjacent imidazole from His 159 removes the proton
from the SH group to form a thiolate-imidazolium
pair.298– 300

The close proximity of the imidazolium group greatly
lowers the microscopic pKa of the Cys 25 thiol group
and the proximity of the resulting hydrogen-bonded
S– group greatly raises the microscopic pKa of the
imidazolium group.

Studies of the pH dependence of Vmax /kcat (Eq. 9-57)
reveal a bell-shaped dependence on pH with pKa
values301,302 of ~ 4 and ~ 9.  However, the ion pair is
formed at a pH below four with apparent pKa values
of 2.5, 2.9, and 3.3 for ficin, caricain, and papain, re-
spectively.302  These low values can be assigned princi-
pally to Cys 25 with only very small contributions from
His 159 (see Eq. 6-75).  A third pKa, perhaps of a nearby
carboxylate from Glu 50, affects the rate.  For caricain
the nearby Asp 158 (Fig. 12-15) has been implicated.303,304
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As shown in Fig. 12-15, the side chain of Asn 175
provides papain with a third member of a catalytic triad
analogous to that of serine proteases.305  Glutamine 19,
together with the peptide backbone NH of Cys 25, pro-
vides an oxyanion hole.306– 308  Many studies, including
structure determinations on bound aldehyde and other
inhibitors, and observation by 13C NMR309 indicate that
thiol proteases act by addition of the thiolate anion to the
peptide carbonyl of the P1 residue, just as in step b of
Fig. 12-11 (see also Fig. 12-12) for serine proteases.308,310

However, alternative sequences of proton transfer have
been suggested.311  A possible role for a strong hydrogen
bond has also been proposed.310  For a detailed discussion
see Brocklehurst et al.312

Most of the lysosomal proteases called cathepsins
are small 20-  to  40-kDa glycoproteins found in all
animal tissues.313  Most are cysteine proteases which
function best and are most stable in the low pH reducing
environment of lysosomes.  They resemble papain in
size, amino acid sequence, and active site structures.
Papain is nonspecific but most cathepsins have definite
substrate preferences.  Cathepsin B is the most abun-
dant.  There are smaller amounts of related cathepsins
H (an aminopeptidase)314 and L315 and still less of cathep-
sins C, K, and others.  Cathepsin B is both an endopep-
tidase and an exopeptidase.316  It acts on peptides with
arginine at either P1 or P2 but also accepts bulky hydro-
phobic residues in P1 and prefers tyrosine at P3.317

Cathepsin S is less stable at higher pH than other
cathepsins and has a more limited tissue distribution,
being especially active in the immune system.318,319

Cathepsin K is especially abundant in the bone
resorbing osteoclasts (Chapter 8).  It is essential to
normal bone structure and its absence is associated
with the rare hereditary disease pycnodysostosis
(pycno) which causes short stature, fragile bones, and
skull and skeletal deformities.320  It may also play a
role in the very common bone condition osteoporosis.
Cathepsin C is also called dipeptidyl peptidase.  It
removes N-terminal dipeptides from many intracellular
proteins activating many enzymes, including some
other cathepsins.321,322  A prohormone thiol protease
cleaves peptide chains between pairs of basic residues,
e.g., in the brain peptide precursor proenkephalin
(Chapter 30), and also on the N-terminal side of argi-
nine residues.323 Pyroglutamate aminopeptidase
removes pyroglutamyl (5-oxoprolyl) groups from amino
termini of some peptides and proteins (see Fig. 2-4).324

Another cysteine protease cleaves isopeptide linkages
such as those formed by transglutaminase or those
involving ubiquitin (Box 10-C).325  Another cysteine
protease present in animal tissues was recognized by
its ability to hydrolyze the anticancer drug bleomycin.
This bleomycin hydrolase is a hexamer with a central
channel lined with papainlike active sites as in the
proteasome structure (Box 7-A)326  The enzyme also
binds to DNA.327  Unfortunately, cancer tissues often

contain high levels of the enzyme, whereas it is low in
skin and lung tissues, which are damaged by bleomycin.

The Ca2+-dependent neutral proteases called
calpains are found within the cells of higher animals.
The 705-residue multidomain peptide chain of a chicken
calpain contains a papain-like domain as well as a
calmodulin-like domain.328  It presumably arose from
fusion of the genes of these proteins.  At least six
calpains with similar properties are known.329  Some
have a preference for myofibrillar proteins or neuro-
filaments.330  They presumably function in normal
turnover of these proteins and may play a role in
numerous calcium-activated cellular processes.331–332a

A group of cysteinyl aspartate-specific proteases
(caspases) play an essential role in programmed cell
death (apoptosis).333 – 335  Recall that nematodes are cell-
constant organisms.  For maturation of Caenorhabditis
elegans 131 programmed cell deaths must occur at
specific stages of development.  An essential gene
for this process was identified and named CED-3.
Deletion of this gene completely blocked the death
of these cells. CED-3 encodes a cysteine protease that
is highly homologous to the mammalian interleukin-
1�-converting enzyme (ICE or caspase 1) which
cleaves the 31-kDa pro-interleukin-1� to form the
active 175 kDa species of this cytokine (Chapter 30).
At least ten caspases are known and many observations
have confirmed their role in apoptosis (see also Chap-
ter 32).  In caspases 1 and 2 the side chains of Cys 285
and His 237 form the catalytic dyad and peptide NH
groups of Cys 285 and Gly 238 form the oxyanion
hole.333

Parasites often use proteases in attacks on their
hosts.  The cysteine protease cruzain is secreted by
the trypanosomes that cause Chagas’ disease and is
essential to their survival within the human body.336,337

Cruzain is consequently an attractive target for devel-
opment of drugs for treating this major disease.

Among cysteine proteases of bacteria is a papain-
like enzyme from Clostridium histolyticum with a speci-
ficity similar to that of trypsin.338  The anaerobic
Porphyromonas gingivalis, which is implicated in perio-
dental disease, produces both arginine- and lysine-
specific cysteine proteases designated gingipains.339,339a

Some virally encoded cysteine proteases, including
one from the polio virus, have trypsin-like sequences
with the serine of the catalytic triad replaced by cys-
teine.340,341  A human adenovirus protease also has a
Cys·His·Glu triad but a totally different protein fold.342

Zymogens of cysteine proteases usually have a
long terminal extension which is removed, some-
times by autoactivation.  Propapain has a 107-residue
extension.343  The 322-residue cathepsin B carries an
unusually short 62-residue extension in its proenzyme
form.315,343,344  In every case the N-terminal extension
folds into a domain, one of whose functions is to block
the active site cleft.

C.  Displacement Reactions on Carbonyl Groups
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3.  N-terminal Nucleophile Hydrolases and
Related Enzymes

The most recently discovered group of proteases
are the N-terminal threonine hydrolases of the multi-
catalytic protease complex (MPC) of proteasomes.
The enzymes are arranged in a regular array inside
proteasomal compartments as shown in Box 7-A.  The
active site is a catalytic dyad formed from the amino
group at the N terminus of the β subunits.345–346a

Proteasomes of Thermoplasma contain a single type of β
subunit but eukaryotic proteasomes contain subunits
with at least three distinct substrate preferences.347– 349c

They all appear to use the same hydrolytic mechanism
but in their substrate specificities they are chymotrypsin-
like, peptidylglutamyl-peptide hydrolyzing, branched
chain amino acid preferring, and small neutral amino
acid preferring based on the P1 amino acid residue.  In
the spleen some of the β subunits of the proteasomes
appear to have been replaced by proteins encoded by
the major histocompatibility complex of the immune
system (Chapter 31).347  This may alter the properties
of the proteasome to favor their function in antigen
processing.  Proteasomes are also ATP- and ubiquitin-
dependent, as discussed in Section 6.

The enzyme glucosylasparaginase (aspartylgluco-
saminidase) is one of a group of other enzymes that use
N-terminal threonyl groups as catalytic dyads.346,350– 353

It removes N-linked glycosyl groups from asparagine
side chains of proteolytically degraded proteins and,
as indicated on the accompanying structural formula,
releases free aspartate and a 1-amino-N- acetylgluco-
samine-containing oligosaccharide.  The amino group
is then released as NH3 from the product by acid
catalysis in the lysosome.350

Glutamine PRPP amidotransferase (Fig. 25-15) and a
penicillin acylase have similar active sites and overall

structures.354  The – NH2 group is basic enough in the
environment of the protein to remove the proton from
the threonine – OH group, activating it as indicated
below.  Several serine proteases use an – NH2 group of
a lysine to form a serine·lysine dyad.346

Among these are the well-known E. coli leader pepti-
dase355,356 and other signal peptidases.357  These are
integral membrane proteins that cleave N-terminal
signal sequences from proteins incorporated into plasma
membranes.  Another enzyme of this class is the lexA
repressor and protease discussed in Chapter 28.

A specific inhibitor of the major proteasomal activi-
ties is lactacystin, a compound formed by Streptomyces.
Lactacystin is converted reversibly, by loss of N-acetyl-
cysteine, into a β-lactone known as clasto-lactacystin.
The N-terminal amino group attacks the reactive four-
membered ring of the lactone (Eq. 12-22).358,359

N
C

C
N

Enzyme

H O

C
O

H
CH3

H

H

H

C O (substrate)

H Hydroxyl · α-amine
catalytic dyad

N
C

COO

NH3O

H
O

HO

NH

Oligosaccharide

OH

CO
CH3

H2O
–

+

N
H

H

O CH2

H
Serine

Lysine

NH

O

H3C

HO

C S
COOH

N C

CH3

O

O

CH3

CH3

HO

NH

O

H3C

O
C O

N

CH 3
O

Enzyme

H

N

H

O

H
HNH

O

H3C

HO
C

H

O

OH

N

CH3
O

Enzyme

H

H3N

O

Lactacystin

H

clasto-Lactacystin
β-lactone

N-Terminal threonine

Inhibited enzyme

H

OH

+

N-Acetylcysteine

(12-22)



621

The active sites of the N-terminal nucleophile
hydrolases are generated autocatalytically.360 – 362  A single
peptide chain is cleaved to form α and β chains as in
the following diagram.  An activating nucleophile such
as histidine removes a proton from an adjacent threo-
nine – OH and the resulting alkoxide ion attacks the
adjacent peptide linkage, presumably via a tetrahedral
intermediate, to form an ester linkage.  Compare this
sequence with reactions in Box 12-A and Eq. 14-41.  Hydro-
lysis generates the N-terminal threonine as indicated:

 4.  The Aspartic Proteases

A fourth large group of protein-hydrolyzing en-
zymes consists of pepsin of the stomach363 and related
enzymes.364  Each of these ~ 320-residue proteins is
folded into two domains which associate with a pseudo-
twofold axis of symmetry that passes through the active
site.365  A second human gastric aspartic proteinase is
gastricsin.365  The related chymosin (rennin),366 which
is obtained from the fourth stomach of the calf, causes
a rapid clotting of milk and is widely used in manufac-
ture of cheese.  Pepsin has a broad specificity but cleaves
preferentially between pairs of hydrophobic residues,
converting proteins into soluble fragments.  It is un-
usual in being able to cleave X-Pro peptide bonds.367

Chymosin has a more restricted specificity, cutting
the κ-casein of milk between a Phe–Met bond.  This
decreases the stability of the milk micelles, inducing
clotting.366  The serum protein renin (distinct from
rennin), the lysosomal cathepsins D and E,368– 370 an
aspartyl aminopeptidase,371 and various fungal
proteases are also closely related.372– 375  Renin,376,377

which is synthesized largely in the kidneys, is involved
in blood pressure regulation (Box 22-D).  More distantly
related aspartic proteases are encoded by retroviruses.

The pepsin family is most active in the low pH
range 1– 5.  All of the enzymes contain two especially
reactive aspartate carboxyl groups.378  One of them
(Asp 215 in pepsin) reacts with site-directed diazoni-
um compounds and the other (Asp 32) with site-
directed epoxides.379  It is attractive to think that one
of these carboxyl groups might be the nucleophile in a
double displacement mechanism.  The second carboxyl
could then be the proton donor to the cleaving group.

The acyl-enzyme would be an acid anhydride.  How-
ever, X-ray studies on pepsin363,380 and on related fungal
enzymes such as penicillopepsin381 and others373,375

suggested a different possibility:  A water molecule,
hydrogen bonded to one of the active site Asp carb-
oxylates or bridging between them, becomes the
nucleophile.  A proton, held by the carboxylate pair,
protonates the substrate carbonyl to facilitate nucleo-
philic attack.381  This is illustrated in Eq. 12-23 but with-
out detail.  Several intermediate sequences of reaction
steps are possible.382  At the beginning of the sequence
one of the two symmetrically placed carboxylates is
protonated while the other is not.  Also notice that
although the active site is symmetric, the substrate is
bound asymmetrically as determined by its hydrogen
bonding into an extended binding site.

A characteristic feature of catalysis by the aspartic
proteases is a tendency, with certain substrates, to cata-
lyze transpeptidation reactions of the following type.

Acetyl-Phe-Tyr + Acetyl-Phe* → Acetyl-Phe*-Tyr

Here Phe* is an isotopically labeled residue.  Although
such reactions suggested the possibility of some kind
of activated amino group on the tyrosine that is cut off
in the initial cleavage of the unlabeled substrate, it is
more likely that the released tyrosine stays in the
active site,383 while the acetyl-Phe fragment exchanges
with acetyl*-Phe.
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BOX 12-C  SYNTHETIC PROTEASE INHIBITORS

One of the goals of synthetic medicinal chemis-
try is to design potent inhibitors of clinically impor-
tant proteases.  Elastase inhibitors may be useful for
treatment of emphysema, pancreatitis, and arthritis,a,b

while inhibitors of the angiotensinogen-converting
enzyme or of renin (Box 22-D) can help control blood
pressure.  Inhibition of thrombin, factor Xa, or other
blood clotting factors (Fig. 12-17) may prevent blood
clots and inhibition of the cytosolic tryptase may
provide a new treatment for asthma.  Inhibition of
the cysteine protease cathepsin K may help combat
osteoporosis and inhibition of cysteine proteases of
corona viruses may fight the common cold.  Cysteine
proteases of schistosomes are also targets for pro-
tease inhibitors.c

Many chemical approaches are used in design-
ing inhibitors.  Often, a naturally occurring inhibitor
provides a starting point.  The availability of high-
resolution structures of the target enzymes and of
various enzyme-inhibitor complexes assists in the
rational design of tight-binding inhibitors.  Use of
combinatorial chemistry (Chapter 3)d is another
source of potential inhibitors.  To be of practical use
in medicine many criteria of stability, solubility, and
low toxicity must be met.  While most inhibitors
are disappointing as drugs, their use in laboratory
experimentation has clarified a great deal of bio-
chemistry.

A straightforward approach is to hunt for short
polypeptides that meet the specificity requirement
of an enzyme but which, because of peculiarities
of the sequence, are acted upon very slowly.  Such
a peptide may contain unusual or chemically
modified amino acids.  For example, the peptide
Thr-Pro-nVal-NMeLeu-Tyr-Thr (nVal = norvaline;
NMeLeu = N-methylleucine) is a very slow elastase
substrate whose binding can be studied by X-ray
diffraction and NMR spectroscopy.e  Thiol proteases
are inhibited by succinyl-Gln-Val-Val-Ala-Ala-p-
nitroanilide, which includes a sequence common to
a number of naturally occurring peptide inhibitors
called cystatins.f  They are found in various animal
tissues where they inhibit cysteine proteases.

 A group of inhibitors such as leupeptin have
C-terminal aldehyde groups.  Small oligopeptides
with this structure and with appropriate specificity-
determining side chains form tetrahedral hemiace-
tals, which may mimic transition state structures,
at the active sites of the target enzymes.g,h

Leupeptin is a slow, tight-binding inhibitor of
trypsin.  Some peptide aldehydes are potent, revers-
ible inhibitors of cysteine proteases forming hemith-
ioacetals with the active site cysteine.i  Similarly,
peptide nitriles form thioimidate adducts.h

The peptide boronic acids form adducts with
the active site serine of serine proteases.j– l

However, both X-ray crystallographym and 11B
NMRn have shown that imidazole of the catalytic
triad may also add to the boronic acid and that a
tetrahedral adduct with both the serine oxygen and
histidine nitrogen covalently bonded to boron can
also be formed.m  Thus, in reversibly inhibited
enzymes a mixture of different chemical species
may exist.  Inhibitors can be designed to bind more
tightly by providing additional bonding opportuni-
ties.  For example, a suitably placed cyano group on
a phenylalanine ring in the P1 position of thrombin
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BOX 12-C  (continued)

or other serine proteases can form a hydrogen bond
to the peptide NH of Gly 219 (see Fig. 12-9).o

Numerous synthetic active-site directed or
enzyme-activated irreversible inhibitors have been
designed.p  For example, the following chloroketone
inhibits chymotrypsin but does not act on trypsin.
The corresponding structure with a lysine side
chain (TLCK) inhibits only trypsin.  These affinity
labeling compounds initially bind noncovalently
at the active site.

However, α-chloroketones are powerful alkyl-
ating agents and the bound inhibitor attacks His
57 of the catalytic triad system.  The reaction is
probably more complex than is indicated in the fore-
going equation and may involve an epoxy ether
intermediate.q  Many other peptide chloromethyl
ketone inhibitors have been devised.q,r

Isocoumarins inactivate many serine proteases.
For example, 7-amino-4-chloro-3-methoxyisocoumarin
acylates serine 195 of elastases as follows.s

Many other enzyme-activated inhibitors are being
developed.c,d,t

Epoxy groups, such as that of E-64, a compound
isolated from the culture medium of a species of
Aspergillus, react irreversibly with the active site
thiolate group of cysteine proteases.i,u,v  Related
epoxides may become useful medications against
abnormal cathepsin levels.

 All of the aspartic proteases are inhibited by
pepstatin, a peptide produced by some species of
Actinomyces and which contains two residues of the
unusual amino acid statine (sta).w  Pepstatin has
the sequence Isovaleryl-L-Val-L-Val-Sta-L-Ala-Sta.

The statine residue mimics the noncovalently bonded
tetrahedral intermediate, permitting formation of a
very tight complex.  Pepstatin is a poor inhibitor of
human renin but its existence has inspired the syn-
thesis of numerous related compounds, some of
which are effective renin inhibitors.x,y  Some of these
inhibitors use the human angiotensinogen sequence
with a secondary alcohol group mimicking the
tetrahedral intermediate.x,z
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BOX 12-C  SYNTHETIC PROTEASE INHIBITORS (continued)

These aspartic protease inhibitors are also “lead
compounds” in the development of inhibitors of
HIV protease.aa– cc  As in statine-based inhibitors,
the site of occupancy by the catalytic H2O (green in
Eq. 12-23) is occupied in the inhibitor by something
that mimics a tetrahedral intermediate with – CHOH –,
– PO2H –, etc.bb  Tremendous efforts are being expended
in designing these inhibitors and considerable

a Powers, J. C., Oleksyszyn, J., Narasimhan, S. L., Kam, C.-M.,
Radhakrishnan, R., and Meyer, E. F., Jr. (1990) Biochemistry 29,
3108– 3118

b Mattos, C., Giammona, D. A., Petsko, G. A., and Ringe, D. (1995)
Biochemistry 34, 3193 – 3203

c Seife, C. (1997) Science 277, 1602 – 1603
d Peisach, E., Casebier, D., Gallion, S. L., Furth, P., Petsko, G. A.,

Hogan, J. C., Jr., and Ringe, D. (1995) Science 269, 66 – 69
e Meyer, E. F., Jr., Clore, G. M., Gronenborn, A. M., and Hansen, H. A.

S. (1988) Biochemistry 27, 725 – 730
f Yamamoto, A., Tomoo, K., Doi, M., Ohishi, H., Inoue, M., Ishida, T.,

Yamamoto, D., Tsuboi, S., Okamoto, H., and Okada, Y. (1992)
Biochemistry 31, 11305 – 11309

g Ortiz, C., Tellier, C., Williams, H., Stolowich, N. J., and Scott, A. I.
(1991) Biochemistry 30, 10026 – 10034

h Dufour, E., Storer, A. C., and Ménard, R. (1995) Biochemistry 34,
9136–9143

i Mehdi, S. (1991) Trends Biochem. Sci. 16, 150 – 153
j Bone, R., Shenvi, A. B., Kettner, C. A., and Agard, D. A. (1987)
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Pai, E. F. (1998) Biochemistry 37, 451– 462
n Zhong, S., Jordan, F., Kettner, C., and Polgar, L. (1991) J. Am. Chem.

Soc. 113, 9429 – 9435
o Lee, S.-L., Alexander, R. S., Smallwood, A., Trievel, R., Mersinger, L.,
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1951– 1963
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Stereoscopic ribbon structure of the
HIV-1 protease with the synthetic
inhibitor Sequinivircc bound in the
active site.  One of the two identical
subunits (top) is shaded darker than
the second (bottom).  When mutated,
the amino acid side chains shown in
ball-and-stick form with residue num-
bers shown for the top subunit led to
drug-resistant viruses.  Courtesy of
Alex Wlodawer, National Cancer
Institute.cc

success has been achieved.  However, the rapid
development of mutant strains of the virus with
drug-resistant proteases presents a major challenge.cc,dd

Mercaptans of suitable structure bind tightly
to Zn2+ in the active sites of metalloproteases.  For
example, captoprilee is a tight-binding competitive
inhibitor of the angiotensinogen-converting enzyme
that is effective in lowering blood pressure and the

first of many related inhibitors.ff

As mentioned in the text, a vari-
ety of inhibitors that mimic the
geometry of a tetrahedral inter-
mediate or transition state are
also potent inhibitors of metallo-
proteases.
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Pepsin is secreted as the inactive pepsinogen, which
is activated by H+ ions at a pH below 5.  Determination
of its crystal structure revealed that in the proenzyme
the N-terminal 44-residue peptide segment lies across
the active site, blocking it.384  At low pH the salt bridges
that stabilize the proenzyme are disrupted and the
active site is opened up to substrates.

While the cellular aspartate proteases are over 300
residues in length, the retroviral proteases are less than
one-half this size.385– 388  That of the human HIV-I protease
contains only 99 residues.  These enzymes are cut from
a polyprotein (encoded by the viral gag and pol genes
(Fig. 28-26).  The pol gene encodes four other essential
enzymes as well, and these are cut apart at eight dif-
ferent sites by action of the protease.388  Despite its
small size, it displays sequence homologies with the
larger cellular aspartate proteases and has a related
three-dimensional structure.  Each chain has only one
active site aspartate; the functional enzymes are dimers
and the catalytic mechanism appears to be similar to
that of pepsin.388– 392  A great deal of effort is being
devoted to designing synthetic HIV protease inhibitors,
which are used in the treatment of AIDS (Box 12-C).

5.  Metalloproteases

The pancreatic carboxypeptidases are character-
ized by the presence of one firmly bound zinc ion in
each molecule.  The Zn2+ can be removed and can be
replaced by other metal ions such as Co2+ and Ni2+,
in some cases with reconstitution of catalytic activity.
The human pancreas synthesizes and secretes proen-
zymes for two forms of carboxypeptidase A, with a
preference for C-terminal hydrophobic residues, as
well as carboxypeptidases B, which prefer C-terminal
basic residues.  Additional A and B forms393 as well as
more specialized nondigestive carboxypeptidases are
also known.  In eukaryotic cells the latter participate
in processing of proteins.  Following removal of N-
terminal signal sequences, processing often continues
with removal of basic residues from the C termini by
carboxypeptidases N, H (also called E or enkephalin
convertase),394 and M, all of which are metalloen-
zymes.395,396  Carboxypeptidase N removes C-terminal
arginines from many biologically important peptides.
It also circulates in the plasma and protects the body
by inactivating such potent inflammatory peptides as
the kinins and anaphylotoxins.397  Carboxypeptidase
H is located in secretory granules, while carboxypep-
tidase M is membrane associated.396  Dipeptidyl car-
boxypeptidase (angiotensin-converting enzyme)
removes the C-terminal Pro–Phe dipeptide from
angiotensinogen to generate the potent pressor agent
angiotensin I (Box 22-D) and cleaves dipeptides from
many other substrates as well.398  A D-alanyl-D-alanyl
carboxypeptidase cleaves D-alanine from the ends of

cell wall peptides (Chapter 20).399

  Another well-known zinc-containing enzyme is
thermolysin, a nonspecific endopeptidase widely used
in laboratories.  Produced by a themophilic bacterium,
it is unusually resistant to heat.  It contains four bound
calcium ions in addition to the active site zinc.400– 402

The active site structure resembles that of pancreatic
carboxypeptidase A and the two enzymes appear to
act by similar mechanisms.401,403,404  The mammalian
zinc endopeptidase neprilysin, an integral membrane
protein involved in inactivation of enkephalins and
other signaling peptides, also resembles thermolysin.405

A related neutral endopeptidase is the product of a
gene called PEX (phosphate-regulating gene with
homologies to endopeptidases on the X chromosome).
The absence of the PEX gene product causes X-linked
hypophosphatemic rickets which leads to excessive
loss of phosphate from the body with defective miner-
alization of bone.406  The mitochondrial processing
peptidase, which removes signal sequences from the
N termini of mitochondrial proteins, also contains Zn2+

at its active site.407,408  However, it is an αβ heterodimer
and a member of an additional family of enzymes, one
of which includes human insulin-degrading enzyme.

In both carboxypeptidase A and thermolysin the
active site Zn2+ is chelated by two imidazole groups
and a glutamate side chain (Fig. 12-16).  In carboxypep-
tidase A, Arg 145, Tyr 248, and perhaps Arg 127 form
hydrogen bonds to the substrate.  A water molecule is
also bound to the Zn2+ ion.  The presence of the posi-
tively charged side chain of Arg 145 and of a hydro-
phobic pocket accounts for the preference of the enzyme
for C-terminal amino acids with bulky, nonpolar side
chains.  The Zn2+ in thermolysin is also bound to two
imidazole groups and that in D-alanyl-D-alanyl carboxy-
peptidase to three.

The presence of a zinc ion in the metalloproteases
immediately suggested a role in catalysis.  Unlike
protons, which have a weak affinity for the oxygen
of an amide carbonyl group, a metal ion can form a
strong complex.  If held in position by other ligands
from the protein, a properly placed zinc ion might be
expected to greatly enhance the electrophilic nature of
the carbon atom of the C = O group.  However, it has
been difficult to establish the exact mechanism of
action.410  Carboxypeptidase A cleaves both peptides
and ester substrates.  For peptides, Km is the same for
various metals while kcat changes, but the converse is
true for ester substrates.411  From its position Glu 270
(Glu 143 in thermolysin) seems to be the logical nucleo-
phile to attack the substrate to form an acyl-enzyme
intermediate, an anhydride.  Using the following
specific ester substrate, Makinen et al. showed that at
very low temperatures of – 40° to – 60°C, in solvents
such as 50:50 ethylene glycol:water, an acyl-enzyme
intermediate can be detected spectroscopically.  It
could even be separated from free enzyme412 by gel

C.  Displacement Reactions on Carbonyl Groups
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filtration at – 60°C and its cyanoborohydride reduction
product was characterized.413

The intermediate appears to be the acid anhydride
formed by Glu-270.414,415  The conformation of the
intermediate was deduced by ENDOR spectroscopy
and its formation and reaction interpreted according
to stereoelectronic principles.416

If the anhydride mechanism is correct, the water mole-
cule bound to the Zn2+ probably provides an HO– ion
necessary for the hydrolysis of the intermediate anhy-
dride.417

Although these results seem convincing there are
objections.410  The mechanism deduced for hydrolysis
of an ester may be different than that for a peptide.418
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Figure 12-16  Structure of the active site of carboxypeptidase
A with a peptide substrate present.  See Christianson and
Lipscomb.409

C

O

O

C

COO

CH2H

–

O-(trans-p-cinnamoyl)-l-β-phenyllactate

C

O

O

C

O

Glu 270

Furthermore, many observations favor an alternative
mechanism.  A hydroxide ion derived from a water
molecule bound to the zinc ion may be the initial
attacking nucleophile.404,419– 422  Both X-ray crystallo-
graphic studies and EPR investigations403,414 show that
the zinc in carboxypeptidases can coordinate at least
five surrounding atoms.  As shown in Fig. 12-16, the
Zn2+ could hold the attacking water molecule and, at
the same time, provide the positive charge for stabiliz-
ing the resulting tetrahedral intermediate.  Glu 270 (or
in thermolysin His 231) acts as a base to deprotonate
the bound H2O.  Mock and Stanford argue that the
H2O is probably displaced when the peptide carbonyl
binds and that the H2O is then deprotonated and adds
to the polarized carbonyl.404

The pH dependence of the action of carboxypep-
tidase A is determined by pKa values of ~ 6 and ~ 9.5
for the free enzyme422 and of ~ 6.4 and ~ 9 for kcat.420

For thermolysin the values for kcat are ~ 5 and ~ 8.404

Assignment of pKa values has been controversial.  They
may all be composites of two or more microscopic
constants but probably, at least for carboxypeptidase,
the low pKa is largely that of Glu 270 while the high
one represents largely the dissociation of a proton
from the zinc-bound H2O.

Earlier studies of carboxypeptidase had indicated
that Tyr 248 moves its position dramatically upon sub-
strate binding, and it was suggested that its phenolic –
OH group protonates the leaving group in the acylation
step.  However, a mutant in which Tyr 248 was replaced
by phenylalanine still functions well.423

Phosphonamidates,424,425 phosphonate esters, and
oxo-methylene substrate analogs, which presumably
mimic the geometry of the tetrahedral intermediate or
transition state of the intermediate or transition state
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of the catalytic cycle, are effective inhibitors of zinc
proteases.  X-ray studies of complexes of such inhibitors
with both thermolysin and carboxypeptidase A sup-
port the suggestion that the Zn2+ binds the carbonyl
oxygen of the amide bond that is to be cleaved in a

substrate and that a glutamate side chain could activate
a Zn2+-bound water to form an attacking nucleophile.
A similar conclusion was reached from the structure of
a thermolysin–product complex.426

Another large group of zinc proteases are the
matrix metalloproteases which act on proteins of
the extracellular matrix, such as collagen, proteogly-
cans, and fibronectin.427– 429c  These enzymes have been
classified as collagenases, gelatinases (which act on
denatured collagen), stromelysins (which are activated
in response to inflammatory stimuli),430 – 432 and a mem-
brane type.  The group also includes the digestive en-
zyme astacin, from the crayfish,433 and metalloproteases
from snake venoms.429,434  The matrix metalloproteases
are essential to the remodeling of the extracellular
matrix that occurs during wound healing, tissue growth,
differentiation, and cell death.  An example of tissue
remodeling is the development of dental enamel (Box
8-G).  The proteinaceous matrix formed initially must
be digested away, perhaps by the metalloprotease
enamelysin, and replaced by the dense mineral of
enamel.435  Excessive secretion of collagenase by fibro-
blasts is observed in rheumatoid arthritis and other
inflammatory conditions.

At least 64 different matrix metalloproteins are
known.427  Each enzyme consists of three domains.
An 80- to 90-residue N-terminal propeptide domain
contains a cysteine whose –S– group binds to the active
site zinc, screening it from potential substrates.  The
central catalytic domain is followed by a hinge region
and a C-terminal domain that resembles the serum
iron binding and transporting hemopexin.427,436  The
mechanism of action is probably similar to that of
thermolysin.430
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Many aminopeptidases are metalloenzymes.437

Most studied is the cytosolic leucine aminopeptidase
which acts rapidly on N-terminal leucine and removes
other amino acids more slowly.  Each of the subunits
of the hexameric enzyme contains two divalent metal
ions, one of which must be Zn2+ or Co2+.438,439  A me-
thionine aminopeptidase from E. coli contains two
Co2+ ions440,441  and a proline-specific aminopeptidase
from the same bacterium two Mn2+.442  In all of these
enzymes the metal ions are present as dimetal pairs
similar to those observed in phosphatases and discussed
in Section D,4 and to the Fe – Fe pairs of hemerythrin
and other diiron proteins (Fig. 16-20).  A hydroxide ion
that bridges the metal ions may serve as the nucleophile
in the aminopeptidases.438  A bound bicarbonate ion
may assist.438a

A metalloenzyme peptide deformylase removes
the formyl groups from the N termini of bacterial pro-
teins.  Although the active site is similar to that of
thermolysin,443  the Zn2+ form of peptide deformylase
is unstable.  Both Ni2+ and Fe2+ form active, stable
enzymes.444,445

6.  ATP-Dependent Proteases

Much of metabolism is driven by the Gibbs energy
of hydrolysis of ATP so it shouldn’t be surprising that
ATP is sometimes rather directly involved in hydrolytic
degradation of polypeptide chains.  Much of protein
processing occurs in the endoplasmic reticulum,446

which also assists in sorting unneeded and defective
proteins for degradation in the ubiquitin–proteasome
system.  Proteasomal degradation occurs in the cytosol,
in the nucleus, and along the ER.  However, the pre-
dominant location is the centrosome.446a

Polyubiquitination of proteins requires ATP (Box
10-C) and additional ATP is utilized in the proteasomes
(Box 7-A) during the selection of polyubiquitinated
proteins for hydrolysis.447,448  With 28 subunits the 26S
proteasome is complex and not fully understood.448

The ATP-hydrolyzing subunits appear to all be in the
cap regions.  Is the ATP used to open and close the
entry pores?  To induce conformational changes in all
subunits as part of a catalytic cycle?  Or to unfold
folded proteins to help them enter the proteasomes?449
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Some answers may be obtained from smaller
bacterial, mitochondrial, and chloroplast ATP-dependent
proteases.  Cells of E. coli contain at least nine proteases,
which have been named after the musical scale as Do,
Re, Mi, Fa, So, La, Ti, Di, and Ci.450,451  Most are serine
proteases but two, Ci and Pi, are metalloproteins.
Protease La (Lon protease, encoded by gene lon)
has attracted particular attention because the hydrolysis
of two molecules of ATP occurs synchronously with
cleavage of a peptide linkage in the protein chain.452

This enzyme, as well as protease Ti (more often
called Clp, for caseinolytic protease),451,453,454 is
ATP-dependent.451

The Lon protease of E. coli is a large 88-kDa serine
protease with the catalytic domain, containing active
site Ser 679, in the C-terminal half.  The N-terminal
portion contains two ATP-binding motifs and a linker
region.455,456  A homologous protein known either as
Lon or as PIM1 is present in mitochondria.457,458  The
E. coli proteases Clp (Ti) include ClpAP and ClpXP,
which are heterodimers, each containing the catalytic
subunit ClpP and either ATPase ClpA or ClpX.  The
active enzyme may be designated ClpAP.459– 461  A
homolog of ClpP has been found in human mitochon-
dria.461a  The ATPase Clp forms seven-subunit rings
resembling the rings of proteasomes (Box 7-A), while
the catalytic subunit ClpA forms six-membered
rings.451,454  Despite the mismatch in symmetry and
the fact that they are serine proteases, these enzymes
appear similar to proteasomes.  However, each catalytic
subunit has an ATPase neighbor.  Why is it needed?
The related ClpB is both an ATPase and a chaperonin.  It
is essential for survival of E. coli at high temperatures.461b

Another ATP-dependent protease identified
among heat shock proteins of E. coli is known as
Hs1V–Hs1U or (ClpQ–ClpY).  It has a threonine pro-
tease active site and is even more closely remeniscient
of eukaryotic proteasomes.462–463a  Also active in E. coli
is another ring-like protease, a membrane-bound zinc
endopeptidase FtsH (or HflB).463b  Similar eukaryotic
proteases also exist.460

7.  The Many Functions of Proteases

Many of the enzymes considered in the preceding
sections function within the digestive tract.  Others
function in the processing of newly formed peptide
chains, while others act in the intracellular degradation
of proteins.  Yet others are secreted from cells and
function in the external surroundings.  Both processing
and intracellular degradation can be viewed as parts
of biosynthetic loops (Chapter 17) that synthesize mature
proteins, and then degrade them when they have
served their function or have become damaged.  The
pathways involved are varied and complex, a natural
result of thousands of enzymes and other compounds

acting on accessible and chemically appropriate parts
of the proteins.  Evolutionary selection has evidently
led to the particular set of pathways that we observe
for any organisms.

Because they must often cleave large polyproteins,
many viruses encode processing proteases.464– 466b  For
example, the entire RNA genome of the poliovirus
encodes a large polyprotein which is cut by two virally
encoded chymotrypsin-like cysteine proteases within
Tyr-Gly and Gln-Gly sequences;341,465 Asn-Ser sequenc-
es are also cut, apparently autocatalytically.  As we
have already seen, retroviruses encode their own
aspartic protease.  Most cellular and secreted proteins
of bacteria or eukaryotes also undergo processing.
This ranges from removal of N-formyl groups to cutting
off signal peptides, addition or formation of prosthetic
groups, internal cleavages, and modifications at the
C termini.  A variety of peptidases are required.

Degradation of proteins, which converts them
back to amino acids as well as other products, takes
place in part in the cytosol via the ubiquitin-protease
system.  Proteolysis also occurs in ER and external cell
spaces through the action of membrane-bound and
secreted proteases.  Loosely folded proteins, which can
arise in various ways, are subject to rapid degradation.
For example, synthesis of a polypeptide chain on a
ribosome may be accidentally disrupted with formation
of a protein with a shorted chain.  Mature proteins
may become damaged.  For example, certain histidine
residues are readily attacked by oxidizing reagents.
Oxidative damage may mark proteins for rapid degen-
eration.450  In E. coli, proteases So and Re attack oxi-
dized glutamine synthetase much more rapidly than
the intact native enzyme.450,467  In mammalian cells the
proteasomes degrade oxidized as well as poorly folded
proteins.468  However, proteasomal digestion is not
complete and peptide fragments may be secreted.
Peptide fragments of proteins are also formed in the ER
and may be secreted.  Thus, a variety of small peptide
hormones and other biologically active peptides are both
generated and inactivated in or around cells.469– 471

Some receptors are activated by proteases.471a

Circulating proenzymes of the blood clotting factors,
of the complement system (Chapter 31), represent a
specialized group of secreted signaling proteins that
are able to initiate important defensive cascades.  Pro-
teases also act more directly in defense systems of the
body.  For example, serine proteases cause lysis of the
target cells of cytotoxic T lymphocytes472 (Chapter 31)
and activated neutrophils473 (Chapter 18).  At the same
time, pathogenic bacteria often secrete proteases that
assist in attack on their hosts474 and schistosomes secrete
an elastase that helps them penetrate skin and invade
their hosts.475
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8.  Protease Inhibitors of Animals and Plants

Premature conversion of proenzymes such as
trypsinogen into active proteases in the pancreas
would be disastrous.  To prevent this, the pancreas also
produces inhibitors.  The complex cascades that control
blood clotting would also be unstable were it not for
the presence in blood of numerous inhibitory proteins.
Indeed, inhibitors of proteases are found everywhere
in animals, plants, and microorganisms.476 – 478  They
are usually proteins but small antibiotic protease
inhibitors are also produced by microorganisms.  Pro-
tein inhibitors are usually specific for a given type of
enzyme: The serpins inhibit serine proteases, and the
cystatins inhibit cysteine proteases.479– 483  Other
inhibitors block the action of metalloproteases484– 486

and aspartic proteases.  Inhibitors help not only host
organisms but also parasites.  For example, Ascaris
suum, a very large nematode that is thought to infect
1/4 of the human population of the earth and nearly
all of the pigs, secretes a pepsin inhibitor.487  However,
the large 720-kDa serum �-macroglobulins (Box 12-D)
inhibit all classes of proteases.

About 20 families of protein inhibitors of proteases
have been described.488  The egg white ovomucoids
comprise one family.  Turkey ovomucoid is a three-
domain protein whose 56-residue third domain is a
potent inhibitor of most serine proteases.488,489  The 58-
residue pancreatic trypsin inhibitor490 is a member
of another family of small proteins.  A 36-residue
insect (locust) protease inhibitor is even smaller.491

Inhibitors that block the action of trypsin and other
proteases are found in many plants.  The inhibitor
activity is usually highest in seeds and tubers, but
synthesis of inhibitors can be induced in other parts
of plants e.g. tomato and potato by wounding.492

See also Chapter 31.  Legumes contain small 60- to
76-residue inhibitors (Bowman–Birk inhibitors) each
containing seven disulfide linkages, and they are
relatively stable toward cooking and toward acid
denaturation in the stomach.493,494  Although they
interfere with protein digestion they seem to have an
anticarcinogen effect.493  Soybeans also contain a larger
181-residue trypsin inhibitor (Kunitz type).495

Several inhibitor–protease complexes have been
crystallized and details of their interactions are known.
For example, the pancreatic trypsin inhibitor binds at
the active site of trypsin with Kf >1013 M–1 at neutral
pH.496  The two molecules fit snugly together,490,497 the
inhibitor being bound as if it were a peptide substrate
with one edge of the inhibitor molecule forming an
antiparallel β structure with a peptide chain in the
enzyme.  Lysine 15, which forms part of this β structure,
enters the specific P1 binding site for a basic amino
acid in a substrate.  Thus, the protease inhibitor is a
modified substrate which may actually undergo attack
at the active site.  However, the fit between the two

molecules is so tight that it is hard for a water molecule
to enter and complete the catalytic act.  The complex
reacts very slowly, keeping the enzyme inactive.  There
is not enough inhibitor to interfere with the large
amounts of trypsin formed from trypsinogen in the
small intestine so that trypsin can function there.

Most protease inhibitors act by mechanisms similar
to that of the pancreatic trypsin inhibitor.  They are
very slow substrates with a reactive loop that carries
suitable P1, P2, and P1' residues that meet the specificity
requirements of the enzyme.  Additional noncovalent
interactions prevent dissociation and make the energy
barrier for hydrolysis so high that the reaction is ex-
tremely slow.488,494,495

The serpins are larger ~ 400-residue proteins.498– 500

They also form complexes in which hydrolysis and
release of the serpin occurs very slowly.  However,
structural analysis before reaction and after release
showed that a major rearrangement occurs in the
serpin structure.  The P1 through ~ P15 residues of the
cleaved reactive loop are inserted into the center of the
main β sheet of the serpin, leaving the P1 and P1' residues
~ 7 nm apart.499,500  It seems likely that the rearrange-
ment begins during formation of the tight inhibited
complex, which cannot be dissociated by boiling in a
sodium dodecyl sulfate (SDS) solution and which may
be an acyl-enzyme.501,502  A serpin molecule can act
only once.

Blood contains several serpins.  They are abundant,
accounting for about 10% of the total protein of human
plasma.478,500  The most abundant is the �1-protease
inhibitor or α1-antitrypsin, a 394-residue glycoprotein
component of the α-globulin fraction of blood serum.500a

There is no trypsin in tissues, but this inhibitor blocks
the action of other serine proteases, including cathepsin
G and leukocyte elastase.503  Hereditary absence of
α1-protease inhibitor often leads to severe pulmonary
emphysema at an early age.  Elastase released by
neutrophils at sites of inflammation degrades many
components of connective tissue including elastin,
collagen, and proteoglycans.  Without the presence
of protease inhibitor too much damage is done to
surrounding tissue.  A lack of this inhibitor is one of
the commonest genetic defects among persons of
European ancestry, affecting 1 in 750 persons born.504– 506

The most serious known mutation is a replacement of
guanine by adenine at a specific point in the DNA and
a resultant replacement of Glu 342 with lysine in the
protease inhibitor.  This in some manner adversely
affected the processing and secretion of the protein.

At its reactive site the α1-protease inhibitor has the
sequence

Ala-Ile-Pro-Met*-Ser-Ile-Pro-Pro,

the Met-Ser pair marked by the asterisk fitting into the
P1-P1' sites (Fig. 12-14).  The methionine (Met 358) in

C.  Displacement Reactions on Carbonyl Groups
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BOX 12-D  MOLECULAR MOUSETRAPS

The large 720-kD α2-macroglobulin of human
serum, as well as related proteins of vertebrate and
invertebrate circulatory systems and of egg whites
of birds and reptiles, is a trap for proteases.a–f  Human
macroglobulin is a homotetramer consisting of two
pairs of identical 180-kDa subunits, each pair being
held together in an antiparallel configuration by
two disulfide bridges.  Each subunit contains a
“bait region” with cleavage sites appropriate for
nearly all known endoproteasesf and also a thioester
linkage as explained later.  Electron microscopic
reconstructions of the native protein and its com-
plexes with proteases show that a major structural
transformation occurs.e,f  The macroglobulin traps
two protease molecules of the size of trypsin, or one
larger one such as plasmin, in an internal cavity.
The internal thioesters, which are formed between
Cys 949 and Gln 952 (with loss of NH3) in each
subunit, become reactiveg and form covalent bonds
with ε-amino groups of various lysine side chains of
the trapped proteases.

The serum proteins C3 and C4, members of the
complement system (Chapter 31), are converted
into their active forms, C3b and C4b, by proteolytic
removal of short N-terminal peptide fragments.
Both C3b and C4b bind tightly to cell surfaces, a
feature that helps to direct the complement system’s
attack to the surfaces of invading organisms.  This
tight binding also involves covalent attachment of
macromolecules by reaction with a preformed thio-
ester just as with α2-macroglobulin.h– j  In fact, the
thioester linkage was first discovered in the comple-
ment proteins.  Both C3 and C4 contain the thioester
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within the following sequence, which is the same as
that in α2-macroglobulin:

Here the side chains have been added for the thioester-
forming cysteine and glutamate and the sequence
numbers are for C3.  The thioester-forming glutamate
is labeled E* because it is not encoded as glutamate
but as glutamine, suggesting a mechanism of thio-
ester formation.  Protein C4 exists as two subforms,
C4A and C4B.  Both C3 and C4A react predominately
with lysine amino groups, but C4B reacts with – OH
groups of cell surface polysaccharides.h  It has a
histidine at position 1106.  There is good evidence
that it is adjacent to the C = O group of the thioester
and reacts to form an acyl-imidazole which is more
reactive with hydroxyl groups than is a thioester:

Activation of C3 and C4 apparently allows the
preformed thioester, which is buried in the interior
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BOX 12-D  (continued)

of these proteins, to become exposed on the external
surface where it can react.  The high group transfer
potential of the thioester ensures that the reaction
will go to completion.

a Sottrup-Jensen, L. (1989) J. Biol. Chem. 264, 11539 – 11542
b Fothergill, J. (1982) Nature (London) 298, 705 – 706
c Jacobsen, L., and Sottrup-Jensen, L. (1993) Biochemistry 32,

120– 126
d Andersen, G. R., Koch, T. J., Dolmer, K., Sottrup-Jensen, L., and

Nyborg, J. (1995) J. Biol. Chem. 270, 25133 – 25141

e Boisset, N., Taveau, J.-C., Pochon, F., and Lamy, J. (1996) J. Biol.
Chem. 271, 25762 – 25769

f Qazi, U., Gettins, P. G. W., Strickland, D. K., and Stoops, J. K.
(1999) J. Biol. Chem. 274, 8137– 8142

g Gettins, P. G. W. (1995) Biochemistry 34, 12233 – 12240
h Law, S. K. A., and Dodds, A. W. (1997) Protein Sci. 6, 263 – 274
i Khan, S. A., Sekulski, J. M., and Erickson, B. W. (1986) Biochem-

istry 25, 5165 – 5171
j Dodds, A. W., Ren, X.-D., Willis, A. C., and Law, S. K. A. (1996)

Nature (London) 379, 177– 179

this sequence, as well as another nearby methionine
residue, is very susceptible to oxidation to sulfoxides:

The oxidation, which may be caused by such agents
as myeloperoxidase (Chapter 16) released from leuko-
cytes,507 inactivates the inhibitor.  This may be physio-
logically important in permitting the proteases to be
uninhibited in the immediate vicinity of the leukocyte.
Cigarette smoke also inactivates α1-protease inhibitor
by oxidation of the same methionine residues and the
lungs of smokers contain the oxidized inhibitor.508

However, the major cause of emphysema among
smokers appears to be an increase in released neutro-
phil elastase.509  One approach to the treatment of
emphysema involves weekly intravenous injection of
α1-antitrypsin.510  This treatment may be improved
by use of genetically engineered oxidation-resistant
variants of the antitrypsin such as Met 385→Val.504,511

Efforts are also being made to introduce an α1-anti-
trypsin gene into lung epithelial cells.510,512

Blood plasma also contains at least nine other pro-
tease inhibitors.  One of these, the thrombin inhibitor
antithrombin III (Section 9), contains the sequence
Arg-Ser-Leu at the P1, P1', and P2' sites.  A tragic case
of a person born with a Met 385 → Arg mutation in
α1-antitrypsin has been reported.513  This converted
the antitrypsin to an antithrombin causing a bleeding
disorder that was eventually fatal.

9.  Coagulation of Blood

The clotting of blood following injury and the subse-
quent dissolving of the clot are familiar phenomena

that involve several cascades of proteolytic enzymes
together with a number of accessory cofactors.514– 516

The first step in clotting results from “activation” of
blood platelets which aggregate to form a platelet plug
that slows bleeding.514,517  The clot, which is formed by
the insoluble fibrin, grows on the platelet surfaces and
strengthens the plug.  The initial rapid formation of a
clot occurs via the tissue factor pathway (or extrinsic
pathway; right side of Fig. 12-17) which is triggered by
the exposure in injured tissues of tissue factor (TF),
a transmembrane glycoprotein518– 522 and a member of
the cytokine receptor superfamily.518  Human TF is a
263-residue protein with a single membrane-spanning
region and a small 20-residue C-terminal cytoplasmic
domain.  The 219-residue extracellular domain consists
largely of two IgG-like domains (Fig. 12-18).519,523  This
protein stimulates the conversion of fibrinogen524– 526

into the insoluble fibrin through the action of three
proteases–factor VIIa, factor Xa, and thrombin.  These
enzymes are generated from proenzymes VII, X, and
prothrombin, respectively in a cascade mechanism.

Factor VII binds tightly to TF,527,527a,b which also
binds Ca2+ and phospholipid of the cell membranes.
Within this complex a plasma protease, such as throm-
bin or factor VIIa or Xa, cleaves a single Arg-Ile bond
in VII to form active VIIa.528– 530  The TF·VIIa complex
is a very active protease which cleaves a specific pep-
tide bond in factor X to form Xa531– 533 which continues
the cascade.  Notice that there are autocatalytic features:
VII can be converted to the active VIIa by the action of
Xa and the accessory factor Va is generated from the
precursor, factor V, in part through the action of throm-
bin.514,534– 535  Factors Xa and Va together with Ca2+ and
phospholipid form the active prothrombinase complex
which attacks prothrombin to form the active enzyme
thrombin.536,537  The roles of factor Va and Ca2+ appear
to be to hold the prothrombin and the activated pro-
tease Xa together on the phospholipid surface.538  This
localizes the clotting.  Factor Xa is unusually specific,
cleaving only after arginine in the sequence.  Its activa-
tion of prothrombin results from cleavage of two
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Figure 12-17  Major components of
the human blood clotting cascades.
The site of action of the leech anti-
coagulant protein hirudin is also
indicated.

peptide bonds, which releases the 39-kDa thrombin
from the much larger, immobilized 72-kDa proen-
zyme.236,531

Thrombin, like most other clotting factors, is also a
serine protease.  However, the clotting factors are multi-
domain proteins that are more elaborate and more
specific539 than the digestive enzymes.  Prothrombin,
as well as factors VII, IX, and X and the anticoagulant
protein C, contain at their N-terminal ends several
residues of γ-carboxyglutamate (Gla), an amino acid
generated in a posttranslational modification that
depends upon vitamin K (Chapter 15).  In human
prothrombin there are ten of these in the following
N-terminal sequence, where E* represents Gla.  Since
many of these enzymes are also dependent upon
activation by calcium ions (see Fig. 12-17), it is thought
that the function of Gla is to assist in the binding of
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Ca2+ which helps to tie these proteins to the phospho-
lipids of platelet surfaces.  In factors VII, IX, X, and
protein C this Ca2+-binding domain is followed by two
epidermal growth factor (EGF)-like domains, each
containing one residue of erythro-β-hydroxyaspartate
or hydroxyasparagine formed by hydroxylation of an
aspartate or asparagine residue in the first EGF-like
domain.540,540a,b  The C-terminal catalytic domain of
each enzyme contains the protease active site.

Fibrinogen is an elongated molecule with an (αβγ)2
structure.524,541,541a  Thrombin cleaves specific Arg-Gly
bonds in the α and β chains releasing short (14- to16-
residue) “fibrinopeptides” from the N termini of the
peptide chains.  This leaves Gly-Pro-Arg “knobs” at
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Figure 12-18 A ribbon drawing of the three-dimensional
structure of the extracellular region (residues 3 to 213) of
human tissue factor.  Strands of domain 1 and 2 are labeled
A to G.  Two helices are labeled α1, and α2 and the three
asparagines that provide the glycosylation sites are also
marked.  MolScript drawing from Harlos et al.520
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the N termini of the α-chains and these fit into com-
plementary “holes” in the γ chains to form nonco-
valently linked aggregates.542– 544  The clot that forms
is unstable, but it is soon crosslinked by the action of
the transamidase (transglutaminase or factor XIIIa;
Eq. 2-23).545,546  The fibrin monomers, von Willebrand
factor (discussed in following paragraphs), fibronectin,
collagen, and other proteins all become crosslinked.

The slower intrinsic mechanism first described
in 1964547,548 consists of a cascade involving six proteases
(Fig. 12-17, left side).  Again, autocatalytic cycles are
present in the activation by XIIa of both prekallikrein549

and XII and in activation by thrombin of factors XI and
VIII.  This intrinsic pathway is initiated by the serine
protease proenzymes prekallikrein and factor XII
together with the accessory protein high-molecular-
mass-H- kininigen.549  Activation occurs when blood
contacts surfaces such as glass or kaolin (a clay).547,548,550

Factor XI can also be activated by thrombin.  Heredity
absence of factor XI leads to bleeding problems, especially

after surgery, but absence of XII does not.  This fact
suggests that direct activation of XI by thrombin is
important and that the kallikrein–factor XII pathway
is usually less important.

Factor IX (Christmas factor) is next in the intrinsic
mechanism cascade.  It can be activated either by XIa
or by VIIa of the tissue factor pathway.  The absence of
a functional factor IX leads to the inherited X-linked
bleeding disorder hemophilia B which affects 1 in
30,000 males.  The condition can be mild or very seri-
ous551,552 and may be caused by a variety of mutations
or by incorrect splicing of the messenger RNA for the
416-residue factor IX.  The level of factor IX in blood
increases with age, almost doubling by old age.552a

Factor IXa causes a rapid activation of factor X
only if Ca2+, phospholipid,553,554 and the accessory
factor VIIIa555 are present.  The IXa·VIIIa complex acts
on X about 2 x 105 times faster than does IXa alone.
This complex cleaves the same bonds in X as does the
VIIa·Va complex formed in the tissue factor pathway.514

The 2332-residue factor VIII and factor V have similar
structures that include three repeats of a domain homo-
logous to the blue copper-containing plasma protein
ceruloplasmin (Chapter 16).556– 559  Tyrosine 1680 of
VIII apparently must be converted to a sulfate ester for
full activity.560

The absence of factor VIII in about 1/ 10,000 males
born, leads to the severe X-linked bleeding disorder
hemophilia A.  Human factor VIII is encoded by a
186-kb gene containing 26 coding exons.  Severe cases
of hemophilia are usually a result of point mutations
that produce stop codons in this gene and therefore a
shortened protein.  Milder cases may result from an
amino acid substitution.561  Factor VIII circulates in the
plasma as a complex with the von Willebrand factor,
(vWF), a large multimeric protein derived by proteo-
lytic cleavage, glycosylation, and sulfation of a 2813-
residue precursor.562– 566  The mature 2050-residue vWF
stabilizes factor VIII in the blood.  Another important
function of vWF is to bind platelets to damaged endo-
thelial surfaces.567,568  Like fibrinogen, vWF contains
RGD sequences specific for binding to adhesion recep-
tors.569,570  It also binds to collagen.  A serious inherited
bleeding disorder caused by deficiency of vWF was
first discovered among inhabitants of islands in the Gulf
of Bothnia, Finland, in 1926 by von Willebrand.563,571

If mild forms of the disease are included, vWD defi-
ciency is the commonest bleeding problem.  However,
abnormalities have been identified in almost every one
of the proteins in the coagulation cascades.514

Until recently, these bleeding diseases were treated
by regular injections of the appropriate factors isolated
from human plasma.  This was both costly and carried
a high risk of infection by HIV, hepatitis, or other
contaminating viruses.  Now, cloned genes are used
for commercial production of the factors.572,573  Experi-
ments in animals, designed to lead to eventual gene
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replacement therapy, have been somewhat success-
ful.573,574  It is of interest to compare the relative con-
centrations of several of the clotting factors in plasma
and to compare these with their positions in the cas-
cade of the tissue factor (extrinsic) pathway.515

mg / L Mass kDa µM

VII 0.5 45.5 0.01

V 10.0 330 0.03

Prothrombin 150 72 2.1

Fibrinogen 3,000 340 8.8

Why do we have the intrinsic pathway when the
tissue factor pathway provides rapid clot formation?
The answer seems to be that the tissue factor pathway
is needed immediately after injury but that it is turned
off quickly by the anticoagulation systems of the
body.  As a result the protease plasmin begins to dis-
solve (lyse) the clot within a few hours.  The intrinsic
pathway is apparently needed to maintain the clot for
a longer period.514

What prevents the clotting mechanism, with its
autocatalytic cycles, from running out of control?  In
part the answer lies in the localization of the enzymatic
activation to tissue surfaces near a wound.  The flow
of blood rapidly dilutes components that escape into
the general circulation and liver cells take up and
destroy the active proteases.  A variety of circulating
antiproteases including the tissue factor pathway
inhibitor575 act on these escaped enzymes.  Two anti-
coagulation systems that are localized on vessel walls576

also come into action very quickly.  The circulating
polysaccharide heparin (Chapter 4) forms a complex
with the serpin antithrombin.  Antithrombin traps
thrombin as an inactive complex or compound577,578a

and heparin greatly accelerates the inactivation.578

Kallikrein and factors IXa, Xa, XIa, and XIIa are also
inhibited.

Thrombin is an allosteric protein which exists as
a mixture, in nearly equal amounts, of a fast-acting
form that cleaves fibrinogen and is stabilized by Na+,
and a slow-acting form that initiates the second anti-
coagulant cascade.579  The slow acting form, bound to
thrombomodulin,527a,540b,580,580a,b,581 an endothelial
cell surface protein, attacks the proenzyme of another
serum protease called protein C.582,582a  Activated
protein C (APC) inactivates the accessory clotting
factors Va and VIIIa.  The accessory factor protein S583

is also needed for rapid inactivation.  A blood clot is
temporary and its dissolution begins as soon as it is
formed, largely through the action of plasmin, a
protease derived from the circulating 791-residue
plasminogen584– 588 through the action of yet other
proteases.  Plasminogen often becomes crosslinked
to cell surface proteins by transglutaminase.586

Plasminogen activators include urokinase,589 a

protease present in kidney tissue and urine, and 
tissue plasminogen activator (tPA),590,591 a
527-residue protease which is now produced by
recombinant DNA technology.  It is sometimes used to
dissolve blood clots in emergency situations, such as
myocardial infarction and pulmonary embolism,592

but can also cause serious bleeding problems.  Plasmin
is inhibited by the plasma �2 antiplasmin and is
inactivated by action of clotting factor XIIa.  Likewise,
tPA is inhibited by several protease inhibitors present
in tissues and in plasma.  One is a fast-acting serpin
called plasminogen activator inhibitor.593  Another
anticoagulant compound of medical interest is hirudin,
a 65-residue peptide from the leech.  It binds very tightly
to thrombin (Kd = 1 pM) preventing its action.594– 596

Insects also produce antithrombin.597,598  Ticks599,600

and some insects598 inject proteins that inhibit Xa
selectively.599  Anticoagulants are of great medical
importance and much effort is being devoted to the
design of better inhibitors of thrombin,601–603 factor Xa,604

and other components of the blood coagulation cascade.
Inherited deficiencies of the anticoagulant path-

ways with associated problems of thrombosis are
known.  These include problems with protein C,576,605

plasminogen,606 and antithrombin.607,608

10.  Esterases and Lipases

A group of esterases hydrolyze simple oxygen esters.
Some of these are designed to hydrolyze a particular
ester or small group of esters, while others have a
more nonspecific action.  Acetylcholinesterase609– 611a

is specific for acetylcholine (Eq. 12-25), a neurotrans-
mitter that is released at many nerve synapses and
neuromuscular junctions (Chapter 30).  The acetylcho-
line, which is very toxic in excess, must be destroyed
rapidly to prepare the synapse for transmission of
another impulse:

The more widely distributed butyrylcholinesterase612

is less specific but prefers butyrylcholine.  Acetylcholinest-
erase is a very efficient catalyst:613– 615 kcat = 1.6 x 104 s–1

(12-25)
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and kcat/Km = 2 x 108 M–1s–1 at 25°C.  It exists as a series
of molecular forms containing varying numbers of
68-kDa catalytic subunits, 100-kDa structural subunits
and subunits with triple-helical ~120-kDa collagen-
like “tails.”609,616  The subunits are joined by disulfide
bridges to give aggregates that range from simple
dimers of catalytic subunits to tailed forms containing
8–12 catalytic subunits and non-collagenous struc-
tural subunits as well.  The tailed forms are secreted
from cells and may be designed to take up residence
in the basal lamina of synapses, whereas the dimers
are apparently attached to phosphatidylinositol an-
chors in the membranes (Fig. 8-13).617  Human liver
carboxylesterases are relatively nonspecific enzymes
that hydrolyze ester groups of various drugs and toxins
including cocaine and heroin.  Products are often ex-
creted in the urine.618 Thioesterases function in
biosynthesis of fatty acids, polyketides (Chapter 21),
and many other substances.619

Lipases620,621 hydrolyze triacylglycerols.  The pan-
creatic digestive lipase622,623 acts faster on emulsified
fats than on glycerol esters in true solution but re-
quires the cooperation of a small 10-kDa colipase.624

Cholesterol esterase hydrolyzes not only cholesterol
esters but also esters of fat-soluble vitamins, phospho-
lipids, and triacylglycerols.625,626  Other lipases include
gastric627 and hepatic lipases and a lysosomal acid
lipase628 which also attacks neutral lipids.  Plasma
lipoprotein lipase629,630 digests fats in the chylomicrons
and from the very low-density lipoproteins of blood.
Hormone-sensitive lipase hydrolyzes stored triacyl-
glycerols in the cytosol in response to catecholamines,
ACTH, and other hormones.631  The phospholipases
attack phospholipids, while cutinase,632

produced by some fungi, cleaves the
ester linkages in the cutin (Chapter 21)
of plant surfaces.  Fungal lipases are
important industrial commodities.
Numerous structural and mechanistic
studies have been made with
them.620,629,633– 635  The gene for a lipase
from Candida rugosa has been synthe-
sized using codons that maximize its
expression in Saccharomyces cerevisiae
and which allow for further genetic
engineering of the lipase.636

All of these esterases appear to act
by mechanisms closely related to those
of proteases.  Acetylcholinesterase
contains an active site serine that reacts
with organophosphorus compounds
(Box 12-E) and is part of an Asp-His-
Ser catalytic triad which lies in a deep
“gorge” as well as an oxyanion hole.637

A surprise is the absence of an essential
carboxylate group that might bind the
positively charged trimethylammonium

group of acetylcholine.  Instead, the lining of the
gourge is rich in aromatic side chains which may
interact with the methyl groups of the substrate and
by their polarizability stabilize the charge.611,638  Most
lipases, including cutinase, also have an Asp-His-Ser
or Glu-His-Ser triad as well as some form of oxyanion
hole.620,632,639  Like the serine proteases, the lipases
have bell-shaped pH optima.

Phospholipase A2 cleaves the ester linkage at the
2 position in phospholipids.640– 642  One isoenzyme
form is secreted by the pancreas as a proenzyme
whose N-terminal seven residues are removed by
trypsin to give an active 125-residue enzyme.  Phos-
pholipase A2 of a similar type is abundant in venoms
of reptiles and bees.  The venom and pancreatic en-
zymes have closely similar three-dimensional struc-
tures.643– 645  Although the folding pattern is different
from that of chymotrypsin, imidazole (His 48) and
carboxylate (Asp 99) groups are present in the active
site in an orientation resembling that of the catalytic
triad of serine protease.  The enzyme requires calcium
ions, one of which binds at an appropriate point for
complexation with the substrate carbonyl as it is con-
verted to an oxyanion intermediate.  The backbone
NH of Gly 30 may also serve as an oxyanion ligand.
However, in most phospholipases there is no active
site serine.  Instead, a water molecule is positioned to
serve as the attacking nucleophile in formation of the
oxyanion as is indicated in the following scheme,
which shows a truncated phosphatidylethanolamine
as the substrate.643  Phospholipase A2 is up to 1000
or more times as active on phospholipids in micelles
as on dissolved substrates.621,646,647  Apparently, the
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BOX 12-E  INSECTICIDES

Over 200 organic insecticides, designed to kill
insects without excessive danger to humans and
animals, are presently in use.a– e  Many of these
compounds act by inhibiting cell respiration; others
uncouple ATP synthesis from electron transport.
The chlorinated hydrocarbons such as DDT act on
nerves in a manner that is still not fully understood.
One of the largest classes of insecticides acts on the
enzyme acetylcholinesterase of nerve synapses.
Like chymotrypsin, it contains an active site serine
residue that reacts with organophosphorus com-
pounds.  The extreme toxicity of esters of pyrophos-
phate and of dialkylphosphonofluoridates was
recognized in the 1930s and led to their develop-
ment in Germany and in England as insecticides
and as nerve gases.  Among the most notorious is
diisopropylphosphonofluoridate (diisopropylfluo-
rophosphate; DFP), for which the LD50 (dose lethal
to 50% of the animals tested) is only 0.5 mg kg–1

intravenously.  This exceedingly dangerous com-
pound can cause rapid death by absorption through
the skin.

The following structures are a few of the organ-
ophosphorus compounds and other acetylcholinest-
erase inhibitors that are selectively toxic to insects.

The characteristic high group transfer potential of a
phospho group in pyrophosphate linkage, which
makes ATP so useful in cells, also permits tetraethyl
pyrophosphate to phosphorylate active sites of acetyl-
cholinesterases.  While TEPP is very toxic, it is rapidly
hydrolyzed; all harmful residues are gone within a
few hours after use.

Two insecticides that have been used widely are
parathion and malathion. They are less toxic than
DFP or TEPP and do not become effective insecticides
until they undergo bioactivation during which
conversion from a P = S to a P = O compound occurs:

The desulfuration reaction involves microsomal
oxidases of the liver, the sulfur being oxidized
ultimately to sulfate.f  The reactivity of parathion
with cholinesterases depends upon the high group
transfer potential imparted by the presence of the
excellent leaving group, the p-nitrophenolate anion.
If the P– O linkage to this group is hydrolyzed before
the desulfuration takes place, the phosphorus com-
pound is rendered harmless.  Thus, the design of an
effective insecticide involves finding a compound
which insects activate rapidly but which is quickly
degraded by higher animals.  Other factors, such as
rate of penetration of the insect cuticle and rate of
excretion from the organism, are also important.

The phosphorylated esterases formed by the
action of organophosphorus inhibitors are very
stable, but some antidotes can reverse the inhibition.
The oxime of 2-formyl-1-methylpyridinium ion
(pralidoxime) is very effective.g  Its positive charge
permits it to bind to the site normally occupied by
the quarternary nitrogen of acetylcholine and to
displace the dialkylphospho group:

Carbaryl, a widely used methyl carbamate, is a
pseudosubstrate of acetylcholinesterase that reacts
105 to 106 times more slowly than do normal sub-
strates.  The carbamoylated enzyme formed is not
as stable as the phosphorylated enzymes and the
inhibition is reversible.

A basic problem is that most insecticides are
designed to attack the central nervous system of the
insect, the system that depends heavily upon acetyl-
choline.  However, in human beings the readily
accessible peripheral nervous system also depends
upon acetylcholine, e.g., in neuronuscular junctions.
The danger of poisoning is great.  Another approach
is to attack the glutamate-dependent peripheral
system in insects, e.g., with inhibitors of glutamate
decarboxylase.  Glutamate functions as a neuro-
transmitter in the human body but only in the well-
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BOX 12-E  (continued)

protected central nervous system.
Another important problem is the development

of insects resistant to insecticides.  This often arises
as a result of increased levels of carboxylesterases
which hydrolyze both organophosphates and car-
baryl.h,i  A mutation that changed a single active site
glycine to aspartate in a carboxylesterase of a blow-
fly changed the esterase to an organophosphorus
hydrolase which protected the fly against insecticides.j

a Büchel, K. H., ed. (1983) Chemistry of Pesticides, Wiley, New
York

b Hassall, K. A. (1990) The Biochemistry and Uses of Pesticides, 2nd
ed., VCH Publ., Weinheim

c Kamrin, M. A., ed. (1997) Pesticide Profiles, CRC Press, Boca
Raton, Florida

d Casida, J. E. (1973) Ann. Rev. Biochem. 42, 259 – 278
e Wilkinson, C. F., ed. (1976) Insect Biochemistry and Physiology,

Plenum, New York
f Nakatsugawa, T., Tolman, N. M., and Dahm, P. A. (1969)

Biochem. Pharmacol. 18, 1103 – 1114
g Wilson, I. B., and Ginsburg, S. (1955) Biochim. Biophys. Acta. 18,

168– 170
h Raymond, M., Callaghan, A., Fort, P., and Pasteur, N. (1991)

Nature (London) 350, 151– 153
i Karunaratne, S. H. P. P., Hemingway, J., Jayawardena, K. G. I.,

Dassanayaka, V., and Vaughan, A. (1995) J. Biol. Chem. 270,
31124 – 31128

j Newcomb, R. D., Campbell, P. M., Ollis, D. L., Cheah, E.,
Russell, R. J., and Oakeshott, J. G. (1997) Proc. Natl. Acad. Sci.
U.S.A. 94, 7464 – 7468

substrate-binding cavity of the protein is designed to
accommodate phospholipid molecules in the preferred
conformation found in the micelles.643  Most of the
other lipases have lids which close over the active sites
and impede access of substrates.  Binding to a phospho-
lipid surface apparently induces a conformational
change that opens the lid.  This allows substrate to enter
from the lipid surface.620,621,646  Cutinases, which do
not display interfacial activation, do not have lids.  Phos-
pholipase A2 activity is stimulated by an applied elec-
trical field, a result that suggests that its activity in vivo
may be regulated in part by the membrane potential.648

11.  Other Acyltransferases

Acyl groups are frequently transferred from
amides or esters to various acceptors in biosynthetic
reactions.  Among the many known acyltransferases
are the ribosomal peptidyl transferases (Chapter 29),
a transacylase involved in bacterial peptidoglycan
synthesis (Chapter 20), transglutaminase (Eq. 2-23),649,650

γ-glutamylcyclotransferase (Box 11-B), and transacyla-
tion reactions involving acyl-CoA derivatives.  Exam-
ples of the latter are N-acetylation651 or myristoylation
(Chapter 8) of proteins, the formation of acetylcholine
from choline652 and of acetylcarnitine from carnitine
(Eq. 17-4), and acetylation of the antibiotic chloram-
phenicol.  The high group transfer potential of thioesters
ensures that these reactions proceed to completion.
Chloramphenicol acetyltransferase (CAT),653 the
enzyme that catalyzes acetylation and inactivation of
the antibiotic by bacteria, is much used in studies
of gene expression (Chapter 28).  A catalytic histidine
removes the proton from the 3-OH group and a serine
hydroxyl provides an oxyanion hole to accommodate
the anticipated tetrahedral intermediate.652,654  The

steroidal antibiotic fusidic acid (Chapter 22, Section G)
is a competitive inhibitor.655  A related transferase is
aspartate carbamoyltransferase (Fig. 7-20; Chapter 24).

Penicillin and related antibiotics are inactivated by
β-lactamases (Box 20-G), some of which resemble serine
proteases in forming acyl enzymes with active site
serine side chains.656,657  Others are zinc metallogen-
zymes.658,659 Amidohydrolases such as asparaginase
and glutaminase,660,661 deacetylases,662 and many
other hydrolases can also be described as acyltrans-
ferases.

D.  Displacement on a Phosphorus Atom

Nucleophilic displacements on phosphorus (Table
10-1, reaction type 1C) are involved in virtually every
aspect of cellular energetics and in many aspects of
biosynthesis.  One large group of such enzymes are
phosphotransferases, which transfer phospho (also
called phosphono or, traditionally in biochemistry,
phosphoryl) groups from one nucleophilic center to
another.  When transfer is to water the enzymes are
called phosphatases, and when from one group in a
molecule to another in the same molecule, mutases.
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Enzymes that transfer a phospho group from ATP to
water are ATPases and those that transfer the phos-
pho group from ATP to some other nucleophile are
kinases.  Substituted phospho groups can also be
transferred.  Thus, nucleases, members of a larger
class of phosphodiesterases, hydrolyze nucleic acids
by transfer of nucleotidyl groups to a hydroxyl group
of water.  Polynucleotide polymerases transfer
nucleotidyl groups to growing polynucleotide chains.
An intramolecular nucleotidyl transferase is adenylate
cyclase. Topoisomerases carry out a sequence of
phosphotransferase reactions.

1.  Questions about Mechanisms

Consider the following general equation for trans-
fer to nucleophile Y – of a phospho group attached in
an ester or an anhydride linkage to form ROH, which
could be an alcohol, carboxylic acid, or a phosphoric
acid such as ATP.

This equation could also represent a half-reaction in a
double-displacement process.  As with displacements
on saturated carbon atoms, two basic mechanisms can
be imagined.  The first is SN2-like or associative.663– 667

The transition state might be represented where the
bonds from the phosphorous atom to Y and to O are
approximately equally formed.  In an in-line displace-
ment, where Y, P, and – OR are colinear, this mecha-
nism leads to inversion if a chiral phospho group is
used.  There is another possibility for the associative
mechanism.  Whereas a carbon atom can form only
four stable covalent bonds, phosphorus is able to form
five.  While nucleophilic attack on carbon leads to a
transient five-bonded transition state (Eq. 12-2), attack
on phosphorus could produce a relatively long-lived
pentacovalent intermediate (Eq. 12-27).  Notice that
two transition states are involved. Remember that our
conventional way of drawing phosphate esters with a
double bond from phosphorus to one of the oxygens is
misleading.  All of the P – O bonds share some of the
double-bond character and the phosphate group has
many characteristics of a completely single-bonded
structure:
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Likewise, in the transition state structures of Eq. 12-27,
step b, the P– O  bonds, except for that to – O R, are equiv-
alent and all have partial double-bond character.

Geometric complexities. The geometry of the
pentacovalent intermediate in Eq. 12-27 is that of a
trigonal bipyramid.  In this structure the bond angles
in the equatorial plane are 120°, whereas all of the
angles between any of those bonds and the two that
attach to the groups in the apical positions are 90°.
This disparity arises naturally from the fact that it is
impossible to place five points on the surface of a
sphere all equidistant one from the other.  The attack
of Y– from the side opposite O – R (an in-line attack)
leads to a trigonal bipyramid in which – O – R and – Y
occupy the two apical positions.  However, if Y – attacks
a face opposite one of the other oxygens (adjacent
attack), – O – R will take an equatorial position.

The chemical reactivities of groups in the apical
and equatorial positions of pentacovalent intermediates
are different.664  In particular, elimination of a nucleo-
philic group to form a tetrahedral phosphate is easier
from an apical position than from an equatorial position.
For the in-line displacement of Eq. 12-27 elimination of
RO – should be easy.  However an adjacent attack would
leave – OR in an equatorial position.  Before it could be
eliminated, the intermediate would probably have to
undergo a permutational rearrangement by which
– OR would be transferred from an equatorial to an
apical position.

One type of permutational rearrangement, known
as pseudorotation, can be visualized as in Eq. 12-28.668,669

The axial groups a and b move back while equatorial
groups 2 and 3 move forward, still in the same equato-

HO

P

OO

O HO

P
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O–

≡

–
+

–
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rial plane.  Equatorial group 1 does not move.  This
decreases the 120° bond angles between the equatorial
groups and increases the bond angles between group 1
and the axial groups until all four bond angles to group
1 are equivalent.  The resulting square pyramid is a
high-energy transition state structure in the pseudo-
rotation process and can either revert to the original
structure or, by continued motion of the groups in the
same directions as before, to the structures shown at

the bottom of Eq. 12-28.  In the final structure, groups
2 and 3 are axial and the original axial groups a and b
are equatorial.  Pseudorotation is slow enough that it
could be rate limiting in enzymatic reactions.  Stereo-
electronic effects could also affect these rates.670,671

However, much evidence indicates that enzymes almost
always avoid these complexities by using in-line
mechanisms.

Metaphosphate ions. An alternative to an asso-
ciative mechanism is an SN1-like or dissociative
mechanism which can occur by elimination of a 
metaphosphate ion (Eq. 12-29, step a).  A nucleophilic
reagent can then add to the eliminated metaphosphate
in step b.  The formation of metaphosphate is analogous
to formation of carbocation during the action of lysozyme
(Eq. 12-11).  This dissociative mechanism could lead
either to racemization or to inversion of a chiral phos-
phate.  Metaphosphate ions have been shown to exist.
They are generated in certain nonenzymatic elimination
reactions in aprotic solvents672– 674 and they are reactive
electrophiles able to react as in Eq. 12-29.  However,
there is some doubt that they can exist free in aqueous
media.675  Jencks and associates concluded from studies
of linear Gibbs energy relationships that in the transition
state for nonenzymatic phospho transfer reactions
there is a large amount of bond breaking and a small
amount of new bond formation in the transition
state676 but no free metaphosphate.  There is a large
dependence of the rate on the pKa of the leaving
group, but there is still a small dependence on the
pKa of the entering nucleophile.  Thus, we have a

a

b

a b
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dissociative mechanism but without free metaphosphate.
The concept is supported by studies of kinetic isotope
effects.677,678

Coping with negative charges. We visualize
phospho group transfers as involving attack by a
nucleophile bearing at least a partial negative charge.
However, phospho groups also carry one or two nega-
tive charges and that in ATP even more.  Therefore, it
does not seem surprising that many phosphotrans-
ferases are metalloenzymes, sometimes containing
bound Zn2+ which neutralizes some of the negative
charge.  Furthermore, enzymes usually accept ATP as
a substrate only when it is accompanied by a divalent
metal ion,679 usually Mg2+.  Another way in which
enzymes deal with the negative charges on phospho
groups is to have arginine side chains in appropriate
positions to interact by forming strong ion paired-
hydrogen bonds.  It is often assumed that it is essential
to neutralize the charge on the phospho group to avoid
electrostatic repulsion from a partial or complete
negative charge on the attacking nucleophilic center.
However, with a dissociative mechanism and a meta-
phosphate-like intermediate the transition state may
be reached without charge neutralization.679,680  Inter-
actions of Mg2+ with phosphorus-containing substrates,
like those of fixed positive charges in the protein may
also be essential for binding the substrate correctly to
an enzyme.

2.  Magnetic Resonance Studies

There have been many investigations of phospho-
transferases by NMR and EPR methods.681,682  One
approach is to use paramagnetic ions such as Mn2+,
Cu2+, or Cr3+ to induce nuclear relaxation in substrate
and coenzyme molecules at active sites of enzymes.
Flavin radicals and specifically introduced nitroxide
spin labels can serve as well.  Paramagnetic ions greatly
increase the rate of magnetic relaxation of nearby
nuclei (Chapter 3, Section I).  Thus, small amounts of

D.  Displacement on a Phosphorus Atom
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(12-33)

(12-32)

Mn2+ in a sample lead to broadening of lines in ordinary
1H, 13C, and 31P NMR spectra.

Useful information about enzymes can sometimes
be obtained by observing effects of paramagnetic ions
on the NMR signal of protons in the solvent water.
The relaxation time of solvent protons is usually greater
than 1 s.  However, in the ion Mn(H2O)6

2+ the protons
of the coordinated water molecules relax much more
rapidly, both T1 and T2 being ~ 10–1 s.  Since the coordi-
nated water molecules usually exchange rapidly with
the bulk solvent, a small number of manganese ions
can cause a significant increase in relaxation rate for all
of the water protons.  Broadening of the proton band is
observed and differences in T1 and T2 can be measured
by appropriate methods.  Paramagnetic relaxation
effects usually increase as the inverse sixth power of
the internuclear distance.  Knowing the Mn2+–H
distance to be 0.287 ± 0.005 nm for hydrated Mn2+, it
has been possible to relate the effects on T1 and T2 to
the number of H2O molecules coordinated at any one
time to a protein-bound metal ion and to their rate of
exchange with the bulk solvent.

Relaxation effects on 1H, 13C, and 31P, while more
difficult to observe, can provide geometric information
about active sites.  The theory is complex, but under
some conditions the paramagnetically induced relax-
ation can be described adequately by Eq. 12-30.

Here r is the internuclear distance, C is a combina-
tion of physical constants, and T1M is the longitudinal
relaxation time.  The complex function f(τc) depends
upon the correlation time τc, the resonance frequency
of the nucleus being observed, and the frequency of
precession of the electron spins at the paramagnetic
centers.  The value of τc can be estimated (Chapter 3)
and, in turn, the distance r according to Eq. 12-30.

Such studies on creatine kinase (Eq. 12-31) utilized
both a bound Mn2+ ion and a nitroxide spin label to
estimate distances of various protons from the nitrox-
ide.683  Together with EPR measurements (Box 8-C),
which gave the Mn2+–nitroxide distance, a model of the
ATP·Mn2+ complex in the active site was constructed.
Additional EPR experiments on Mn2+ complexes with
ATP and ADP containing 17O in the α, β, or γ phospho
groups showed that in the enzyme·ATP· creatine
complex the metal ion is bound to all three phospho
groups of ATP.  It remained coordinated with the two
phospho groups of ADP and also that of the phospho-
creatine product in the enzyme·ADP·creatine-P com-
plex as well as in the transition state, which is pictured
occurring via a metaphosphate ion.684

Phosphorus-31 NMR has been used to measure
internal equilibrium constants within enzyme-
substrate (ES) complexes.663,685– 687  By having both
substrate and product concentrations high enough to
saturate the enzyme, all of the enzyme exists as ES and
enzyme–product (EP) complexes in equilibrium with
each other.  For a phosphotransferase at least one sub-
strate and one product contain phosphorus.  Although
the NMR resonances are broadened by binding to the
large, slowly tumbling protein, their areas can be mea-
sured satisfactorily and can be used to calculate an
equilibrium constant such as that for Eq. 12-32:

An example is illustrated in Fig. 12-20.  In this
experiment685 the relative areas of the 31P signals of
ADP (one for free ADP and one, slightly more intense,
for MgADP) and of the signal for phosphoenolpyruvate
(PEP) were measured in the absence of enzyme and in
the presence of a catalytic amount of pyruvate kinase
(Fig. 12-20A).  The results verified that the equilibrium
constant for the overall reaction (Eq. 12-33) is very
high (3300).

Phosphoenolpyruvate (PEP) + ADP → ATP + pyruvate

However, with an excess of enzyme (Fig. 12-20B)
the internal constant was estimated as

(12-30)

(12-31)

r = C [ T1M  f (τc) ]1/6

Figure 12-19  Proposed transition state structure formed
from Mn2+, ATP, and creatine bound in the active site of
muscle creatine kinase.  Based on EPR spectroscopy with
regiospecifically 17O-labeled substrates.  The electrical charg-
es have been added in one possible constellation.  However,
hydrogen atoms bound to phospho groups are not shown.
After Leyh et al.684
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This is a difficult measurement
and reinvestigation by another group686

indicated that the amount of the
PEP-containing complex had been
overestimated and that K’=10.

If the rates of the forward and
backward reactions in Eq. 12-34 are
of the same order as the spin-lattice
relaxation times (T1) of the 31P in the
bound substrate and product, the
rate constants kf and kr can be evalu-
ated by saturation-transfer NMR.688

This is done by irradiating one
resonance, e.g., that of the γ-P of
ATP, and observing whether this
causes a loss of intensity of the
resonance for the product which is
receiving its phospho group from
ATP.  This technique was used to
observe the creatine kinase reaction
(Eq. 12-31) in living muscle in both
relaxed and contracting states.  For
resting muscle the observed forward
flux was 1.7 x 10–3 M s–1 and the
backward flux 1.2 x 10–3 M s–1.
Thus, this reaction, which supplies
ATP for contraction of the muscle
from stored phosphocreatine,
appears to be operating at or near
equilibrium.  This had been assumed
but had previously been difficult to
prove.  Two-dimensional NMR tech-
niques can now be used for this kind
of measurement.689

When 31P is bonded to 18O the
chemical shift of the 31P is altered
by 0.0206 ppm from that when the
phosphorus is bonded to 16O.  This
allows 18O labels introduced into
phospho groups to serve as tracers
which can be followed continuously
during reactions.683  The technique is
useful in studies of stereochemistry
(see Section 2) and for examination
of positional isotope exchange.690

This latter technique is often used
with ATP containing 18O in the
β,γ-bridge position.  If an enzyme
transfers the terminal (γ) phospho
group to an acceptor via a phosphoenzyme but without
loss of the ADP, we may expect positional isomerization.
The 18O will move between the β,γ-bridge position and
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β-P (ADP)

β-P (ATP)
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PEP(?)
Pi
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(+ AMP?)

γ-P (ATP) +
β-P (ADP) α-P’s

β-P (ATP)
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Figure 12-20 Equilibria in pyruvate kinase reaction as studied by 31P NMR
at 40.3 MHz, pH 8.0, 15°C.  (A– C)  Equilibria with low enzyme in levels ~ 15%
2H2O.  (A) 31P NMR spectrum of 1.5 ml of reaction mixture;  PEP, 13.3 mM;
ADP, 14.1 mM; MgCl2, 20 mM; potassium Hepes buffer, 100 mM; KC, 50 mM
without enzyme.  (B)  Equilibrium mixture after the addition of ~ 1 mg of
pyruvate kinase to the reaction mixture.  (C)  Equilibrium after the addition
of potassium pyruvate (final concentration of 200 mM) to the sample of the
spectrum in (B).  (D,E)  Equilibrium with enzyme concentrations in excess of
the substrates.  Sample volumes ~ 1.1 ml with 10% 2H2O.  (D)  Equilibrium
mixture set up with enzyme (2.8 mM active sites); 2.8 mM PEP; 2.4 mM ADP;
5.7 mM MgCl2; 100 mM potassium Hepes; 100 mM KCl.  (E)  Spectrum after
the addition of 50 µl of 400 mM EDTA (pH readjusted to 8.0) to the sample of
spectrum D.  The EDTA removes metal ions, stopping the catalytic reactions
and sharpening the resonances.  From Nageswara Rao et al.685

(12-34)
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a nonbonding position as the phospho group is repeat-
edly transferred back and forth between ATP and the
acceptor and as the phospho group rotates.682,690

 = 0.5 – 1.0
 [E · MgATP · pyruvate]

K’ =
[E · MgADP · PEP]
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Equation 12-35 shows one part of this isomerization.
The negative oxygens have been omitted here to avoid
implying a known state of protonation or a localization
of charge.

Figure 12-21 illustrates the use of the technique in
investigating the possible participation of metaphos-
phate in a nonenzymatic reaction.

3.  Stereochemistry

Evidence for an in-line SN2-like mechanism of most
enzymatic phospho group transfer reactions comes
largely from study of chiral phospho groups.663,692– 695

A chiral phosphate can be introduced at either the α
or β phosphorus of ATP by substitution of one of the
oxygen atoms by sulfur.  A chiral phospho group in
the β position can be formed by substituting one oxygen
by S and a second by 18O.

Notice that the negative charge is largely localized on
sulfur in these phosphorothioate compounds.696  More
general is the use of 17O and 18O to form a chiral phos-
pho group:
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Figure 12-21  The 31P NMR spectrum at 101.2 MHz of Pα of
isotopically labeled ADP.  This was recovered from an exper-
iment in which ADP containing 87 atom % of 18O in all four
oxygens around Pβ was allowed to undergo partial (~ 20%)
nonenzymatic hydrolysis to AMP and Pi.  Peaks 1 represent
the species containing no 18O bonded to Pα.  Peaks 2 repre-
sent all species with 18O in the Pα–O–Pβ bridge, and peaks 3
represent species with 18O in nonbridging positions at P

α.
These have undergone positional isotope exchange.  From
Lowe and Tuck.691
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Considerable ingenuity was required in both the
synthesis of these chiral compounds695,697 and the
stereochemical analysis of the products formed from
them by enzymes.698 – 700  In one experiment the phospho
group was transferred from chiral phenyl phosphate
to a diol acceptor using E. coli alkaline phosphatase as
a catalyst (Eq. 12-36).  In this reaction transfer of the
phospho group occurred without inversion.  The chirality
of the product was determined as follows.  It was
cyclized by a nonenzymatic in-line displacement to
give equimolar ratios of three isomeric cyclic diesters.
These were methylated with diazomethane to a mixture
of three pairs of diastereoisomers triesters.  These dia-
stereoisomers were separated and the chirality was
determined by a sophisticated mass spectrometric
analysis.692  A simpler analysis employs 31P NMR
spectroscopy and is illustrated in Fig. 12-22.  Since
alkaline phosphatase is relatively nonspecific, most
phosphate esters produced by the action of phospho-
transferases can have their phospho groups transferred
without inversion to 1,2-propanediol and the chirality
can be determined by this method.
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Although inversion was not observed with the
E. coli alkaline phosphatase, it has been observed for
ribonucleases and many other hydrolytic enzymes and
for most kinases transferring phospho groups from
ATP.  The difference lies in the existence of a phospho-
enzyme intermediate in the action of alkaline phospha-
tase (see Eq. 12-38).  Each of the two phosphotransferase
steps in the phosphatase action apparently occurs with
inversion.  The simplest interpretation of all the exper-
imental results is that phosphotransferases usually act by
in-line SN2-like mechanisms which may involve metaphos-
phate-ion-like transition states that are constrained to react
with an incoming nucleophile to give inversion.  An adjacent
attack with pseudorotation would probably retain the
original configuration and is therefore excluded.

The substrate for many phosphotransferases is
MgATP.  Which of the possible isomers of this chelate
complex is utilized by these enzymes?  Since Mg2+

associates and dissociates rapidly from the complexes
there are several possibilities:  a tridentate complex with
oxygens from α, β, and γ phospho groups coordinated
with the metal ion, an α,β-bidentate, a β,γ-bidentate, or
a monodentate complex.  Most evidence suggests that
β,γ-bidentate complexes of the following types are the
true substrates.

(12-36)

The first structure drawn is for a Mg–ATP S
complex with a chiral β-phosphothioate group.
The Mg2+ is expected to bond to oxygen.  How-
ever, in the second complex, in which Cd2+ has
been substituted for Mg2+, it is expected that the
Cd2+ will bond to sulfur.  Therefore, the stereo-
chemically equivalent structure will be obtained
only when the compound has the S configuration
at the phosphorus.  In the third of the foregoing
complexes, Mg2+ has been replaced by Cr3+ to
give an exchange-inert complex of ATP in
which the Cr3+ will remain attached firmly to

the same two oxygen atoms under most experimental
conditions.  Notice also that in this complex, the AMP
portion occupies a different position than in the first two
complexes.  It is called the ∆ screw-sense isomer,702

while the upper two complexes are Λ screw-sense
isomers.  We may reasonably expect that an enzyme,
which may provide additional ligands to the metal
ions, will prefer one or the other of these screw-sense
isomers.  For α,β-bidentate ATP complexes both α and
β phosphorous atoms become chiral centers and even
more isomers are possible.

The use of exchange inert Cr3+ and Co3+ complexes
of ATP has been developed by Cleland and associ-
ates.702– 705  The β,γ-bidentate chromium complexes
were separated into the Λ and ∆ isomers.704  Each was
separated further into a pair of “ring-puckering isomers”.
These metal complexes are all competitive inhibitors of
MgATP and both ring puckering isomers of the ∆ screw
sense are very slow substrates of various kinases.  The
Λ isomers serve as very slow substrates for pyruvate
kinase, adenylate kinase, and fructose-6-phosphate
kinase.703  The ∆ exo isomer is the strongest inhibitor
of creatine kinase, suggesting this same conformation
for the MgATP substrate.  The disastereoisomers of
ATPαS and ATPβS have also been tested with kinases
in the presence of either Mg2+ or Cd2+.  With creatine
kinase695,706 the isomers with the R configuration at
phosphorus are preferred in the presence of Mg2+ but
those with the S configuration are preferred in the pres-
ence of Cd2+.  This might be related to the previously
mentioned preferences of the metals for O vs. S ligands,
and would suggest that this enzyme prefers the Λ isomer
(see foregoing structures).  However, EPR studies with
the corresponding Mn2+ complexes suggest that the
∆ isomer is preferred by the enzyme.693  There are 12
isomers of monoammine Cr(III)ATP.  Their use has
provided information about the location of water
molecules in metal complexes of kinases.707

In the following sections we will consider several
individual phosphotransferases.
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The product 1-phospho-(S)-propane-1,2-
diol 1 (here shown as R at phosphorus) is
converted by in-line ring closure to an
equimolar mixture of three cyclic diesters.
These are methylated to give six cyclic
triesters.  Of these, only 3 and 6 give sharp
31P resonance because the 17O in the others
broadens the lines.

Two cyclic triesters 3 and 6 from an R-
phospho compound and two others 8 and
9 from an S-phospho compound will give
sharp 31P NMR resonances.

Predicted and observed 31P NMR spectra of
the mixtures of syn and anti cyclic triesters
derived from labeled samples of 1 phospho-
(S)-propane-1,2-diols that are R and S at
phosphorus.
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4.  Phosphatases

The phosphatases catalyze hydrolysis of phosphate
esters to produce inorganic phosphate:667

The acid phosphatases and alkaline phosphatases
are nonspecific and cleave many different phosphate
esters, whereas glucose-6-phosphatase, fructose-
1,6-bisphosphatase, and many others are specific for
single substrates.  The nonspecific phosphatases may
provide inorganic phosphate ions in places where they
are needed, e.g., in mineralizing bone.  All phosphatases
help to drive metabolic cycles (Chapter 17).

The alkaline phosphatases are found in bacteria,
fungi, and higher animals but not in higher plants.  In
E. coli alkaline phosphatase is concentrated in the peri-
plasmic space.  In animals it is found in the brush border
of kidney cells, in cells of the intestinal mucosa, and in
the osteocytes and osteoblasts of bone.  It is almost absent
from red blood cells, muscle, and other tissues which
are not involved extensively in transport of nutrients.

The alkaline phosphatase of E. coli is a dimer of
449-residue subunits which requires Zn2+, is allo-
sterically activated by Mg2+, and has a pH optimum
above 8.667,708– 711  At a pH of ~ 4, incubation of the
enzyme with inorganic phosphate leads to formation
of a phosphoenzyme.  Using 32P-labeled phosphate, it
was established that the phosphate becomes attached
in ester linkages to serine 102.  The same active site
sequence Asp-Ser-Ala is found in mammalian alkaline
phosphatases.  These results, as well as the stereo-
chemical arguments given in Section 2, suggest a
double-displacement mechanism of Eq. 12-38:

The active site contains two Zn2+ ions and one Mg2+ ion
which are held by imidazole and carboxylate groups.
The inorganic phosphate in an enzyme–product com-
plex is bound to both zinc ions (Fig. 12-23).  The Ser
102 side chain is above one Zn.  In the enzyme-P inter-
mediate it would be linked to the phospho group as
an ester which would then be hydrolyzed, reversibly,
by a water molecule bound to Zn.712–713a  This water
presumably dissociates to Zn+– OH and its bound
hydroxyl ion carries out the displacement.  This reaction
may be preceded by a proton transfer to an oxygen atom
of the phospho group.714

P OOR

O

O

OHR

–

– + H2O + HPO4
2–

(12-37)

Ser 102–OH
(Phosphatase)

Ser 102–O–P
(Enzyme–P)

Pi

H2OR–O–H

R–O–P
Substrate

Acid phosphatases, which have pH optima of ~ 5
and are inhibited by fluoride ion, occur in bacteria,
fungi, plants, and animals.  In bone, the acid phosphatase
content is high in the osteoclasts which function in the
resorption of calcium from bone.  The highest content
of acid phosphatase in humans is in the prostate and
an elevated serum level has long been used as a diag-
nostic indicator of prostatic cancer.715  Acid phosphatase
is a periplasmic enzyme in E. coli.716  Phosphoenzymes
have been trapped from both plant and animal acid
phosphatases.717  For example, a brief incubation with
32P-labeled p-nitrophenyl phosphate followed by rapid
denaturation in an alkaline medium gave a covalently
labeled protein from which 32P-containing N δ-phos-
phohistidine was isolated.  In agreement with kinetic
evidence that a phosphoenzyme is a true intermediate,
there is no inversion of chiral phospho groups by liver
or prostate acid phosphatases.718

Some acid phosphatases from animals and plants
are violet in color and contain iron (Chapter 16) and an
Mn3+-containing acid phosphatase has been isolated
from sweet potatoes.720  These enzymes have dimetal
centers, often containing one Zn2+ and one Fe3+ with
bridging carboxylate and hydroxide ions between the
metals.  Imidazole, tyrosinate, and carboxylate side
chains hold the metals as in Fig. 16-20.  A water mole-
cule bound to the Fe3+ is thought to dissociate with
a low pKa of 4.8 to give an Fe3+ · –OH complex.  The
hydroxyl ion can then attack the phospho groups, one

(12-38)
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of whose oxygen atoms is coordinated with the Zn2+ .
The mechanism resembles that proposed for a

phosphotriesterase (Fig. 12-24).  The triesterase cata-
lyzes detoxification of organophosphorus toxins such
as parathion (Box 12-E) and seems to have evolved
rapidly from a homologous protein of unknown func-
tion.721  The phosphotriesterase contains two Zn2+ ions
in a dimetal center.  An unusual structural feature is a
carbamate group, formed from Lys 169 and CO2, which
provides a bridging ligand for the metal pair.721– 725  A
carbamylated lysine also functions in ribulose bisphos-
phate carboxylase (Fig. 13-11).

Phosphatases specific for such substrates as glucose-
6-phosphate, fructose-1,6-bisphosphate, and phospho-
glycolate help to drive metabolic cycles (Chapter 17).
The 335-residue fructose-1,6-bisphosphatase associ-
ates to form a tetramer with D2 symmetry.726– 730  The
allosteric enzyme exists in two conformational states
(see Chapter 11).  Activity is dependent upon Mg2+ or
other suitable divalent cation, e.g., Mn2+ or Zn2+, and is
further enhanced by K+ or NH3

+.  While the dimetal
sites depicted in Figs. 12-23 and 12-24 are quite rigid and
undergo little change upon formation of complexes
with substrates or products, the active site of fructose-
1,6-bisphosphatase is more flexible.  There are three
metal-binding sites but they contain no histidine side
chains and have been seen clearly only in a product
complex.727,728  Perhaps because of the need for

flexibility involved in allosteric changes, the active
site is not fully formed until the substrate binds.
Fructose-2,6-bisphosphatase forms one domain
of a bifunctional kinase-phosphatase (Chapter 11).
It has two imidazole rings, as well as side chains from
a glutamate and two arginine residues at the catalytic
and substrate-binding site.728a

The 357-residue mammalian glucose-6-phospha-
tase plays an important role in metabolism (Chapter
17).  Defects in the enzyme cause a glycogen storage
disease (Box 20-D) and severe disruption of metabo-
lism.731  However, the molecular basis of its action is
not well-known.  Furthermore, the active site of the
enzyme is located in the lumen of the endoplasmic
reticulum732 and glucose-6-phosphate must pass in
through the plasma membrane.  An additional glucose-
6-phosphate transporter subunit may be required to
allow the substrate to leave the cytoplasm.73

Pyrophosphatases, which are present in all cells,
and catalyze hydrolysis of inorganic pyrophosphate
(PP1) to orthophosphate (Pi) (see Chapter 6, Section D),
also drive metabolic sequences.  The very active pyro-
phosphatase of E. coli has a turnover number of over
2 x 104 s–1 at 37°C.  The 1000 molecules per cell are
sufficient to immediately hydrolyze any pyrophosphate
produced by bacterial metabolism.733  The much studied
soluble pyrophosphatases of E. coli,734,735 yeast,736 and
other organisms736a,b are metalloenzymes that are most
active with Mg2+.  Two Mg2+ ions are held, mostly by
carboxylate side chains, while a third apparently enters
the active site as magnesium pyrophosphate, perhaps
MgP2O7

–.  As with other metallohydrolases, a metal-
bound hydroxyl ion may serve as the attacking nucleo-
phile.

At least three distinct families of protein phospha-
tases remove phosphate groups from serine, threonine,
and tyrosine side chains in proteins.737  Their role in
control of numerous biochemical processes has been
discussed in Chapter 11, Section C,2.  The catalytic
domains or subunits of the protein phosphatases act
together with regulatory domains or separate regula-
tory subunits to control thousands of reactions.  For
example, protein phosphatase 1 (PP1) together with a
glycogen-targeting subunit dephosphorylates inactive
glycogen kinase (see Fig. 11-4).  Belonging to the same
family is calcineurin (PP2B), a phosphatase activated
by Ca2+ through binding to calmodulin (Box 6-D).  There
are two families of Ser/Thr phosphatases.  Their poly-
peptide folding patterns differ, but the active sites have
similar dimetal centers resembling those in Figs. 12-24
and 16-20 with Mn2+ + Fe2+, Zn2+ + Fe3+, and probably
other pairs of metals.737– 740  The family containing PP1
has weak sequence homology with the purple acid
phosphatases.740  Another common feature of these
enzymes is a conserved His-Asp dyad (His 125 and
Asp 95 in PP1) which is thought to be a proton donor,
protonating the leaving group (– O –) in a manner

Figure 12-24 Hypothetical event in the action of a phos-
photriesterase.  A carbamylated lysine (lower center), as well
as a water molecule, bridge the two Zn2+ ions, which are
held by imidazole and aspartate carboxylate groups.  The
bound H2O can be deprotonated to give the HO– complex
shown.  The substrate may displace the HO – ion from the
right-hand zinc and thereby move close to the bound HO –

which attacks as indicated.  Based on Cd2 +-containing
structure and discussion by Benning et al.722
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reminiscent of the serine proteases.  The reaction is
evidently initiated by attack of an –OH ion held by the
dimetal center.  This would resemble the mechanism
pictured in Fig. 12-24 except that the phospho group
would carry two negative charges.

The protein tyrosine phosphatases also exist as
several families with numerous functions in control
of transcription, growth, differentiation, and metabo-
lism.741– 743  These enzymes function by a double-
displacement mechanism, as in Eq. 12-38, but with a
cysteine side chain rather than serine.  The cysteine is
present in the conserved sequence (H/V)CX5R(S/T).
The arginine binds the phospho group and helps to
stabilize the transition state, which probably is meta-
phosphate-like.742

5.  Ribonucleases (RNases)

Many hydrolases act on phosphodiester linkages,
which abound in nature.725,744  Some are digestive
enzymes but others serve more specific metabolic
functions. Ribonuclease A (RNase A), the pancreatic
digestive enzyme responsible for breakdown of RNA,
was one of the first enzymes for which a structure was
deduced.  By 1963 Moore and Stein and their associates,
who had earlier developed ion exchange methods for
separating amino acids and peptides (Fig. 3-6), had
determined the sequence of the 124-residue bovine
enzyme.745  They observed that Lys 41 was unusually
reactive with dinitrofluorobenzene and that photo-
oxidation of His 12 and His 119, which are almost at
opposite ends of the peptide chain, inactivates the
enzyme.  They concluded that both histidines are at
the active site, a conclusion that was later substantiated
by X-ray crystallography.746– 748  A segment 12 nucleo-
tides in length can fit into the cleft in the enzyme that
contains the active site.  The negatively charged phos-
phates of the RNA backbone form 8 – 9 electrostatic bonds
to lysine and arginine side chains of the enzyme.749,750

However, the only close interactions of the nucleic acid
bases with the enzyme occur at the site of cleavage as
shown in Fig. 12-25.  The four residues His 12, Lys 41,
Thr 45, and His 119 are strictly conserved in the RNAse
A superfamily.749  The carboxylate of Asp 121 apparently
helps to orient the proper tautomer of His 119 for
catalysis.751

Ribonuclease A was the first enzyme to be synthe-
sized in the laboratory.  Fully active ribonuclease has
been synthesized,752  as have new modified enzymes.
For example a 63-residue peptide made up of five
segments of the native RNase sequence retained mea-
surable catalytic activity.753  Using total synthesis,
unnatural amino acids, such as 4-fluorohistidine, have
been incorporated at specific positions in RNAse.752

Cleavage of a phosphodiester linkage in the sub-
strate chain occurs in two steps.  In the first or trans-

esterification step, the hydroxyl group on the 2' position
of the ribose ring is thought to be deprotonated by
attack of either the imidazole of His 12, as shown in
Fig. 12-25, or by the adjacent amino group of Lys 41.
(In the latter case His 12 would have to remove a
proton from the – NH3

+ group of Lys 41 before it could
attack.)  In either case the positive charge of Lys 41
would help to neutralize the negative charge on the
phosphate.  The deprotonation of the 2'– OH may
occur synchronously with its attack on the adjacent 3'
phospho group.  An in-line displacement of the oxygen
attached to the 5' carbon of the next nucleotide unit is
thought to be assisted by His 119.  Its protonated imida-
zolium group may transfer a proton to a phosphate
oxygen atom prior to or synchronously with formation
of the new P – O bond in step a (Fig. 12-25).754  The
intermediate formed in step a is a cyclic 2', 3'-diphos-
phate which then undergoes hydrolysis by attack of
a water molecule in step b to give the free nucleoside
3'-phosphate.  The overall reaction is a two-step double-
displacement, analogous to that with chymotrypsin,
except that a neighboring group in the substrate rather
than an amino acid side chain is the nucleophilic catalyst.
The pH dependence of the enzyme is in agreement
with this mechanism because there are two pKa values
of ~ 5.4 and ~ 6.4 which regulate the catalytic activity.
Microscopic pKa values of His 12 and His 119 have
been measured by NMR spectroscopy as ~ 6.1 and ~ 6.3
and are shifted somewhat by binding of nucleotides.

A bacterial peptidase splits a 20-residue fragment
containing His 12 from the N-terminal end of RNase
A.  This “S-peptide” can be recombined with the rest
of the molecule, which is inactive, to give a functional
enzyme called ribonuclease S.  In a similar way, resi-
dues 119 – 124 of RNase A can be removed by digestion
with carboxypeptidase to give an inactive protein
which lacks His 119.  In this case, a synthetic peptide
with the sequence of residues 111 – 124 of RNase A forms
a complex with the shortened enzyme restoring full
activity.755

Stereochemical studies support in-line mechanisms
for both the transesterification and hydrolysis steps
of ribonuclease catalysis.  For example, chiral uridine
2',3'-cyclic phosphorothioates are hydrolyzed with
inversion of configuration, with the diastereoisomer
shown yielding a 2'-monophosphothioate of the R
configuration at phosphorus.
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Transesterification step is also in-line757 as it is shown
in Fig. 12-25.  Study of kinetic isotope effects in H2O–
D2O mixtures suggested that two protons may move
synchronously as the enzyme–substrate complex
passes through the transition state.758  Although
RNase A is one of the most studied of all enzymes,
there are still uncertainties about the mechanism.  Is a
proton removed first by His 12 (Fig. 12-25), as has long
been assumed, or is a proton transferred first from His
119 to the oxygen of the phospho group?759,760  Is the
reaction concerted, as suggested by kinetic isotope
effects,761 or is there a pentacovalent intermediate?

The specificity of RNase A for a pyrimidine on the
3' side of the phosphodiester bond that is cleaved is
evidently ensured by the pair of hydrogen bonds from
O-2' of the pyrimidine to the backbone NH of Thr 45
and a second from the N-4' proton to the side chain
OH of the same threonine (Fig. 12-25). Other nucleases,
such as ribonuclease T2,762 with different specificities
also make use of hydrogen bonding of the base at the
3' side of the cleavage point with backbone amide
groupings.

Various bacterial ribonucleases as well as the fungal
ribonucleases T1, U1, and U2 (see also Fig. 5-43) have
amino acid sequences related to that of RNase A763,764,764a

but with distinctly different three-dimensional struc-
tures.  The active sites contain Glu, His, and Arg side
chains.  For RNase T1, Glu 58 and His 92 appear to
provide acid–base catalysis with assistance from Tyr
38, Arg 77, and His 40.763,765  A glutamate carboxylate
also appears to be the catalytic base in the related RNase,
called barnase, from Bacillus amyloliquefaciens.766

In addition to extracellular digestive enzymes, the
RNase family contains many intracellular enzymes
that are involved in turnover of RNA.767,768  RNase H
digests away RNA primers during DNA synthesis
(Chapter 27).  RNase H activity is also present in a
domain of viral reverse transcriptases and is absolutely
essential for the replication of HIV and other retro-
viruses.769  The structures of the reverse transcriptase
RNase H domain and of the E. coli enzyme are simi-
lar.769– 771  Unlike RNase A, the RNases H are metallo-
enzymes which apparently contain two Mg2+ ions held
by carboxylate groups and utilize a metal bound HO –

ion as in previously discussed phosphatases.  Secreted
RNases sometimes have specific functions.  For example,
the 123-residue angiogenin is homologous to pancreatic
RNases but acts to induce formation of new blood
vessels (angiogenesis).772 – 774  This is essential to growth
of solid cancers as well as for normal growth.  The
enzyme is a very poor catalyst but its RNase activity
appears essential for its biological function.  Mutation
of any of the catalytic residues His 13, Lys 40, or His
114 abolishes all angiogenic activity.  A neurotoxin
secreted by eosinophils775 is one of a group of selec-
tively toxic RNases.776,777  Intracellular RNases are often
found as complexes of specific inhibitor proteins.778
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6.  Ribonuclease P, Ribozymes, and Peptidyl
Transferase

A very different ribonuclease participates in the
biosynthesis of all of the transfer RNAs of E. coli.
Ribonuclease P cuts a 5' leader sequence from pre-
cursor RNAs to form the final 5' termini of the tRNAs.
Sidney Altman and coworkers in 1980 showed that the
enzyme consists of a 13.7-kDa protein together with a
specific 377-nucleotide RNA component (designated
M1 RNA) that is about five times more massive than
the protein.779  Amazingly, the M1 RNA alone is able
to catalyze the ribonuclease reaction with the proper
substrate specificity.780– 782a  The protein apparently
accelerates the reaction only about twofold for some
substrates but much more for certain natural substrates.
The catalytic center is in the RNA, which functions
well only in a high salt concentration.  A major role of
the small protein subunit may be to provide counterions
to screen the negative charges on the RNA and permit
rapid binding of substrate and release of products.783

Eukaryotes, as well as other prokaryotes, have enzymes
similar to the E. coli RNase P.  However, the eukaryotic
enzymes require the protein part as well as the RNA
for activity.784

Thomas Cech and associates independently dis-
covered another class of catalytic RNA molecules.  These
are self-splicing RNAs that cut out intervening se-
quences from themselves to generate ribosomal RNA
precursors (see Chapter 28).785– 787  They act only once
and are therefore not enzymes.  However, the introns
that are cut out during self-splicing are ribozymes
which, like the RNA from ribonuclease P, can act
catalytically and have properties similar to those of
protein enzymes.  They exhibit the kinetic properties
of enzymes and are denatured by heat.  The RNAs are
folded into compact structures resembling those of
globular proteins.  Like tRNA, they contain loops and
hydrogen-bonded stems.  Phylogenetic comparisons
(Chapter 29) of the M1 RNA of  ribonuclease P iso-
lated from various species have allowed prediction
of precise secondary structures.783,788,789  A simplified
M1 RNA consisting of 263 nucleotides from conserved
regions of the molecule is catalytically effective.783

Tetrahymena ribozyme also has a complex structure
with a 247-nucleotide catalytic core formed by two
structural domains (Fig. 12-26).790,791  The crystal struc-
ture of a third ribozyme, one found in the RNA of the
human pathogen hepatitis delta virus (HDV), has also
been determined.792  It is a smaller 72-nucleotide self-
cleaved molecule with a very different structure from
that in Fig. 12-26.  It makes use of a double pseudo-
knot (see Fig. 5-29) to bind the RNA into a compact,
tightly hydrogen-bonded structure with a deep active
site cleft.  It is the fastest known naturally occurring
self-cleaving RNA and is able to react at a rate of more
than 1 s–1 at its optimum temperature of 65°C.

Smaller self-cleaving RNAs have been found
among plant viruses and viroids. Many of them have
a common catalytic core which can be converted into
30- to 40-nucleotide ribozymes.  Only 17 nucleotides
and three hydrogen-bonded helical stems are required
to form the self-cleaving “hammerhead” domain, which
has a structural similarity to the catalytic core of the
Tetrahymena ribozyme.  The hammerhead ribozymes
(Fig. 12-27) represent one form of small ribozyme.793– 797

Another is the hairpin ribozyme shown in Fig.
12-28,798,801  which also shows the even smaller lead-
dependent “leadzyme,” a ribozyme that doesn’t
occur in nature.

In an intact viral self-cleaving RNA the entire
catalytic center is formed from a single strand.  Stems
II and III of the hammerhead ribozyme (Fig. 12-27C)
are closed by large loops.  In the ribozyme shown, loop
III has been cut off and stem II has been closed by a
tight loop to form a compact catalytic RNA that will
cut a substrate having a suitable nucleotide sequence
for binding to the ribozyme.  Only 12 bases in this ribo-
zyme are highly conserved.  By varying the sequences
in the ribozyme half of stems I and III, catalysts that
cleave after any sequence GUX, where X=A, C, or V,
can be designed.  Such catalysts are useful in the labo-
ratory and potentially also in medicine.

What groups of a ribozyme bind to substrates and
what groups participate in catalysis?  Like peptides,
RNAs have amide groups that can hydrogen bond to
substrates.  Adenine and cytosine can supply protonated
amino groups which could participate in acid–base
catalysis.  This is evidently the case in the peptidyl
transferase centers of ribosomes.  The RNA in these
centers catalyzes a transesterification in which an
aminoacyl group is transferred from an aminoacyl-tRNA
anto the growing polypeptide chain attached to a
second tRNA molecule.  The reaction is evidently
catalyzed by a universally conserved adenine ring
located at position 2486 in the Haloarcula marismortii
23S RNA (position 2451 in E. coli).  There are no protein
groups within 1.8 nm of the location of peptide bond
synthesis.798a  The active site adenine appears to be
much more basic than normal.  A high pKa of 7.6 controls
the peptidyl transferase, and also controls the methy-
lation of the active site adenine by dimethylsulfate.798b

The site of protonation is thought to be largely N3 of
adenine 2486, which is probably the basic center in-
volved in catalysis.  The peptidyltransferase reaction
may be initiated as follows.798a

D.  Displacement on a Phosphorus Atom
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Figure 12-26  (A,B)  Stereoscopic views of
the Tetrahymena ribozyme.  (A)  Ribbon
tracing of the phosphodiester backbone.
The successive conserved structural ele-
ments, from the 5' and 3' ends are designat-
ed P1 to P9.  The P4 – P6 region forms one
major domain, while the P3 and P5 – P9
regions form a second domain which folds
around the first.  From Golden et al.790  (B)
Structure of the P4 – P6 domain viewed
from the back side as pictured in (A).  From
Cate et al.791  The active site lies between
this domain and the larger one which folds
over it leaving the active site in a deep
crevice.790  The active site is centered above
the “tetraloop” GAAA (residues G150 to
A153), which is shown with lighter shading
(in B) near the upper center of the P4 – P6
domain.  (C).  Details of one of three layers
of hydrogen-bonded interactions between
purine and pyrimidine bases involved in
interaction of the tetraloop with the adja-
cent helix in the P5 region.  Cleavage occurs
in the P1 domain, which folds into the
active site and is not shown in these draw-
ings.  Courtesy of Thomas Cech.

A

B

C

A similar catalytic mechanism is probably used by the
small 85-nucleotide hepatitis delta virus ribozyme
whose catalytic base is thought to be N3 of cytosine 75,
which is associated with a pKa of ~ 6.1.798c  Both this
HDV ribozyme and the ribosomal RNA resemble serine
proteases with histidine as the catalytic base.  Howev-
er, the self-splicing RNA of Tetrahymena initiates a
nucleophilic attack with the 3'– OH group of a gua-
nosine molecule that is bound to a site in the P7 region
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Figure 12-27  (A)  Structure of a hammerhead ribozyme.  The cleavage
site region is drawn with dark lines.  (B)  The cleavage region showing
the cleavage site in the substrate strand.  From Baidya and Uhlenback.793

(C)  Diagram of a hammerhead ribozyme with standard numbering of
nucleotides.  The three helical stems are labeled I, II, and III.  From Bevers
et al.796   (D)  Simplified cleavage mechanism which resembles step a of
Fig. 12-25 and ignores the known participation of metal ions.
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phosphodiester ends at the cleavage points.  Hammer-
head ribozymes utilize the 2'-OH of the ribose at the
cleavage site to form a 2',3'-cyclic phosphate ester as in
step a of the ribonuclease A reaction (Fig. 12-25) and as
indicated in Fig. 12-27D.  Ribozymes act by in-line
mechanisms, causing inversion of the configuration at
the phosphorus.799,800

Most ribozymes, as well as RNase P,805,806 require
one or two metal ions for activity.807    Magnesium ions
predominate and many Mg2+ ions are bound at distinct
sites in crystalline ribozymes.  Hammerhead and hair-
pin ribozymes work reasonably well with monovalent
ions.  One proposed mechanism is for an HO – ion
bound to the Mg2+ to remove H+ from the 2'– OH of the
ribose ring as follows:

When the pro-R oxygen of the phospho group (labeled
R in the accompanying structure) was replaced by sulfur
the rate of cleavage decreased 103-fold.  However, the
rate was restored fully when Cd2+ was added, presum-
ably because of the high affinity of cadmium ions for
sulfur ligands.808  This supports the possibility of a
dual role for Mg2+ in activating a water molecule to
provide HO– and in stabilizing negative charges on
the phospho group by interaction with the pro-R oxygen
in the transition state.  Several investigators have sug-
gested that two metal ions may be needed.  One possi-
bility is for a mechanism similar to that proposed for
alkaline phosphatase (Fig. 12-25) and other phospho-
transferases.809,810  The Tetrahymena ribozyme functions
best if both Mg2+ and Mn2+ are present.811  A second
metal may act as a Lewis acid facilitating loss of the
5'-OH as indicated by M2+ ( in gray) in the preceding
diagram.  Metal ions may also participate in conforma-
tional changes as well as have structural functions in
ribozymes.812,813  Studies of the kinetics of action of
hammerhead ribozymes have suggested that the intrin-
sic ribozyme-substrate binding energy is utilized for
catalysis.814  This may be possible because the ribozyme
is only partially folded in the ground state but it folds
into a tighter conformation in the transition state.815

Methods have been devised for generating enor-
mous numbers of RNA molecules with random se-
quences and for selecting those with unusual catalytic

activities.816– 819  Among the new catalysts produced in
this way are very small ribozymes that cleave RNA
specifically in the presence of Pb2+ (Fig. 12-28B).802,803

The leadzyme is more active with neodymium (Nd3+)
+ Pb2+ than with lead alone, suggesting a two-metal
mechanism.820  Other artificial ribozymes include RNA
ligases,817 acyltransferases,821 and DNA hydrolases.822,823

Is it possible to find a DNA enzyme?  Without the 2'– OH
of ribose to form hydrogen bonds it seemed doubtful,
but an RNA-cleaving DNA enzyme has been selected
from a population of ~ 1014 different small DNA mole-
cules.  The DNA enzyme (Fig. 12-28C) will cleave RNA,
whose sequence fulfills the base pairing requirements
of two 8-deoxynucleotide recognition domains.  Cleav-
age occurs between an unpaired purine and a paired
pyrimidine using a metal-dependent mechanism that
gives a 2',3'-cyclic phosphate as in ribonuclease A
cleavage.804

7.  Deoxyribonucleases (DNases)

A multitude of nucleases cleave DNA, single- or
double-stranded.  They range from the pancreatic
digestive enzyme DNase I through specialized nucleases
that function during DNA repair and the hundreds of
restriction endonucleases that have become so valuable
in modern laboratory work.  Some nucleases leave a
3'-phosphate ester at a cut end in a DNA chain, while
others leave a 5'-phosphate end.824  Many nucleases
are dealt with in later chapters.  Only a few will be
mentioned here.

One of the most studied enzymes of this group is
the 149-residue micrococcal (staphylcoccal) nuclease
from Micrococcus which cleaves either RNA or single-
or double-stranded DNA.  The relatively nonspecific
enzyme cuts nearly randomly at the 5' side of the
phosphodiester linkages, leaving 3'-phosphate groups.
It enhances the uncatalyzed hydrolysis rate at least
1016-fold.825– 827  The crystal structure showed that the
majority of the acidic and basic side chains of the
protein interact with each other through clusters of
hydrogen bonds.  At the active site the side chains of
both Arg 35 and Arg 87 form pairs of hydrogen bonds
to the 5'-phosphate group of the specific inhibitor
deoxythymidine 3',5'-diphosphate (Fig. 12-29).  While
Arg 87 appears to be in a position to protonate the
leaving group – O–, 13C NMR experiments showed that
all of the arginine side chains had pKa values above
11.6.  However, Tyr 85 has a pKa of 9.5, which appears
to control kcat /Km.828  A Y85F mutant lacks this pKa.
The X-ray structure also suggests that Glu 43 may be
the attacking nucleophile and that it may deprotonate
a water molecule bound to the Glu 43 carboxylate.
The resulting HO – probably carries out a direct in-line
attack as shown in Fig. 12-29.  Mutants such as E43D,
E43Q, and E43S have greatly decreased activity,829 in

O
Base

O

O O
H

P
O O

O

M2

Mg
O H

++
– –

+

(S) (R)



653

Figure 12-29  Drawing showing the hydrogen-bonding
interactions between the guanidinium ions of arginines 35
and 87 of the micrococcal (staphylococcal) nuclease with the
5'-phosphate of the inhibitor thymidine 3',5'-diphosphate in
the complex of E + I + Ca2+.  A possible mechanism is illus-
trated.  A hydroxyl ion bound to Ca2+ carries out an in-line
attack on the phosphorus.  See Libson et al.826
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agreement with this mechanism.  The nearby Ca2+ is
essential.  For this nonspecific nuclease there is no
hydrogen bonding of a purine or pyrimidine base of
the substrate to the enzyme.

The digestive enzyme, pancreatic DNAse I, makes
single-stranded cuts in double-stranded (ds) DNA.
An exposed strand of peptide chain from the enzyme
binds into the minor groove of B-type DNA.830  Because
this groove becomes too narrow in long (A+T) rich
sequences, they are cleaved slowly.  Certain hypersen-
sitive sites are cleaved very rapidly, perhaps because
the DNA at these regions is bent or is able to bend to
give a very good fit to the enzyme active site.  A histi-
dine which is hydrogen bonded to a nearby carboxy-
late of a glutamate side chain appears to be a catalytic
base that acts upon a water molecule as in phospholi-
pase A (Section D,10), displacing the 3' oxygen of the
phosphodiester linkage.  An imidazolium group from
a second histidine is hydrogen bonded to an aspartate
carboxylate and a tyrosine – OH to form a catalytic
triad that can protonate the 3' – O – as it is displaced.831

Two Mg2+ ions are also required.  Both are held by
different carboxylate side chains and may also interact
with oxygen atoms of the phospho group to neutralize
charge and stabilize the transition state.

In contrast to DNAse I, the restriction endonu-
cleases, which are discussed in Chapter 5, Section H,2
and in Chapter 26, have precise substrate sequence
specificities.  Three of the best known restriction endo-
nucleases are called EcoRI,832 – 834 an enzyme which binds

to and cuts both strands of the palindromic sequence
5'-GAATTC; EcoRV,835 which cuts both strands in the
center of the sequence 5'-GATATC; and BamH1, which
binds to the sequence 5'-GGATCC and cleaves after
the 5' G on each strand.836  A high-resolution structure
is also known for Cfr10I, which recognizes the less strict
sequence 5'-PuCCGGPy and cleaves both strands after
the 5' Pu.837  All of these enzymes require Mg2+ and have
active sites containing carboxylate groups.  Two-metal
mechanisms have been suggested.

Restriction endonuclease EcoRI is able to cut a
chain in dsDNA which has a chiral phophorothioate
group at the specific cleavage site.838  The reaction
occurs with inversion of configuration at phosphorus,
suggesting direct in-line attack by a hydroxyl ion
generated from H2O.

Attempts are being made to design semisynthetic
restriction endonucleases specific for single-stranded
DNA or RNA.  For example, an oligonucleotide with
a sequence complementary to a sequence adjacent the
linkage that is to be cut can be covalently linked to a
relatively nonspecific nuclease.  Such an enzyme derived
from micrococal nuclease cuts a single-stranded chain
of either DNA or RNA adjacent to the double-stranded
region of the ES complex.839

8.  Mutases

Phosphotransferases that shift phospho groups from
one position within a substrate to another are often
called mutases.  For example, phosphoglucomutase
catalyzes the interconversion of glucose 1-phosphate
and glucose 6-phosphate, an important reaction that
bridges glycogen metabolism and glycolysis (Fig. 11-2).
This 561-residue protein operates through formation of
an intermediate phosphoenzyme.840–842  The phospho
group becomes attached to the OH of Ser 116 and can
be transferred either to the 6 or the 1 position of a glucose
phosphate (step a and reverse of step b in Eq. 12-39).

The two-step reaction accomplishes the reversible
isomerization of glucose 1-phosphate and glucose 6-
phosphate via glucose 1,6-bisphosphate.  Evidently,
the glucose bisphosphate, without leaving the enzyme
is reoriented to allow transfer of the phospho group to
either the 1- or 6-position.841  The phospho enzyme is
relatively unstable and can undergo hydrolysis to free
enzyme and Pi.  To prevent loss of active enzyme in this
way, a separate reaction (catalyzed by a kinase; Eq. 12-39,
step c)843 generates glucose 1,6-bisphosphate, which
rephosphorylates any free enzyme formed by hydroly-
sis of the phospho enzyme.  The glucose 1,6-bisphos-
phate can be regarded as a cofactor or cosubstrate for
the reaction.

Phosphoglycerate mutase, which interconverts
2-phosphoglycerate and 3-phosphoglycerate in glyco-
lysis (Fig. 10-3, step c), functions by a similar mecha-

D.  Displacement on a Phosphorus Atom



654 Chapter 12.  Transferring Groups by Displacement Reactions

nism.843– 845  However, the enzyme-bound phospho
group is carried on an imidazole group.  The essential
cosubstrate required by some phosphoglycerate mu-
tases is 2,3-bisphosphoglycerate.845  It is formed from
the glycolytic intermediate 1,3-bisphosphoglycerate
(Fig. 10-3) by action of another mutase, bisphospho-
glycerate mutase.843,846

1,3-bisphosphoglycerate → 2,3-bisphosphoglycerate

This is also the pathway for synthesis of 2,3-biphos-
phoglycerate in red blood cells where it serves as an
important allosteric regulator (Chapter 7).  Two human
phosphoglycerate mutase isoenzymes are known.
One is found in muscle and the other in brain and
other tissues.844  A hereditary lack of the muscle type
enzyme is one of the known types of glycogen storage
diseases (Box 20-D).

Human phosphomannomutase, which catalyzes
the interconversion of mannose 1- and 6- phosphates,
appears to carry the phospho group on an aspartate
side chain in the sequence DXDX (T/V), which is
conserved in a family of phosphomutases and phos-
phatases.847  The first aspartate in the sequence is
phosphorylated during the enzymatic reaction.

9.  Molecular Properties of Kinases

Kinases transfer phospho groups from polyphos-
phates such as ATP to oxygen, nitrogen, or sulfur

atoms of a second substrate.848  Examples include
hexokinase, the enzyme responsible for synthesis of
glucose 6-phosphate from free glucose and ATP (Fig.
11-2, step a); phosphofructokinase, which forms
fructose 1,6 bisphosphate in the glycolysis pathway
(Fig. 11-2, step b); and phosphoglycerate kinase, and
pyruvate kinase, both of which form ATP from ADP
in the glycolysis pathway (Fig. 10-3, steps b, c, and f).
There are many others.  Kinases vary greatly in size
and in three-dimensional structure.  For example, a
small adenylate kinase, which phosphorylates AMP
to ADP (Eq. 6-65), is a 22-kDa monomer of 194 residues.
Pyruvate kinase is a tetramer of 60-kDa subunits and
muscle phosphofructokinases are tetramers of 75- to
85-kDa subunits.  The three-dimensional structures also
vary.  While all kinases consist of two domains built
around central β sheets (Fig. 12-30), there are several
different folding patterns.849  The two-domain struc-
tures all have deep clefts which contain the active sites.
Both adenylate kinase (Fig. 12-30) and hexokinase
crystallize in two or more forms with differing confor-
mations.850  This and other evidence suggests that as a
kinase binds and recognizes its two correct substrates,
the active site cleft closes by a hinging action that
brings together the reacting molecules in the correct
orientation.851– 853  In the crystal structure shown in
Fig. 12-30 both ADP and AMP are bound in a nonpro-
ductive complex.  If the ADP were replaced with ATP
(or the AMP with a second ADP) to form a productive
complex the two reacting phospho groups would be
~ 0.8 nm apart.  A reaction could not occur without
further closing of the active site cleft.854  Evidence for
domain closure has been obtained for many other
kinases.  For example, substrate complexes of phos-
phoglycerate kinase have been crystallized in both
“open” forms and “closed” forms in which a 30°
hinge-bending movement has brought the ligands
together for an in-line phospho group transfer.855

For many enzymes an ATP binding site has been
revealed by study of nonhydrolyzable analogs of ATP
such as “AMP-PNP” whose structure is shown in
Fig. 12-31.856  AMP-PNP has been used in thousands
of investigations of ATP-dependent processes.857

For example, the structure of a phosphoglycerate
· Mg2+ · AMP-PNP complex in the active site of phos-
phoglycerate kinase has been determined.858  Modeling
of a transition state complex indicates that all three
negatively charged oxygens of the ATP portion of  struc-
ture are stabilized by hydrogen bonding.852  Related
analogs such as AMP-PCH2P (Fig. 12-3) have been used
in similar ways.859  Another analog Mg2+ · Ap5A (Fig.
12-31) is a bisubstrate inhibitor which binds to adenylate
kinases, fixing the enzymes in a closed conformation
that is thought to resemble the transition state.859,860

The Mg2+ complex of ATP is regarded as the true
substrate for kinases.  The metal usually also binds
both to the phospho groups of ATP and to groups on
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Figure 12-30  Stereoscopic α-carbon
plots of a 194-residue subunit of adeny-
late kinase from the archaebacterium
Sulfolobus acidocaldarius with ADP (left
side) and AMP (right side) bound into
the active site.  From Vonrheim et al.854

Courtesy of G. E. Schulz.

the enzyme.  Crystallographic investigations as well as
studies with exchange-inert ATP complexes (Section 2)
have suggested that the metal ion is bound initially to
the terminal (γ) and adjacent (β) phospho groups of
ATP.  However, this metal bridge could prevent rather
than assist the reaction.  For some phosphotransferase
reactions with exchange-inert complexes the product
appears to be the α,β-bidentate complex of ADP (see
Section 2) suggesting that movement of the metal ion
from the β,γ- to the α,β-bidentate ATP complex may
occur either prior to or during transfer of the phospho
group.  Theoretical calculations also suggest a movement
in the metal complexation as the reaction progresses.861

EPR studies that involved observation of hyperfine
coupling between 17O in substrates and Mn2+ in the
active site led Reed and Leyh to conclude that the
activating metal ion is bound to all three phospho
groups in the transition state.849
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Figure 12-31  Some useful analogs of ATP.

Adenylate kinase performs the essential function
of recovering AMP formed by many enzymatic pro-
cesses and converting it to ADP (Eq. 6-65) which can
be reconverted to ATP by oxidative or substrate level
phosphorylation.  The enzyme is present in all organ-
isms.  In vertebrates different isoenzymes function
in the cytosol, mitochondrial intermembrane space,
and mitochondrial matrix.862,863  A group of other
nucleotide and deoxynucleotide kinases convert
nucleoside monophosphates into diphosphates.864,865

Some of them, e.g., uridylate kinase are similar in
structure and properties to adenylate kinase.866,867

Another member of the adenylate kinase family is
phosphoribulokinase, an important photosynthetic
enzyme (see Fig. 17-14, step a).868

  Most kinases transfer chiral phospho groups with
inversion and fail to catalyze partial exchange reactions
that would indicate phosphoenzyme intermediates.
However, nucleoside diphosphate kinase contains
an active site histidine which is phosphorylated to
form a phosphoenzyme.869  The enzyme catalyzes
phosphorylation of nucleoside diphosphates other
than ADP by a nucleotide triphosphate, usually ATP.

Here, X is usually adenosine and Y is any ribonucleo-
side or deoxyribonucleoside.  This enzyme supplies all
of the nucleotide triphosphates except ATP for use in
the many cellular processes that require them.870– 872

The enzyme aligns the substrate, holding the phospho
group with a pair of arginines and a magnesium ion.
The phospho group is aligned for an in-line displace-
ment by  Nδ of His 122, part of a hydrogen-bonded
His–Glu dyad.  Formation of the phosphoenzyme occurs
in less than 1 ms without significant conformational
change other than a 30° rotation of the histidine ring.870,873

XTP
(usually ATP)

XDP

YTP

YDPE His P

E His

(12-41)
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Hexokinase, the enzyme that phosphorylates
glucose to glucose 6-phosphate, exists as four isoen-
zymes in mammals.  Hexokinases I, II, and III are large
~ 100-kDa monomers with similar amino acid sequences,
a single active site, and complex allosteric regulatory
properties.  The three-dimensional structure is known
for hexokinase I, which is the pacemaker of glycolysis
in the brain.874,875  Hexokinase IV (glucokinase) is a
50-kDa protein that is found in liver and in the β cells
of the pancreas.  It has a low Km and is not inhibited by
glucose 6-phosphate, properties that allow for rapid
uptake of glucose after a meal.876  Its properties are
similar to those of a major isoenzyme of yeast,877 a
dimer of identical 50-kDa subunits whose structure
is also known.878  The glucose-binding residues are
conserved in yeast hexokinase, in glucokinase, and in
brain hexokinase.  The sequence of the latter suggests
that it may have arisen by a doubling of a shorter
hexokinase gene.879

Fructose 6-phosphate kinase (phosphofructo-
kinase) has attracted much attention because of its
regulatory properties (Chapter 11).880– 882  Prokaryotic
forms are somewhat simpler.883  The related fructose
6-phosphate 2-kinase is a component of a bifunctional
kinase-phosphatase (Fig. 11-2, steps d and e) and has a
structure similar to that of adenylate kinase.884

Phosphoglycerate kinase is encoded by the mam-
malian X chromosome.  Several mutant forms are asso-
ciated with hemolytic anemia and mental disorders.885,886

Mutation of Glu 190, which is in the hinge region far
from the active site, to Gln or Asn markedly reduces
enzymatic activity.887

Creatine kinase transfers a phospho group to a
nitrogen atom of the quanidinium group of creatine (Eq.
12-31 and Fig. 12-19).  Several isoenzymes participate
in its function of buffering the ATP level in tissues
such as muscle fibers, neurons, photoreceptors, and
spermatozoa which experience high and fluctuating
energy needs.888  A form from the mitochondrial inter-
membrane space of chicken heart is an octomer of 380-
residue subunits.889  The structurally and mechanisti-
cally similar arginine kinase has an analogous function
in many invertebrates, e.g., in the horseshoe crab, which
provided enzyme for a structure determination.890

The ~ 500-residue subunits of pyruvate kinase
consist of four domains,891 the largest of which contains
an 8-stranded barrel similar to that present in triose
phosphate isomerase (Fig. 2-28).  Although these two
enzymes catalyze different types of reactions, a com-
mon feature is an enolic intermediate.  One could
imagine that pyruvate kinase protonates its substrate
phosphoenolpyruvate (PEP) synchronously with the
phospho group transfer (Eq. 12-42).  However, the
enzyme catalyzes the rapid conversion of the enolic
form of pyruvate to the oxo form (Eq. 12-43) adding
the proton sterospecifically to the si face.  This and
other evidence favors the enol as a true intermediate

(12-42)

and a product of the phosphotransfer step.891  Pyruvate
kinase requires not only two equivalents of a divalent
cation such as Mg2+ or Mn2+ but also a monovalent
cation, usually K+.  However, Li+, Na+, NH4

+, Rb+, Tl+,
and others can substitute.  The monovalent cation
induces an essential conformational change.  Using
205Tl NMR it was found that the thallium ion binds
about 0.6 nm from Mn2+ that is also present in the
active site.892  All three metals interact directly with the
γ phospho group of ATP.891  Pyruvate kinase is a regu-
lated allosteric enzyme present in four isoenzymic
forms in mammals.893–894a

Protein kinases, which were discussed in Chap-
ter 11, phosphorylate selected – OH groups of serine,
threonine, and tyrosine side chains in proteins.  Exami-
nation of the sequences in the complete genome of
yeast (Saccharomyces cerevisiae) indicates the presence
of at least 113 protein kinase genes, which account for
~ 2% of the total DNA.895  Higher eukaryotes have
more.  While structures of these enzymes vary widely,
they share a common two-domain catalytic core struc-
ture.896,897  The best known, and one of the simplest of
them, is the catalytic subunit of cyclic AMP-dependent
protein kinase.897,898 The substrate MgATP binds into
the active site cleft with the γ-phospho group protrud-
ing to meet the appropriate site of a bound protein
substrate (Fig. 12-32).  Most protein kinases are regu-
lated by an “activation loop” that must be correctly
placed before the ES complex can be formed.  As dis-
cussed in Chapter 11, regulation of the cAMP-dependent
kinase depends upon inhibition by a regulatory sub-
unit.  In the cAMP-dependent kinases and many other
protein kinases the activation loop (not shown in Fig.
12-32), which helps to form the substrate site, contains
a phosphothreonine residue which is essential for activity.
It is a stable feature of the cAMP-activated kinase,
incorporated at position 197, but for some tyrosine
kinases it is generated by autophosphorylation.899
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Figure 12-32  The active site of cyclic AMP-depen-
dent protein kinase with bound ATP and a segment
of an inhibitory peptide (green) blocking the sub-
strate site.  The small ball is an alanine side chain; it
would be Ser or Thr in a substrate.  The ATP is
clamped by the glycine-rich loop at the top of the
figure.  Hydrogen bonds from peptide NH groups
bind the β and γ phospho groups of ATP.  A magne-
sium ion (not shown) also binds to the β and γ
phosphate oxygens and to the invariant Asp 184.
The Asp 166 carboxylate is probably the catalytic
base for deprotonation of the substrate – OH.  From
Grant et al.896  Courtesy of Susan S. Taylor.

For the enzyme to be activated the phosphothreonine
must form a hydrogen-bonded ion pair with Lys 189
and be hydrogen bonded to His 87, tying together
critical regions of the catalytic domain.  The regulatory
subunits, unless occupied by cAMP (Chapter 11) are
competitive inhibitors of the substrates.900  Cyclic
GMP-activated kinases also have distinct functions.901

In tryosine kinases902– 904 C-terminal src-homology
domains (Fig. 7-30 and Chapter 11) fold over and
interact in an inhibitory fashion until an appropriate
activating signal is received (see Fig. 11-13).

A relative of the kinases is adenylate cyclase,
whose role in forming the allosteric effector 3',5'-cyclic
AMP (cAMP) was considered in Chapter 11.  This
enzyme catalyzes a displacement on Pα of ATP by the
3'-hydroxyl group of its ribose ring (see Eq. 11-8 , step
a).  The structure of the active site is known.905  Studies
with ATPαS suggest an in-line mechanism resembling
that of ribonuclease (step a, Eq. 12-25).  However, it is
Mg2+ dependent, does not utilize the two-histidine
mechanism of ribonuclease A, and involves an aspar-
tate carboxylate as catalytic base.906  All isoforms of
adenylate cyclase are activated by the α subunits of
some G proteins (Chapter 11).  The structures907 of Gsα
and of its complex with adenylate kinase905 have been
determined.  The Gsα activator appears to serve as an
allosteric effector.

Guanylate cyclases, which form cyclic GMP,
occur in particulate and soluble forms.908  The latter
have been of great interest because they are activated
by nitric oxide (NO).  The soluble guanylate cyclases
are αβ heterodimers.  The C-terminal regions of both α
and β subunits are homologous to the catalytic domain
of adenylate cyclase.  The N-terminal domain of the α
subunits contains heme whose Fe atom is coordinated

by a histidine imidazole.908,908a  This iron atom is appar-
ently the receptor for NO, a major gaseous hormone,
which is discussed in Chapter 18.

10.  Nucleotidyl Transferases

An important group of enzymes transfer substit-
uted phospho groups, most often nucleotidyl groups.
The nucleases, ATPases, and GTPases, which have
already been discussed, belong to this group as do
the nucleic acid synthesizing enzymes, the DNA and
RNA polymerases,909– 911 reverse transcriptase,912

and topoisomerases.  As with other phosphotransfer-
ases, the nucleotidyl transfers occur with inversion913,913a

and crystallographic investigations also support in-line
mechanisms as illustrated in the following scheme.
Two metal ions assist.

The inorganic pyrophosphate formed is hydrolyzed
to inorganic phosphate by pyrophosphatase.  Specific
information about the polymerases and topoisomerases
is given in Chapters 27 and 28.
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E.  The Adenylate Kinase Fold, the P Loop, and
ATPases and GTPases

A magnesium–ATP-binding fragment consisting
of ~ 40 residues at the N terminus of adenylate kinase
contains sequences homologous to those in the GTP-

binding “G proteins” such as the protooncogenes ras
(Fig. 11-7A) and also to sequences in myosin and in
mitochondrial ATP synthase.914  This includes the
glycine-rich “P loop” which extends from Gly 15 to
Gly 22 in the porcine cytosolic enzyme and contains a
highly conserved lysine [Lys 21 of porcine adenylate

BOX 12-F  THE TOXICITY OF ALUMINUM

Aluminum, in the form of oxides and silicate
minerals, is the most abundant element in the earth’s
crust.  Yet it appears to be actively excluded from
most living organisms.  It seems surprising that a
naturally occuring Al3+-dependent enzyme hasn’t
been found, but there is no evidence that Al is an
essential element.  Until recently, it was usually
regarded as harmless.  The aluminum salts known
as alums are used in baking powders and have been
added to pickles and other foods.  Aluminum sulfate
is often used as a coagulant to clarify turbid drink-
ing water.  Because of the insolubility of Al(OH)3
and of aluminum phosphate the concentration of
Al3+ is very low at neutral pH.  However, small
amounts of AlOH2+, Al(OH)2

+, and Al(OH)4
– are

present in water.  Fluoride complexes such as AlF2+

may also be present.  Soluble complexes, such as that
with citrate, may permit some Al3+ to be absorbed
by the body.a,b

The toxicity of aluminum has been recognized
most clearly by the development of bone disease
caused by deposition of Al in bones of patients
on hemodialysisa– c and in infants on intravenous
therapy.d,e  Excessive Al in the water used for dialysis
may also cause brain damage.  Dietary aluminum
may be one cause of Alzheimer’s disease,f– h but this
is controversial as is a possible role of aluminum
in vaccines in causing inflammation in muscle.i,j

Solubilization of soil aluminum by acid rain has
been blamed for the decline of forests in Europe and
North America,j for the death of fish in acid waters,k

and for very large reductions in yield for many
crops.l,m  An aluminum-resistant strain of buckwheat
makes and secretes from its roots large amounts of
oxalate which binds and detoxifies the Al3+ ions.m

Al3+ has a radius somewhat less than that of Fe3+

(Table 6-10) and it may sometimes occupy empty
Fe3+ binding sites.  Thus, the transferrinn in blood
carries some Al3+, although citrate is probably a more
important carrier.o  Al3+ binds preferentially to oxy-
gen ligands and can compete with Mg2+.  However,
the slower rate of ligand exchange reactions with
Al3+ may interfere with the proper functioning of
the metal.  Brain hexokinase is strongly inhibitedp

by Al3+ and the binding of Al3+ to tubulin decreases

a Martin, R. B. (1986) Clinical Chemistry 32, 1797– 1806
b Macdonald, T. L., and Martin, R. B. (1988) Trends Biochem. Sci.

13, 15– 19
c Andress, D. L., Kopp, J. B., Maloney, N. A., Coburn, J. W., and

Sherrard, D. J. (1987) N. Engl. J. Med. 316, 292 –296
d Sedman, A. B., Klein, G. L., Merritt, R. J., Miller, N. L., Weber, K.

O., Gill, W. L., Anand, H., and Alfrey, A. C. (1985) N. Engl. J.
Med. 312, 1337 –1342

e Bishop, N. J., Morley, R., Chir, B., Day, J. P., and Lucas, A. (1997)
N. Engl. J. Med. 336, 1557–1561

f Good, P. F., and Perl, D. P. (1993) Nature (London) 362, 418
g Shen, Z. M., Perczel, A., Hollósi, M., Nagypál, I., and Fasman,

G. D. (1994) Biochemistry 33, 9627– 9636
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the rates of GTP hydrolysis and of Ca2+-induced
depolymerization of microtubules.q  Aluminofluoride
ions, such as AlF4

–, react with phosphates to form
ions such as,

which may be  potent competitive inhibitors of
enzymes acting on ATP, GTP, or other phosphate-
containing substrate.r,s  However, Fe3+ can be replaced
by Al3+ in a purple acid phosphatase (Chapter 16)
with retention of good catalytic activity.t

R O P O

O

AlF3
–

O
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kinase and Lys 17 of the archaeal enzyme (Fig. 12-30)]
and of the ras oncogene product).915  The lysine side
chain appears to interact with the β and / or γ phospho
group of ATP or GTP.  The peptide chain of the P loop
wraps around the β phospho group as the chain turns
from the first β strand into the first helix.  This can be
seen in Fig. 12-30, in which the P loop surrounds the β
phospho group of ADP.  Two peptide NH groups also
bind to the β phospho group on a side opposite to that
occupied by Mg2+.  A similar loop in the dinucleotide-
binding domain of a dehydrogenase can be seen hydro-
gen bonded to the Pα and Pβ phospho groups of NAD+

in Fig. 2-13.  Consensus sequences for three groups of
glycine-rich loops are:896

Dinucleotide-binding G X G X X G
P loop G X X X X G K (S/T)
Protein kinase G X G X X G X V

The protein kinase loop is seen at the top of Fig.
12-32 and extends from Gly 50 to Val 57.  These con-
served loops help to hold the ATP in place and to orient
it correctly.  Do they have any other significance?  The
answer is not clear.  These glycine-rich loops fold across
the β−γ diphosphate linkage that is broken when ATP
or GTP is hydrolyzed.  Cleavage of both of these mole-
cules is associated with movement.  Kinases close
around ATP, and parts of G proteins (Fig. 11-7) move
when these regulatory devices function.915,916  Cleavage
of ATP causes movement in the ATPase heads of muscle
myosin, providing the force for muscular contraction
(Chapter 19).  Somewhat the opposite occurs in mito-
chondrial ATP synthase (Chapter 18) when movement
in the synthase heads snaps ADP and inorganic phos-
phate together to form ATP.  Common to all of these
processes is a movement of charge within the ATP (or
its cleavage products) from the attack nucleophile into
the neighboring phospho group, as is indicated by the
arrows in the following diagram.

Not shown in this diagram is an accompanying flow
of positive charge which may include movement of
a metal ion, addition and loss of protons, and which
may induce conformational changes.914  The latter
are essential not only to muscle contraction and ATP
synthesis but also to many other processes that depend
upon the Gibbs energy of cleavage of ATP and related
compounds.  This includes the pumping of ions
against concentration gradients (Chapter 8), the action
of topoisomerases (Chapter 27) which function to
alter the supercoiling in DNA, and the functioning of

P O

O

O
HO P

R

O
O

M2+

–
–

–Nu:

the phosphotransferase system by which sugars and
other compounds are brought into bacterial cells
(Chapter 8).

F.  Displacements on Sulfur Atoms

Nucleophilic displacement reactions occur on
sulfur atoms in various oxidation states.  A common
reaction is thiol–disulfide exchange (Eqs. 10-9, 11-7),
a reaction in which a nucleophilic thiolate anion
attacks one of the sulfur atoms of a disulfide.  Proteins
such as thioredoxin of E. coli and thioltransferases
(Box 15-C), which contain internal disulfide bridges, can
be reduced by disulfide exchange with thiols such as
glutathione (Box 11-B).  The reduced proteins may
then undergo similar exchange reactions that cleave
disulfide linkages in other molecules.  An example is
glutathione reductase (Fig. 15-12).  Thioltransferases
may also serve as protein disulfide isomerases
(Chapter 10, Section D,3).  Nucleophilic displacements
on sulfur or on selenium atoms are steps in a variety
of enzymatic reactions.  Among these are glutathione
peroxidase (Eq. 15-59) and thiosulfate: cyanide sulfo-
transferase (Eq. 24-45).

While esters of sulfuric acid do not play as central
a role in metabolism as do phosphate esters, they
occur widely.  Both oxygen esters (R – O – SO3

–, often
referred to as O-sulfates) and derivatives of sulfamic
acid (R – NH – SO3

–, N-sulfates) are found, the latter
occurring in mucopolysaccharides such as heparin.
Sulfate esters of mucopolysaccharides and of steroids
are ubiquitous and sulfation is the most abundant
known modification of tyrosine side chains.  Choline
sulfate and ascorbic acid 2-sulfate are also found in
cells.  Sulfate esters of phenols and many other organic
sulfates are present in urine.

Sulfotransferases917– 920a transfer sulfo groups to
O and N atoms of suitable acceptors (reaction type 1D,
Table 10-1).  Usually, transfer is from the “active sul-
fate,” 3'-phosphoadenosine 5'-phosphosulfate
(PAPS),921 whose formation is depicted in Eq. 17-38.
Sulfatases catalyze hydrolysis of sulfate esters.  The
importance of such enzymes is demonstrated by the
genetic mucopolysaccharidoses.  In four of these
disease-specific sulfatases that act on iduronate sulfate,
heparan N-sulfate, galactose-6-sulfate, or N-acetylglu-
cosamine-4-sulfate are absent.  Some of these, such as
heparan N-sulfatase deficiency, lead to severe mental
retardation, some cause serious skeletal abnormalities,
while others are mild in their effects.922

Sulfatases are unusual in having a residue of
formylglycine at the active site.  This is generated
oxidatively from cysteine in human enzymes923,923a and
from serine in some bacterial sulfatases.924,924a  Absence
of this modification results in a multiple sulfatase
deficiency disease.  A probable mechanism of sulfatase

F.  Displacements on Sulfur Atoms
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based on a crystal structure determination is given by
Eq. 12-44.923

G. Multiple Displacement Reactions and the
Coupling of ATP Cleavage to Endergonic
Processes

A combination of successive displacement reactions
of two types is required in many enzymatic reactions,
including most of those by which the cleavage of ATP
is coupled to biosynthesis.  To harness the group trans-
fer potential of ATP to drive an endergonic metabolic
process there must be a mechanism of coupling.
Otherwise, hydrolysis of ATP within a cell would
simply generate heat. An essential part of the coupling
mechanism usually consists of a nucleophilic displacement
on phosphorus followed by displacement on carbon.  Like-
wise, the synthesis of ATP and related compounds
often begins with a displacement on carbon followed
by one on phosphorus.

1.  Transfer of Phospho, Pyrophospho, and
Adenylyl Groups from ATP

The first step in coupling ATP cleavage to any
process is transfer of part of the ATP molecule to a
nucleophile Y, usually by displacement on one of the
three phosphorus atoms.  The nucleophilic attack may
be (a) on the terminal phosphorus (Pγ) with displace-
ment of ADP or (b) on the internal phosphorus (Pα)
with displacement of inorganic pyrophosphate.  In the
first case, Y – PO3H– is formed; in the latter, Y-adenylyl
(sometimes shortened to Y-adenyl) is formed.  More
rarely, displacement occurs (c) on the central phospho-
rus (Pβ) with transfer of a pyrophospho group to the

(12-44)

nucleophile.  Still less frequent (d) is a displacement on
C-5' as shown in Eq. 17-37.  If the nucleophile Y in any
of these displacement reactions is H2O, the resulting
hydrolysis tends to go to completion, i.e., the phospho,
adenylyl, and pyrophospho groups of ATP all have
high group transfer potentials (Table 6-6).  If Y is an
– OH group in an ordinary alcohol the transfer reaction
also tends to go to completion because the group
transfer potential of a simple phosphate ester is rela-
tively low.  Consequently, phosphorylation by ATP is
often used as a means of introducing an essentially
irreversible step in a metabolic pathway.

2.  Acyl Phosphates

Transfer of a phospho or adenylyl group from ATP
to the oxygen atom of a carboxylate group yields an
acyl phosphate, a type of metabolic intermediate of
special significance.  Acyl phosphates are mixed anhy-
drides of carboxylic and phosphoric acids in which
both the acyl group and the phospho group have high group

transfer potentials.  As a consequence, acyl phosphates
can serve as metabolic intermediates through which
the group transfer potential of ATP is transferred into
other molecules and is harnessed to do chemical work.

A typical example is the synthesis of acetyl coen-
zyme A (Eq. 12-45). See Fig. 14-1 for the complete
structure of – SH group-containing coenzyme A.
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Because the acetyl group in the product also has a high
group transfer potential, ∆G’ for this reaction is highly
positive and the formation of acetyl-CoA will not
occur spontaneously.  However, the sum of ∆G’ for the
reaction in Eq.12-45 plus that for the hydrolysis of ATP
(Eq. 12-46) is nearly zero (+ 0.6kJ mol–1).

ATP4– + H2O → ADP3– + HPO4
2– + H+

∆G ‘ = – 34.5 kJ mol–1 (– 8.3 kcal mol–1)

Coupling of the two reactions is accomplished by first
letting an oxygen atom of the nucleophilic carboxylate
group attack Pγ of ATP to form acetyl phosphate (Eq.
12-47, step a).  In the second step (step b) the sulfur atom
of the – SH group of coenzyme A (often abbreviated
CoA– SH) attacks the carbon atom of the acetyl phos-
phate with displacement of the good leaving group Pi.
While ∆G’ for Eq. 12-47, step a, is moderately positive
(meaning that a relatively low concentration of acetyl
phosphate will accumulate unless the [ATP] / [ADP]
ratio is high), the equilibrium in Eq. 12-47, step b,
favors the products.

The two reactions of Eq. 12-47 are catalyzed by
acetate kinase925 and an S-acetyltransferase, respec-
tively.  The sequence represents an essential first stage
in bacterial utilization of acetate for growth.  It is also
used in a few bacteria in reverse as a way of generating
ATP in fermentation reactions.  On the other hand,
most eukaryotic cells make acetyl-CoA from acetate by
coupling the synthesis to cleavage of ATP to AMP and
Pi.  A single enzyme acetyl-CoA synthetase (acetate
thiokinase) catalyzes both steps in the reaction (Eq.
10-1).  The sequence parallels that of Eq. 12-47, but the
initial displacement is on Pα of ATP to form acetyl
adenylate.  This intermediate remains tightly bound

(12-46)
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to the enzyme until the second step in the sequence
takes place.  When 18O is present in the acetate (desig-
nated by the asterisks in Eq. 12-48) it appears in the
phospho group of AMP as expected for the indicated
mechanism.

3.  General Mechanism of Formation of
Thioesters, Esters, and Amides

The sequences of Eqs. 12-47 and 12-48 are general
ones used by cells for linking carboxylic acids to – OH,
– SH, and – NH2 groups to form oxygen esters, thioesters,
or amides, respectively.  ATP can be cleaved at either
Pα or Pγ.  If cleavage is at Pα (Eq. 12-48) the hydrolysis
of inorganic pyrophosphate (PPi) to Pi provides an
additional coupling of ATP cleavage to biosynthesis
as is discussed in Chapter 17, Section H.

An enzyme catalyzing a reaction similar to that of
acetyl-CoA synthetase is succinyl-CoA synthetase
(succinate thiokinase).926,927  The enzyme from E. coli
has been studied most.  The first step is formation of
a phosphoenzyme by transfer of the γ phospho group
from ATP to Nε of histidine 246 in the α subunit of the
140-kDa α2β2 tetramer.926  The phospho group is then
transferred to succinate to form succinyl phosphate,
which reacts with coenzyme A, as in step b, Eq. 12-48,
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to form succinyl-CoA.  Crystallographic studies sug-
gest that for this step the succinyl phosphate and the
coenzyme A may be bound to opposite α subunits in
the tetramer.926  However, in some bacteria and in
eukaryotes the enzyme appears to operate as an αβ
heterodimer.927

Glutamine synthetase,928,929 a large enzyme
containing 12 identical 468-residue subunits with 622
symmetry (as in Fig. 7-12), has a major regulatory func-
tion in nitrogen metabolism, which is discussed in
Chapter 24.  Apparently, the intermediate acyl phos-
phate (γ-glutamyl phosphate) has a transient existence
and all three reactants–glutamate, NH4

+, and ATP–
must be bound to the enzyme concurrently before the
active site becomes functional.  Early evidence for the
acyl phosphate930,931 included reduction by sodium
borohydride to an alcohol (Eq. 12-49a) and isolation
of the internal amide of glutamic acid 5-oxoproline
(Eq. 12-49b).

Ammonium ions appear to be bound at a specific site
and to be deprotonated by the Asp 50 carboxylate.929

The aminoacyl-tRNA synthetases join amino
acids to their appropriate tRNA molecules for protein
synthesis.  They have the very important task of select-
ing both a specific amino acid and a specific tRNA and
joining them.  The enzymes differ in size and other
properties.  However, they all appear to function by a
common basic chemistry that makes use of cleavage of
ATP at Pα (Eq. 12-48) via an intermediate aminoacyl
adenylate and that is outlined also in Eq. 17-36.  These
enzymes are discussed in Chapter 29 .

4.  Coenzyme A Transferases

The following problem in energy transfer arises
occasionally:  A thioester, such as succinyl-CoA, is
available to a cell and the energy available in its unstable
linkage is needed for synthesis of a different thioester.
It would be possible for a cell to first form ATP or GTP,
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using a synthetase reaction in reverse; then the ATP or
GTP formed could be used to make the new linkage by
the action of another acyl-CoA synthetase.  However,
special enzymes, the CoA transferases, function more
directly (Eq. 12-50).  The mechanism is not obvious.

How can the CoA be transferred from one acyl group
to another while still retaining the high group transfer
potential of the acyl group?

The following experiments shed some light.
Kinetic studies of succinyl-CoA–acetoacetate CoA
transferase indicate a ping-pong mechanism.  The
enzyme alternates between two distinct forms, one of
which has been shown to contain bound CoA.932–934

The E-CoA intermediate formed from enzyme plus
acetoacetyl-CoA was reduced with 3H-containing
sodium borohydride and the protein was completely
hydrolyzed with HCl.  Tritium-containing α-amino-δ-
hydroxyvaleric acid was isolated.  Since thioesters (as
well as oxygen esters) are cleaved in a two-step process

to alcohols by reduction with borohydride, it was con-
cluded that the intermediate E-CoA is a thioester of
the Glu 344 side chain.  In exchange reactions 18O from
labeled succinate entered both the E-CoA intermediate
and the carboxyl group of acetoacetate.

A mechanism involving formation of a transient
anhydride is similar to reactions discussed in preceding
sections.717,720  The student should be able to write
out the step-by-step detail.  Does this mechanism
explain the 18O exchange data?  A second possibility
is a 4-center reaction (Eq. 12-51).  However, mecha-
nisms of this type have not been demonstrated for
enzymatic reactions.
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1. Outline the reactions by which glyceraldehyde 3-
phosphate is converted to 3-phosphoglycerate
with coupled synthesis of ATP in the glycolysis
pathway.  Show important mechanistic details.

2. Papain is a protein-hydrolyzing (proteolytic)
enzyme with an – SH group and an imidazole
group at the active site.  Write a reasonable
structure for a “tetrahedral intermediate” that
would be expected to arise during formation of an
acyl enzyme intermediate.

3. Adenylate kinase catalyzes the interconversion of
ATP, AMP, and ADP.
a) Draw a reasonable structure for a penta-

covalent intermediate derived from ATP and
AMP.

b) Draw a reasonable structure for the transition
state leading from ATP + AMP to two molecules
of ADP in an SN2-like reaction.

4. Penicillin inhibits a D-alanyl-D-alanine
transpeptidase that catalyzes the reaction

R’-D-alanyl-D-alanine + H2N-R →
R’-D-alanyl-NH-R + D-alanine

where R and R’ are different parts of a bacterial
peptidoglycan. Write a step-by-step mechanism
for this reaction and indicate how penicillin may
inhibit the enzyme by combining with it irrevers-
ibly.  See Strynodka et al., Nature 359, 700 – 705,
1992, for related reaction of penicillin with a
penicillinase.

Study Questions

5. Write out step-by-step chemical mechanisms for
the following enzymatic reaction.  Use small
arrows to indicate directions of electron flow.
Remember to have all electrons move in the same
direction in any single structure.

Amino acid + tRNA + ATP  →
Aminoacyl-tRNA + AMP + PPi

6. Trypsin in which Asp 102 has been replaced by
Asn has 104 times less catalytic activity than
natural trypsin at neutral pH.  From the crystal
structure of the mutant enzyme it appears that the
imidazole group of His 57 is held by the Asn side
chain in the wrong tautomeric form for catalysis.
Explain.  Compare this incorrect tautomeric form
with that in the initial structure shown in Fig. 12-11.

7. A recent discovery in biochemistry is that RNA
can act as an enzyme in chemical reactions,
usually reactions involving RNA hydrolysis.
Discuss the features of RNA structure that might
favor evolution of enzymes composed entirely of
a single polyribonucleotide chain, and describe a
proposed mechanism for RNA-catalyzed hydroly-
sis of RNA molecules.
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A.  Addition of R–OH, R–NH2, and R–SH to
Polarized Double Bonds
1.  Carbonic Anhydrase
2.  Imines (Schiff Bases)
3.  Stereochemistry of Addition to Trigonal Carbon

Atoms
4.  Addition of Carbon –Carbon Double Bonds, Often

Reversible Reactions
Enoyl-CoA hydratase
Glutathione S-transferases
Chlorobenzoyl-CoA dehalogenase

5.  Addition to Double Bonds Adjacent to Carboxylate
Groups

Fumarate hydratase
Some other fumarate-forming reactions
Enolase
Pectate lyase and related enzymes

6. Aconitase and Related Iron –Sulfur Proteins
7. Addition to or Formation of Isolated Double Bonds
8. Conjugative and Decarboxylative Elimination

Reactions
9. Isomerization Assisted by Addition

10. Reversibility of Addition and Elimination
Reactions

B.  Enolic Intermediates in Enzymatic Reactions
1.  Mandelate Racemase and Related Enzymes
2. Isomerases

Aldose –ketose interconversions
Catalysis of ring opening by isomerases
Triose phosphate isomerase
Xylose isomerase and the hydride shift mechanism
3-Oxosteroid isomerases
4-Oxalocrotonate tautomerase

3.  Internal Oxidation –Reduction by Dehydration
of Dihydroxyacids

4. Formation and Metabolism of Methylglyoxal
(Pyruvaldehyde)
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Tables
Table 13-1 Products Arising from Reactions of

Acetyl-CoA with a Second Substrate
with Catalysis by a Polycarboxylate
Synthase

C.  Beta Cleavage and Condensation
1.  Displacement on a Carbonyl Group
2.  Addition of an Enolate Anion to a Carbonyl

Group or an Imine; Aldolases
Polycarboxylic acid synthases
Citrate cleaving enzymes

3.  Chiral Acetates and Their Use in Stereochemical
Studies

4. Addition of an Enolate Ion to Carbon Dioxide and
Decarboxylation

Decarboxylation of β-oxoacids
Linked oxidation and decarboxylation
Phosphoenolpyruvate, a key metabolic intermediate
Ribulose bisphosphate carboxylase
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One of the simplest biochemical addition reactions is the hydration of carbon
dioxide to form carbonic acid, which is released from the zinc-containing carbonic
anhydrase (left, Fig. 13-1) as HCO3

–. Aconitase (center, Fig. 13-4) is shown here
removing a water molecule from isocitrate, an intermediate compound in the citric
acid cycle.  The H2O that is removed will become bonded to an iron atom of the
Fe4S4 cluster at the active site as indicated by the black H2O.  An enolate anion
derived from acetyl-CoA adds to the carbonyl group of oxaloacetate to form citrate
in the active site of citrate synthase (right, Fig. 13-9) to initiate the citric acid cycle.
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In Chapter 12 we considered reactions by which
living cells are able to transfer groups from one mole-
cule to another using nucleophilic displacements.  We
also showed how transfer reactions can be utilized by
ligases to join two molecules together with the Gibbs
energy of cleavage of ATP or of a related molecule
driving the reaction.  In this chapter we will examine
addition reactions, which provide a simple way of
joining two molecules by means of C–O, C–N, C–S, or
C–C bonds.  Among these are the aldol and Claisen-
type condensations by which C–C bonds are formed.
We will also consider elimination reactions and decar-
boxylations, which are the reverse of addition and
condensation reactions, as well as mechanistically
related isomerizations.  Many reactions of these types
occur in the major pathways of metabolism.

A.  Addition of R–OH, R–NH2, and R–SH to
Polarized Double Bonds

Next to nucleophilic displacement, the commonest
mechanistic processes in enzymatic catalysis are addi-
tion to double bonds and elimination to form double
bonds.  These often involve addition of a nucleophile
together with a proton to a highly polarized double
bond such as C=O or C=N–.  In other reactions, which
are discussed in Section C,2, the nucleophile attacks one
end of a C=C bond that is polarized by conjugation
with C=O or C=N.

Alcohols, amines, and thiols add readily to the
electrophilic carbon of the carbonyl group to form
hemiacetals, carbinolamines, hemiketals, and
hemimercaptals.  An example is the formation of ring
structures of sugars (Eq. 4-1).  Water can also add to
carbonyl groups and most aliphatic carbonyl compounds

exist in water as an equilibrium mixture with a cova-
lent hydrate (Eq. 13-1).  For example, acetaldehyde in
aqueous solution consists of a mixture of about 50%
free aldehyde and 50% hydrate in rapidly reversible
equilibrium1,2  and formaldehyde is over 99.9%
hydrated.3

Addition reactions often occur as parts of more
complex reactions.  For example, a thiol group of
glyceraldehyde-3-phosphate dehydrogenase reacts
with the aldehyde substrate to form a hemimercaptal,
which is subsequently oxidized to a thioester (see Fig.
15-6).

1.  Carbonic Anhydrase

Another simple addition reaction is the hydration
of CO2 to form the bicarbonate ion.  Without catalysis
the reaction may require several seconds,4,5 the appar-
ent first-order rate constant being ~ 0.03 s–1 at 25°C.
Cells must often hasten the process.  The specific catalyst
carbonic anhydrase is widespread in its distribution
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and is especially active in tissues (e.g., red blood cells,
and lungs) that are involved in respiration.  One liter
of mammalian blood contains 1– 2 g of this enzyme,
a monomeric 30-kDa protein containing ~ 260 amino
acids and one tightly bound ion of Zn2+.  Erythrocytes
contain two isoenzymes (I and II) of carbonic anhydrase
and the human body contains at least eight distinct
isoenzymes (I – VIII).5 – 8  They are found wherever there
is a high demand for CO2 or bicarbonate.  Isoenzyme I,
II, III, and VII are cytosolic.  Carbonic anhydrase I is
specific to erythrocytes, while isoenzyme II is present
in most cells.  Hereditary lack of carbonic anhydrase II
is associated with osteopetrosis (marble bone disease),
a condition involving failure of bone resorption and
the calcification of other tissues.9  The generation of
acidity according to Eq. 13-2 is presumably required
for dissolution of bone by the osteoclasts.

Isoenzymes III and VII have a more specialized
distribution.  Carbonic anhydrase III is abundant in
adipocytes which use bicarbonate in fatty acid syn-
thesis.7  Isoenzyme V is present in the mitochondrial
matrix and is also abundant in both adipocytes and
liver.7,8  Isoenzyme IV is a larger membrane-associated
form, while VI is secreted into the saliva.10  Carbonic
anhydrase has also been identified in E. coli.,11 in a
methanobacterium,12 and in green plants.13,13a  A 60-kDa
carbonic anhydrase called nacrein is found in the
organic matrix of the nacreous layer of the pearl oyster,
the layer that forms aragonite (orthorhombic calcium
carbonate) in the shell and in pearls.14

X-ray studies of carbonic anhydrases I and II, from
human blood, revealed that both have an ellipsoidal
shape of dimensions ~ 4.1 x 4.1 x 4.7 nm.15,16  The zinc
atom in each molecule lies in a deep pocket ~ 1.2 nm
from the surface and is surrounded by three histidine
side chains and one H2O or OH – ion, the four ligands
forming a distorted tetrahedron (Fig. 13-1).  The coor-
dinating imidazole group from His 119 is hydrogen
bonded to a carboxylate group of Glu 117, a feature
reminiscent of the charge-relay system of serine pro-
tease.  This carboxylate group is also bound into a
more extended hydrogen-bonded network, part of
which is indicated in Fig. 13-1.  The other imidazole
groups also form hydrogen bonds to protein groups
and the zinc-bound H2O is involved in an extensive
hydrogen-bonded network with several other bound
water molecules and protein side chains.17a  Most of
these structural features are conserved in the other
mammalian isoenzymes.5  However, from X-ray absorp-
tion spectroscopy (EXAFS) it appears that spinach
carbonic anhydrase contains one or more sulfur ligands
to the zinc,13 while the enzymes from the archaeon
Methanosarcina thermophila have a left-handed β helix
structure (see Figs. 2-17 and 13-3).12  Nevertheless, this
enzyme has the same three-histidine Zn– OH structure
found in the mammalian enzymes.

Carbonic anhydrase II is among the most rapid

enzymes known, with the turnover number at 25°C
for hydration of CO2 being ~ 106 s–1.  The same enzyme
catalyzes hydration of acetaldehyde (Eq. 13-1) but at a
1000-fold slower rate.  A pKa of ~ 7 controls the activity.
This appears to represent the loss of H+ from the Zn2+–
OH2 complex18 to give Zn+– OH.  The latter is in effect
a stabilized hydroxide ion existing at a pH at which
OH – is normally not present in quantity.  It is this
hydroxide ion that adds to the CO2 or to the aldehyde
substrate (Eq. 13-3, step a).18 – 20  In step b a water molecule
replaces the departing bicarbonate.17  A variety of data

indicate that proton transfers mediated by the enzyme
are essential parts of the carbonic anhydrase mecha-
nism.18 – 19b,21 – 23  One proposal is that the nearby imida-
zole group of His 64 (not shown in Fig. 13-1) deproto-
nates the bound H2O via a hydrogen-bonded network
of bound water molecules (Eq. 13-3, step c).  The side
chain of Thr 199 may function in a cyclic proton trans-
fer in step c.19  The proton generated in step c is released
to the solvent in a process that is catalyzed by buffer
anions or by amines such as histamine.  The latter
binds at the edge of the active site and forms an addi-
tional hydrogen-bonded pathway to the zinc-bound
H2O.24  A different proton shuttle pathway has been
proposed for the slower carbonic anhydrase III.25

Related to the reaction catalyzed by carbonic
anhydrase is the addition of an amino group to CO2
(Eq. 2-21) to form a carbamino group (– NH – COO –).
This reaction is essential to the functioning of hemo-
globin, which must carry large amounts of CO2, as
carbamino groups, from tissues to the lungs, (Eq. 7-47)
and to some enzymes such as ribulose bisphosphate
carboxylase (Figs. 13-10, 13-11).
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Figure 13-1 (A)  Stereoscopic
view showing the binding pocket
for HCO3

– in the active site of
human carbonic acid anhydrase I.
Also shown are the hydrogen-
bonded pairs E117 – H119 and
E106 – T199.  ZNC, zinc ion; HCO,
bicarbonate.  From Kumar and
Kannan.16  (B)  View of the active
site of carbonic anhydrase II.  The
orientation is a little different than
in (A).  The location of H2O or – OH
bound to the zinc ion is marked X.
Hydrogen bonds from the three
histidines that form coordinate
bonds to the zinc, Q92, E117, the
backbone carbonyl of N244, and
the hydrogen bond from the zinc-
bound hydroxyl to the T199 side
chain are shown as dashed lines.
From Kiefer et al.17

A

B

2.  Imines (Schiff Bases)

As we have seen already, many enzymatic reac-
tions depend upon formation of imines, which are
commonly called Schiff bases.  The two-step formation
of Schiff bases consists of addition of an amino group
to a carbonyl group to form a carbinolamine followed
by elimination of water (Eq. 13-4).26  One group of
aldolases (Section D) have, at their active centers,

lysine side chains which form Schiff bases with the
ketone substrates prior to the principal reaction of break-
ing or forming a C – C bond.  Similarly, the initial reac-
tion of the aldehyde coenzyme pyridoxal phosphate
with amino acid substrates is the formation of Schiff
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bases (Fig. 14-4).  Indeed, the groups C = O and H2N– are
inherently complementary and their interaction through
imine formation is extremely common.

Schiff bases often form within a fraction of a sec-
ond, but one or both steps of Eq. 13-4 may require
catalysis to achieve enzymatic velocities.27  The reac-
tion is usually completely reversible and formation
constants are often low enough that a carbonyl com-
pound present in small amounts will not react exten-
sively with an amine unless the two are brought
together on an enzyme surface.  If the amino group
is hydrogen bonded to the enzyme, the proton may
remain on the Schiff base nitrogen, enhancing the
electron-accepting properties of the C=N group.  The
pKa values of Schiff bases with aliphatic aldehydes are
usually 1– 2 units lower than those of the corresponding
primary amines.  However, the local environment may
sometimes cause the pKa to be increased.  Most Schiff
bases are reduced readily by sodium borohydride or
sodium cyanoborohydride to form secondary amines
in which the original aldehydes are bound covalently
to the original amino groups (Eq. 3-34).  This provides
a method for locating sites of Schiff base formation in
enzymes.  An isotopically substituted aldehyde or
amine can be employed, or an isotopic label can be
introduced, by using 2H- or 3H-containing sodium
borohydride in the reduction.
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BOX 13-A  ZINC

The average human ingests 10 – 15 mg of zinc a
day.a  Although it is poorly absorbed, the concentra-
tions of zinc in tissues are relatively high and the
metal plays an essential role in a multitude of en-
zymes.  The total zinc content of a 70-kg person is
1.4 – 2.3 g.  A typical tissue concentration of Zn2+ is
0.3 – 0.5 mM; an unusually high content of ~15 mM
is found in the prostate gland.

Zinc ion is much more tightly bound to most
organic ligands than is Mg2+ (Table 6-9).  It has a
filled 3d shell and tends to form four ionic bonds
with a tetrahedral geometry, often with nitrogen-
or sulfur-containing ligands.b  Unlike Mg2+, which
interacts rapidly and reversibly with enzymes, Zn2+

tends to be tightly bound within over 300 metallo-
enzymes.c – e  A common feature is the surrounding
of the Zn2+ at the active center by three imidazole
groups, the fourth coordination position being free
for interaction with substrate.  The second nitrogen
of the imidazole ring in many instances is hydrogen
bonded to a main chain carbonyl group of the pep-
tide, a feature that is also shared by histidines in
other metalloproteins.

The most important chemical function of Zn2+

in enzymes is probably that of a Lewis acid providing
a concentrated center of positive charge at a nucleo-
philic site on the substrate.f  This role for Zn2+ is
discussed for carboxypeptidases (Fig.12-16) and
thermolysin,g alkaline phosphatase (Fig. 12-23),h

RNA polymerases, DNA polymerases, carbonic
anhydrase (Fig. 13-1),i class II aldolases (Fig. 13-7),
some alcohol dehydrogenases (Fig. 15-5), and super-
oxide dismutases (Fig.16-22).  Zinc ions in enzymes
can often be replaced by Mn2+, Co2+, and other ions
with substantial retention of catalytic activity.f,j

In addition to its function in catalysis, zinc often
plays an important structural role, e.g., in the zinc
finger transcriptional regulators (Fig. 5-38).k  Zinc
ions bind to insulin and stabilize its hexameric
structure (Fig. 7-18).l  Six Zn2+ ions are present in
the hexagonal tail plate of the T-even bacteriophage
(Box 7-C) and appear to be essential for invasion of
bacteria.m  In carnivores, the tapetum, the reflecting
layer behind the retina of the eye of many animals,
contains crystals of the Zn2+–cysteine complex.

Since zinc ions have no color their presence has
often been overlooked.  Zinc ions will doubtless be
found in many more places within cells.  Zinc is
usually the major component of the bound metals in
the metallothioneins (Box 6-E).  These small 6.6-kDa
proteins which contain ~ 33% cysteine and bind as
many as six ions of Cd2+, Hg2+, Cu2+, or Zn2+ per
molecule are present in all animal tissues as well
as in plants and some bacteria.j

From a nutritional viewpoint, Cu2+ competes
with zinc ion, as does the very toxic Cd2+.  The latter
accumulates in the cortex of the kidney.  Dietary
cadmium in concentrations less than those found in
human kidneys shortens the lives of rats and mice.
However, some marine diatoms contain a cadmium-
dependent carbonic anhydrase.n Although zinc
deficiency was once regarded as unlikely in humans,
it is now recognized as occurring under a variety
of circumstanceso,p and is well-known in domestic
animals.q  Consumption of excessive amounts of
protein as well as alcoholism, malabsorption, sickle
cell anemia, and chronic kidney disease can all be
accompanied by zinc deficiency.

a O’Dell, B. L., and Campbell, B. J. (1971) Comprehensive
Biochemistry 21, 179 –216

b Bock, C. W., Katz, A. K., and Glusker, J. P. (1995) J. Am. Chem.
Soc. 117, 3754 – 3765

c Berg, J. M., and Shi, Y. (1996) Science 271, 1081– 1085
d Vallee, B. L., and Auld, D. S. (1993) Biochemistry 32, 6493 –6500
e Coleman, J. E. (1992) Ann. Rev. Biochem. 61, 897 – 946
f Mildvan, A. S. (1974) Ann. Rev. Biochem. 43, 357 –399
g Holland, D. R., Hausrath, A. C., Juers, D., and Matthews, B. W.

(1995) Protein Sci. 4, 1955– 1965
h Kimura, E., Kodama, Y., Koike, T., and Shiro, M. (1995) J. Am.

Chem. Soc. 117, 8304– 8311
i Lesburg, C. A., and Christianson, D. W. (1995) J. Am. Chem. Soc.

117, 6838 – 6844
j Kagi, J. H. R., Himmelhoch, S. R., Whanger, P. D., Bethune, J. L.,

and Vallee, B. L. (1974) J. Biol. Chem. 249, 3537 – 3542
k Berg, J. M. (1990) J. Biol. Chem. 265, 6513– 6516
l Hill, C. P., Dauter, Z., Dodson, E. J., Dodson, G. G., and Dunn,

M. F. (1991) Biochemistry 30, 917 –924
m Kozloff, L. M., and Lute, M. (1977) J. Biol. Chem. 252, 7715– 7724
n Lane, T. W., and Morel, F. M. M. (2000) Proc. Natl. Acad. Sci.

U.S.A. 97, 4627–4631
o Prasad, A. S. (1984) Fed. Proc. 43, 2829–2834
p Day, H. G. (1991) FASEB J. 5, 2315– 2316
q Luecke, R. W. (1984) Fed. Proc. 43, 2823–2828

3.  Stereochemistry of Addition to Trigonal
Carbon Atoms

Adducts formed by enzymatic addition of nucleo-
philes to carbonyl groups are usually chiral.  For example,

addition of an amino group to the “front” side of the
carbonyl carbon in Eq. 13-5 (the si face as defined in
Chapter 9) creates a carbinolamine of the S configura-
tion.  Addition of the amino group from behind the
plane of the paper (the re face) would lead to a carbinol-
amine of the R configuration.
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4.  Addition to Carbon–Carbon Double Bonds,
Often Reversible Reactions

Most of the reactions that we will consider in this
chapter involve addition of a proton to a carbon atom
or removal of a proton attached to a carbon atom.  A
frequent metabolic reaction is addition of water to a
carbon–carbon double bond that is conjugated with a
carbonyl group.  This transmits the polarization of the
carbonyl group to a position located two carbon atoms
further along the chain.

Because of this effect bases can add to a carbon–carbon
double bond in a position β to the carbonyl group as
in Eq. 13-6, step a.  The product of addition of HO – is
the anion of an enol in which the negative charge is
distributed by resonance between the oxygen of the
carbonyl group and the carbon adjacent to the carbonyl.
A stable product results if a proton adds to the latter
position (Eq. 13-6, step b).  Many nucleophilic groups
(Nu in Eq. 13-6) other than HO –, may add, the reaction
being known as a Michael addition.  If a neutral
nucleophile Nu adds, the product may lose a proton,
or transfer it to the adjacent carbon in Eq. 13-6, step b,
to give a neutral end product.  The reverse of an
addition reaction of this type is also known as an
elimination reaction.

Enzymatic reactions involving addition to a C = C
bond adjacent to a carbonyl group (or in which elimi-
nation occurs α,β to a carbonyl) are numerous.  Except
for some enzymes acting by free radical mechanisms,
the nucleophilic group always adds at the β position
suggesting that the mechanism portrayed by Eq. 13-7
is probable.  It is noteworthy that frequently in a meta-
bolic sequence a carbonyl group is deliberately introduced to
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facilitate elimination or addition at adjacent carbon atoms.
The carbonyl may be formed by oxidation of a hydroxyl
group or it may be provided by a thioester formed
with coenzyme A or with an acyl carrier protein
(Chapter 14).

Enoyl-CoA hydratase.  A specific example of
the reaction in Eq. 13-6 is the addition of water to
trans-α,β-unsaturated CoA derivatives (Eq. 13-7).  It
is catalyzed by enoyl–CoA hydratase (crotonase) from
mitochondria and is a step in the β oxidation of fatty
acids (Fig. 10-4 ).

The enzyme is a hexamer, actually a dimer of trimers
made up of 291-residue polypeptide chains.28  Aceto-
acetyl-CoA is a competitive inhibitor which binds into
the active site and locates it.  From the X-ray structure
of the enzyme–inhibitor complex it can be deduced
that the carboxylate group of E144 abstracts a proton
from a water molecule to provide the hydroxyl ion
that binds to the β position (Eq. 13-6, step a) and that
the E164 carboxyl group donates a proton to the inter-
mediate enolate anion in step b.28  The hydroxyl group
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and the proton enter from the same side of the double
bond in a syn addition.  The X-ray structure shows
that the E144 and E164 side chains are on the same
side of the double bond, accounting for this stereo-
chemistry.28,28a

Cinnamoyl-CoA thiol esters (R = phenyl in the foregoing
structure) contain a good light-absorbing group (chro-
mophore).  Binding to the protein induces distinct
shifts in the ultraviolet absorption spectrum and also
in 13C NMR and Raman spectra.  These shifts suggest
that binding induces an enhanced positive charge at
C-3 and formation of a strong hydrogen bond to the
carbonyl group.29  The X-ray studies indicate that this
bond is to the G141 peptide nitrogen as shown.  These
results favor an enolate anion intermediate as in Eq.
13-6.  However, kinetic isotope effects30 as well as studies
of proton exchange have suggested a concerted mech-
anism with water adding at the same time that a pro-
ton binds at C-2.30–31a

A closely related E. coli protein is a 79-kDa multi-
functional enzyme that catalyzes four different reac-
tions of fatty acid oxidation (Chapter 17).  The amino-
terminal region contains the enoyl hydratase activity.32

A quite different enzyme catalyzes dehydration of
thioesters of β-hydroxyacids such as 3-hydroxydecanoyl-
acyl carrier protein (see Eq. 21-2) to both form and
isomerize enoyl-ACP derivatives during synthesis of
unsaturated fatty acids by E. coli.  Again, a glutamate
side chain is the catalytic base but an imidazole group
of histidine has also been implicated.33  This enzyme
is inhibited irreversibly by the N-acetylcysteamine
thioester of 3-decynoic acids (Eq. 13-8).  This was one
of the first enzyme-activated inhibitors to be studied.34

Glutathione S-transferases.  Addition of gluta-
thione (Box 11-B) to a large variety of different sub-
strates containing electrophilic centers, such as that at
the β position in an α,β-unsaturated ketone (Eq. 13-9),
is catalyzed by the ubiquitous group of enzymes called
glutathione S-transferases. There are six classes of
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eukayotic glutathione S-transferases–one membrane-
associated microsomal35 and five cytosolic.36 – 40  They
play an important role in detoxifying many xenobiotics
and other relatively hydrophobic compounds by con-
verting them to more soluble compounds that can be
degraded and excreted easily (see Box 11-B).  A pair of
tyrosines appear to participate in catalysis, as is indi-
cated in Eq. 13-9.38,41  Glutathione S-transferases have
attracted attention because of their role in detoxifying
anticancer drugs.  Cancer cells can become resistant to
drugs as a result of excessive synthesis of these detoxi-
fying enzymes.  At the same time glutathione trans-
ferases protect human patients from drugs.  In plants
these enzymes may provide protection from insecti-
cides and herbicides.41a  Glutathione transferases of
pathogenic organisms such as schistosomes are appro-
priate targets for new drugs as well as for vaccines.42

Nonenzymatic Michael addition of glutathione to such
compounds as 4-hydroxynonenal, a product of per-
oxidation of the polyunsaturated arachidonate (see Eq.
21-15) are also biochemically important.

Chlorobenzoyl-CoA dehalogenase.  The enzymatic
release of chloride ion from 4-chloroxybenzoyl-CoA
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would be hard to explain by a simple nucleophilic
displacement by HO –.  However, addition of HO –,
followed by elimination of Cl –, would be chemically
reasonable.  Nevertheless, single-turnover studies
revealed a more complex mechanism involving forma-
tion of a covalent adduct with the enzyme.43,44  A car-
boxylate group adds and Cl – is eliminated to form of
an oxygen ester, which is then hydrolyzed to the final
product (Eq. 13-10).  Studies of mutant enzymes45

together with X-ray crystallography46 support this
mechanism.  As with enoyl-CoA hydratase, binding of
substrate to chlorobenzoyl-CoA dehalogenase causes
alterations in ultraviolet, NMR, and Raman spectra
that can be interpreted as indicating enhanced polar-
ization of the benzoyl group.47,48  For example, changes
in the C = O stretching frequency suggest that the bond
is elongated, presumably as a result of hydrogen
bonding to the N – H of G114, which lies at the N ter-
minus of an α helix and experiences the additional
polarizing effect of the helix dipole (Fig. 2-20).48,49

This effect can be compared with that mentioned
previously for enoyl-CoA hydratase.

In fact, close sequence and structural homologies show
that chlorobenzoyl-CoA dehalogenase, enoyl-CoA
hydratase, and a variety of other hydratases, isomerases,
synthases, lyases, and hydrolases belong to a large
family of related proteins.49a,49b,49c
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5.  Addition to Double Bonds Adjacent to
Carboxylate Groups

Biochemical reactions often involve addition to
C = C bonds that are not conjugated with a true carbonyl
group but with the poorer electron acceptor – COO–.
While held on an enzyme a carboxylate group may
be protonated, making it a better electron acceptor.
Nevertheless, there has been some doubt as to whether
the carbanion mechanism of Eq. 13-6 holds for these
enzymes.  Some experimental data suggested a quite
different mechanism, one that has been established for
the nonenzymatic hydration of alkenes.  An example
is the hydration of ethylene by hot water with dilute
sulfuric acid as a catalyst (Eq. 13-11), an industrial
method of preparation of ethanol.  The electrons of the
double bond form the point of attack by a proton, and
the resulting carbocation readily abstracts a hydroxyl

ion from water.  Direct addition of OH– to ethylene to
form a carbanion is not favored, because there is no
adjacent carbonyl group to stabilize the negative
charge.

Fumarate hydratase. The most studied enzyme
of this group is probably the porcine mitochondrial
fumarate hydratase (fumarase; see also Chapter 9),
a tetramer of 48.5-kDa subunits50 with a turnover
number of ~ 2 x 103 s–1.  It accelerates the hydration
reaction more than 1015-fold.51  A similar enzyme, the
467-residue fumarase C whose three-dimensional
structure is known,52,53 is found in cells of E. coli when
grown aerobically.  The product of the fumarate hydra-
tase reaction is L-malate (S-malate).  The stereospecificity
is extremely high.  If the reaction is carried out in 2H2O
an atom of 2H is incorporated into the pro-R position,
i.e., the proton is added strictly from the re face of the
trigonal carbon (Eq. 13-12).  To obtain L-malate the
hydroxyl must have been added from the opposite
side of the double bond.  Such anti (trans) addition is
much more common in both nonenzymatic and enzy-
matic reactions than is addition of both H and OH
(or – Y) from the same side (syn, cis, or adjacent addi-
tion).54  For concerted addition it is a natural result of
stereoelectronic control.  Almost all enzymatic addition
and elimination reactions involving free carboxylic
acids are anti with the proton entering from the re face,
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suggesting that there has been conservation through-
out evolution of a single basically similar mecha-
nism.54,55

The pH dependence of the action of fumarate
hydratase indicates participation of both an acidic and
a basic group with pKa values of 5.8 and 7.1.56  See
Chapter 9 for additional information.  However, either
anion or carbocation mechanisms might be possible.
That the cleavage of the C – H bond is not rate limiting
is suggested by the observation that malate containing
2H in the pro-R position is dehydrated at the same rate
as ordinary malate.  If the anion mechanism (Eq. 13-13)
is correct, the 2H from the pro-R position of specifically
labeled malate might be removed rapidly, while the
loss of OH – could be slower.  If so, the 2H would be
“washed out” of L-malate faster than could happen
by conversion to fumarate followed by rehydration
to malate.  In fact, the opposite was observed.

The hydroxyl group was lost rapidly and the 2H more
slowly.  This result suggested the carbocation ion
mechanism of Eq. 13-14.

While no primary isotope rate effect was observed,
when the hydrogen at C-2 or the pro-S hydrogen at C-3
of malate was replaced by 2H or 3H distinct secondary
isotope effects were seen.  Thus, k(1H) / k(2H) = 1.09
for both the pro-S and the C-3 hydrogen atoms.57

These findings appeared to support the carbocation

mechanism for the reasons considered in Chapter 12
and suggested that step b of Eq. 13-14 is rate limiting.
The relative values of Vmax for hydration of fumarate,
fluorofumarate, and difluorofumarate (104, 410, and 86
mol ml–1 min–1 mg–1) also seemed to support the car-
bocation mechanism.58

However, it has become clear that protons removed
from a substrate to a basic group in a protein need not
exchange rapidly with solvent (see Eq. 9-102).  In fact,
the proton removed by fumarate hydratase from malate
is held by the enzyme for relatively long periods of
time.  Its rate of exchange between malate and solvent
is slower than the exchange of a bound fumarate ion
on the enzyme surface with another substrate molecule
from the medium.59  Thus, the overall rate is deter-
mined by the speed of dissociation of products from the
enzyme and we cannot yet decide whether removal of
a proton precedes or follows loss of OH –.

Two new lines of evidence suggest that proton
abstraction comes first.  A careful study of both 18O
and 2H isotope effects60 supports the carbanion inter-
mediate, as does the strong inhibition by anions of
3-nitropropionate and 3-nitro-2-hydroxypropionate.61

To provide a good electron sink the carboxylate group
adjacent to the proton that is removed by fumarate
hydratase must either be actually protonated in the
enzyme–substrate (ES) complex or paired with and
hydrogen bonded to a positively charged group.
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The anion formed by removal of the 3-H is analogous
to the enolate anion of Eq. 13-6 and has a strong struc-
tural similarity to the readily formed anions of organic
nitro compounds.  The nitronate anions may, perhaps,
be regarded as transition state inhibitors.

There is still a third possible mechanism for the
fumarate hydratase reaction.  The proton and hydroxyl
groups may be added simultaneously in a concerted
reaction.62  However, observed kinetic isotope effects
are not consistent with this mechanism.60  In 1997 the
structure of fumarase C of E. coli was reported.52,53

Each active site of the tetrameric enzyme is formed
using side chains from three different subunits.  The
H188 imidazole is hydrogen bonded to an active site
water molecule and is backed up by the E331 carboxy-
late which forms a familiar catalytic pair.  However,
these results have not clarified the exact mode of
substrate binding nor the details of the catalytic mech-
anism.  Structural studies of fumarate hydratase from
yeast53a and the pig53b are also in progress.

Some other fumarate-forming reactions.
Other enzymes that catalyze elimination reactions
that produce fumarate are aspartate ammonia-lyase
(aspartase),63 argininosuccinate lyase (Fig. 24-10,
reaction g),64,65 and adenylosuccinate lyase
(Fig. 25-15).  In every case it is NH3 or an
amine, rather than an OH group, that is
eliminated.  However, the mechanisms
probably resemble that of fumarate hydra-
tase.  Sequence analysis indicated that all of
these enzymes belong to a single fumarase-
aspartase family.64,65  The three-dimensional
structure of aspartate ammonia-lyase resem-
bles that of fumarate hydratase, but the
catalytic site lacks the essential H188 of
fumarate hydratase.  However, the pKa val-
ues deduced from the pH dependence of
Vmax are similar to those for fumarase.64

3-Methylaspartate lyase catalyzes the same
kind of reaction to produce ammonia plus
cis-mesaconate.63  Its sequence is not related
to that of fumarase and it may contain a
dehydroalanine residue (Chapter 14).66
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Enolase.  A key reaction in the metabolism of
sugars is the dehydration of 2-phosphoglycerate to
form phosphoenolpyruvate (PEP), the phospho
derivative of the enolic form of pyruvic acid:

A carbanionic intermediate has often been suggested
for this enzyme.67,68  However, despite measurements
of kinetic isotope effects and many other experiments
it has been difficult to establish a detailed mecha-
nism.68

Enolase has a complex metal ion requirement,68a,69

usually met by Mg2+ and Mn2+.  From NMR studies of
the relaxation of water protons, it was concluded that
a Mn2+ ion coordinates two rapidly exchangeable
water molecules in the free enzyme.  When substrate
binds, one of these water molecules may be immobi-
lized and may participate in an addition reaction that
forms phosphoenolpyruvate (reverse of reaction 13-15).
A tightly bound “conformational” metal ion is located
in the known three-dimensional structure in such a
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Figure 13-2  View of the active site of yeast enolase containing a
bound molecule of 2-phospho-D-glycerate.  The catalytic magnesium
ion is at the left but the “conformational” metal is not visible here.
The imidazole group of His 159 serves as the catalytic base and the
– NH3

+ of Lys 396 or Lys 34573b as the catalytic acid.  From Vinarov
and Nowak.69
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way that it might function in this manner.  A more
loosely bound “catalytic” metal ion is also essential.69 – 72

Figure 13-2 shows a view of the active site of yeast
enolase occupied by a molecule of bound 2-phospho-
glycerate.  Histidine 159 is probably the catalytic base
that removes the α-proton to form an aci-anion which
is stabilized by interaction with the catalytic Mg2+ ion.
A protonated lysine 396 amino group may be the
catalytic acid.68a,69  The active site is surrounded by a
complex hydrogen-bonded network.73  As is discussed
in Section B, a large number of other enzymes belong
to an enolase superfamily of enzymes.  Among them
is glucarate dehydratase, which initiates a pathway
for catabolism of D-glucarate and galactarate in E.
coli.73a

Pectate lyase and related enzymes.  A group of
polysaccharide lyases cleave the chains  of polymers
of uronic acids with 1,4 linkages such as pectins, hyal-
uronan, heparin,74,75 and dermatan sulfate (Fig. 4-11).
These bacterial enzymes also employ an elimination
mechanism.76  The geometry of the β-linked galactur-
onic acid units of pectin is favorable for anti elimina-
tion of the 5-H and the O-glycosyl group in the 4
position (Eq. 13-16).  However, the corresponding
hyaluronate lyase (hyaluronidase) acting on glucu-
ronic acid residues causes a syn elimination.  These
results suggest the formation of anionic intermediates
which can eliminate a substituent from either the
equatorial or axial position of the sugar ring.  Hyal-
uronate lyase from the pathogenic Streptococcus pneu-
moniae apparently utilizes an imidazole group as the
catalytic base and a tyrosine side chain as the proton
donor in the reaction.76a,76b

Pectate lyase C from the plant pathogen Erwinia,
which causes soft-rot in many different plants, has a
parallel β barrel structure (Fig. 13-3)77 which is similar
to that of the tailspike protein shown in Fig. 2-17 and
represents what may be a very large structural family
of proteins.78  The location of the active site is not

(13-16)

Figure 13-3  The three-dimensional structure of pectate
lyase C showing locations of amino acids substituted by
oligonucleotide-directed mutation of the cloned gene.
The green dot labeled Ca is the Ca2+-binding site.79  Courtesy
of Frances Jurnak.
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obvious from the structure but on the basis of the
effects of a large number of mutations, it is thought
to be near the Ca2+- binding site labeled in Fig. 13-3.
Replacement of any of three Asp or Glu and three Lys
residues in this region leads to loss of or reduction in
catalytic activity.79

6.  Aconitase and Related Iron – Sulfur Proteins

Two consecutive reactions of the citric acid cycle
(Fig. 10-6), the dehydration of citrate to form cis-aconi-
tate and the rehydration in a different way to form
isocitrate (Eq. 13-17), are catalyzed by aconitase (aconi-
tate hydratase).  Both reactions are completely stereo-
specific.  In the first (Eq. 13-17, step a), the pro-R proton
from C-4 (stereochemical numbering) of citrate is
removed and in step c isocitrate is formed.  Proton
addition is to the re face in both cases.

As with fumarate hydratase, the enzyme holds the
abstracted proton (for up to 7 x 10–5 s) long enough so
that a cis-aconitate molecule sometimes diffuses from
the enzyme and (if excess cis-aconitate is present) is
replaced by another.  The result is that the new cis-
aconitate molecule sometimes receives the proton
(intermolecular proton transfer).  The proton removed
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BOX 13-B  EPSP SYNTHASE AND THE HERBICIDE GLYPHOSATE

The reversible reaction of phosphoenolpyruvate
(PEP) with shikimate 3-phosphate is a step in the
synthesis of the aromatic amino acids (see Fig. 25-1).
The chemical mechanism indicated

was proposed by Leaven and Sprinson in 1964.a

Step a is unusualb  because it involves protonation
on the methylene carbon of PEP and addition of a
nucleophile at C-2, the opposite of the addition in
the enolase reaction (Eq. 13-15, reverse).  It is likely
that formation of a cationic intermediate precedes
that of the adduct shown.  However, the structure
of the adduct has been confirmed by isolation from
the active site and by synthesisc and it has been
observed in the active site by NMR spectroscopy.d

The three-dimensional structure of EPSP synthase is
known.e,m  It is inhibited by the commercial herbi-
cide glyphosate [N-(phosphonomethyl) glycine]
whose structure is somewhat similar to that of the
proposed carbocation that arises from PEP.  The
inhibitor (Z)-3-fluorophosphoenolpyruvate is a
pseudosubstrate that reacts in step a to give a stable
adduct unable to go through step b to form a

product.f – h  Glyphosate was for many years viewed
as a transition-state analog but more recently has
been shown to be a tight-binding noncompetitive
inhibitor.i

a Levin, J. G., and Sprinson, D. B. (1964) J. Biol. Chem. 239, 1142 –
1150

b Barlow, P. N., Appleyard, R. J., Wilson, B. J. O., and Evans, J.
N. S. (1989) Biochemistry 28, 7985 – 7991

c Anderson, K. S., Sikorski, J. A., Benesi, A. J., and Johnson, K.
A. (1988) J. Am. Chem. Soc. 110, 6577 – 6579

d Appleyard, R. J., Shuttleworth, W. A., and Evans, J. N. S.
(1994) Biochemistry 33, 6812 – 6821

e Stallings, W. C., Abdel-Meguid, S. S., Lim, L. W., Shieh, H.-S.,
Dayringer, H. E., Leimgruber, N. K., Stegeman, R. A.,
Anderson, K. S., Sikorski, J. A., Padgette, S. R., and Kishore,
G. M. (1991) Proc. Natl. Acad. Sci. U.S.A. 88, 5046 – 5050

f Alberg, D. G., Lauhon, C. T., Nyfeler, R., Fässler, A., and
Bartlett, P. A. (1992) J. Am. Chem. Soc. 114, 3535 – 3546

g Walker, M. C., Jones, C. R., Somerville, R. L., and Sikorski, J.
A. (1992) J. Am. Chem. Soc. 114, 7601 – 7603

h Ream, J. E., Yuen, H. K., Frazier, R. B., and Sikorski, J. A.
(1992) Biochemistry 31, 5528 – 5534

i Sammons, R. D., Gruys, K. J., Anderson, K. S., Johnson, K. A.,
and Sikorski, J. A. (1995) Biochemistry 34, 6433 – 6440

j Samland, A. K., Amrhein, N., and Macheroux, P. (1999)
Biochemistry 38, 13162 – 13169

k Skarzynski, T., Kim, D. H., Lees, W. J., Walsh, C. T., and
Duncan, K. (1998) Biochemistry 37, 2572 –2577

l Jia, Y., Lu, Z., Huang, K., Herzberg, O., and Dunaway-Mariano,
D. (1999) Biochemistry 38, 14165– 14173

m Lewis, J., Johnson, K. A., and Anderson, K. S. (1999) Biochemistry
38, 7372–7379
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A related mechanism is utilized in the biosyn-
thesis of UDP-muramic acid (Eq. 20-6).j  There is an
enolpyruvoyl adduct analogous to that of EPSP
synthase; a proposed enolpyruvoyl-enzyme adduct
with Cys 115 is not on the major path.k,l  However,
this enzyme is not inhibited by glyphosate.i
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Figure 13-4 (A)  Stereoscopic view of the active site of
mitochondrial aconitase with a molecule of L-isocitrate
placed by modeling next to the Fe4S4 cluster.  This cluster
still has a water molecule bound to one iron atom as in the
free enzyme.83  Courtesy of C. D. Stout.  (B) Interpretive
diagram.
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from citrate is often returned to the molecule
in Eq. 13-17, step b, but the position of
reentry is different from that of removal.
Apparently, after the initial proton removal,
the cis-aconitate that is formed “flips over”
so that it can be rehydrated (Eq. 13-17, step
c) with participation of the same groups
involved in dehydration but with formation
of the new product.80,80a

Aconitase contains iron in the form of
an Fe4S4 iron-sulfur cluster (Fig. 13-4).81–83

However, the enzyme is usually isolated in
a form that does not show its maximum
activity until it has been incubated with
ferrous iron (Fe2+).  The inactive form of the
enzyme is thought to contain an Fe3S4
cluster (Chapter 16) which is converted
back to the Fe4S4 cluster by the incubation

A

B
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with Fe2+.84 – 87  From Mössbauer spectroscopy it was
deduced that the iron atom that is lost upon inactiva-
tion is the binding site for the – OH group of citrate or
isocitrate and of an adjacent carboxylate.87  Since iron
can engage in oxidation–reduction processes, aconi-
tase could act by a mechanism different from others
discussed here.  However, an Fe – OH group could
act much as does the Zn – OH of carbonic anhydrase
(Eq. 13-4).  Any redox chemistry may be involved in
control of the enzyme.

X-ray studies have confirmed the proximity of the
Fe4S4 cluster to bound substrate analogs.83,88  The iso-
citrate shown in Fig. 13-4 was fitted into the active site
by modeling.  It shows the water molecule bound to
the Fe4S4 cluster as observed for the free enzyme.83

Notice that this cluster is held by three cysteine side
chains (C358, C421, and C424) rather than the usual
four (Chapter 16).  The fourth iron atom is free to bind
to water.  When the enzyme acts on isocitrate this
water must be displaced by the one generated from
the substrate.  The Fe probably acts as a polarizing
electrophile that assists in the elimination but it is
apparently the histidine–aspartate pair (H101– D100)
that serves as the catalytic acid in generating the H2O.
What is the catalytic base?  The only candidate seen in
the structure is the Ser 642 – OH, dissociated to – O –.
Can this be correct?  Mutational analysis supports
the essential role of this side chain.80a  The peptide
NH and guanidinium groups of R644 appear to pro-
vide an “oxyanion hole” (Chapter 12) that stabilizes
the negative charge.86  Mutations also support the
role of the His-Asp pair.88,89  Another His–Asp pair
(H167– D165) is located directly behind the bound
substrate and Fe – OH2 in Fig. 13-4A and is apparently
also essential.88

Aconitase exists as both mitochondrial and cyto-
solic isoenzyme forms of similar structure.  However,
the cytosolic isoenzyme has a second function.  In its
apoenzyme form, which lacks the iron–sulfur cluster,
it acts as the much-studied iron regulatory factor,
or iron-responsive element binding protein (IRE-BP).
This protein binds to a specific stem-loop structure in
the messenger RNA for proteins involved in iron
transport and storage (Chapter 28).86,90

Other enzymes in the aconitase family include
isopropylmalate isomerase and homoaconitase
enzymes functioning in the chain elongation pathways
to leucine and lysine, both of which are pictured in
Fig. 17-18.90  There are also iron–sulfur dehydratases,
some of which may function by a mechanism similar
to that of aconitase.  Among these are the two fumarate
hydratases, fumarases A and B, which are formed in
place of fumarase C by cells of E. coli growing anaero-
bically.91,92  Also related may be bacterial L-serine and 
L-threonine dehydratases.  These function without
the coenzyme pyridoxal phosphate (Chapter 14)
but contain iron–sulfur centers.93 – 95  A lactyl-CoA

dehydratase and some related iron-sulfur enzymes
(pp. 861-862) may act via a mechanism related to that
of vitamin B12.

7.  Addition to or Formation of Isolated
Double Bonds

Only a few examples are known in which an
enzyme induces addition to a double bond that is not
conjugated with a carbonyl or carboxyl group. Pseudo-
monads have been observed to catalyze stereospecific
hydration of oleic acid to D-10-hydroxystearate.96    The
addition is anti and the proton enters from the re face.

8.  Conjugative and Decarboxylative
Elimination Reactions

Elimination can occur if the electrophilic and
nucleophilic groups to be removed are located not on
adjacent carbon atoms but rather are separated from
each other by a pair of atoms joined by a double bond.
Such a conjugative elimination of phosphate is the last
step in the biosynthesis of chorismate (Eq. 13-18, step a).
Chorismate is converted to prephenate (see Box 9-E)
which undergoes a conjugative and decarboxylative
elimination (Eq. 13-18, step c) with loss of both water
and CO2 to form phenylpyruvate, the immediate bio-
synthetic precursor of phenylalanine.  These reactions
provide a good example of how elimination reactions
can be used to generate aromatic groups.  In fact, this is the
usual method of synthesis of aromatic rings in nature.

Notice the stereochemistry of Eq. 13-18, step a.
Orbital interaction rules predict that if the elimination
is a concerted process it should be syn.  The observed
anti elimination suggests a more complex mechanism
involving participation of a nucleophilic group of the
enzyme.97

Elimination usually involves loss of a proton
together with a nucleophilic group such as – OH,
– NH3

+, phosphate, or pyrophosphate.  However, as in
Eq. 13-18, step c, electrophilic groups such as – COO –

can replace the proton.  Another example is the con-
version of mevalonic acid-5-pyrophosphate to
isopentenyl pyrophosphate (Eq. 13-19):  This is a key
reaction in the biosynthesis of isoprenoid compounds
such as cholesterol and vitamin A (Chapter 22).  The
phosphate ester formed in step a is a probable inter-
mediate and the reaction probably involves a carbo-
cationic intermediate generated by the loss of phosphate
prior to the decarboxylation.

A.  Addition of R– OH, R– NH2, and R– SH to Polarized Double Bonds
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9.  Isomerization Assisted by Addition

An interesting use is made of addition to a double
bond by glutathione-dependent cis–trans isomerases.76

One of them converts maleate to fumarate with a
turnover number of 300 s–1.  Similar enzymes, which
participate in bacterial breakdown of aromatic com-
pounds (Fig. 25-7), isomerize maleylacetoacetate and
maleylpyruvate to the corresponding fumaryl deriva-
tives (Eq. 13-20).  The – SH group of bound glutathione
is thought to add to the double bond.  Rotation can
then occur in the enolic intermediate.  Thiocyanate ion
catalyzes the isomerization of maleic acid nonenzy-
matically, presumably by a similar mechanism.

10.  Reversibility of Addition and Elimination
Reactions

Many addition and elimination reactions, e.g., the
hydration of aldehydes and ketones, and reactions
catalyzed by lyases such as fumarate hydratase are
strictly reversible.  However, biosynthetic sequences
are often nearly irreversible because of the elimination
of inorganic phosphate or pyrophosphate ions.  Both
of these ions occur in low concentrations within cells
so that the reverse reaction does not tend to take place.
In decarboxylative eliminations, carbon dioxide is
produced and reversal becomes unlikely because of
the high stability of CO2.  Further irreversibility is
introduced when the major product is an aromatic
ring, as in the formation of phenylpyruvate.
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B.  Enolic Intermediates in Enzymatic
Reactions

Enzymologists have freely proposed enolate anions,
enols, and enamines as intermediates for many years.
Such intermediates have been demonstrated for some
nonenzymatic acid- or base-catalyzed reactions, but
how can enzymes form enolates at pH 7 without the
use of strong acids or bases?  The microscopic pKa
value of an α-hydrogen in a ketone or aldehyde is
about 17 – 20.72,98,99

It will be similar for an acyl-CoA.  However, for a
carboxylic acid, protonated on oxygen, the pKa will be
much higher (~ 22 – 25) and for carboxylate anions
even higher (~ 29 – 32).100

1.  Mandelate Racemase and Related
Enzymes

The degradation of mandelic acid by the bacterium
Pseudomonas putida (Chapter 25) is initiated by mandalate
racemase, another (α/β)8-barrel protein.101  X-ray
structures of bound inhibitors together with modeling
suggest that the side chain of Lys 264 is the catalytic
base that abstracts the α-H from S-mandelate (Fig. 13-5)
and that the catalytic pair of His 297 and Asp 270 acts
as proton donor, or, in the reverse direction, as catalytic

B.  Enolic Intermediates in Enzymatic Reactions
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base for deprotonation of  R-mandelate.102 – 104  The
enzyme is structurally a member of the enolase super-
family105 and requires Mg2+ for activity.  The pH depen-
dence of the reaction velocity kcat reveals two pKa values
in the ES complex; ~ 6.4 and ~ 10.0.  These are the same
for S- and R- isomers.  How can the pKa values be
assigned?  Do they each belong in part to His 297 and
in part to Lys 166?  Do other adjacent groups also share?
In the K166R mutant the lower pKa is raised to 8.0.
The D270N mutant has lost all but 0.01% of its catalytic
activity.104

The carboxylate group of the mandelate interacts
with side chains of E317, K264, and a Mg2+ ion (Fig.
13-5).  These may serve both to protonate the carboxy-
late and also to help stabilize an aci anion formed upon
dissociation of the α-hydrogen (Eq. 13-22).  Both pKa
values for mandelic acid and its enolic form and the
equilibrium constants for enolization in water are
known107 and are given beside the arrows in Eq. 13-22.
It is difficult to imagine how a base with a pKa near
neutrality could remove an α-proton with a pKa of
22.0, which is 14 pK units away from the pKa of the
catalytic base.  This corresponds to a thermodynamic
barrier (Eq. 9-97) of 14 x 5.7 = 80 kJ/ mol, making the
reaction impossibly slow.  In addition to this thermo-
dynamic barrier the rates of dissociation of carbon acids
are known to be slow, presumably because of the lack
of hydrogen bond formation between the C – H proton
and the catalytic base (Eq. 9-97).  This intrinsic barrier
(Chapter 9) for simple ketones has been estimated
as 45 kJ/ mol for a total barrier of ~125 kJ.  However,
the observed ∆G‡ as estimated from Eq. 9-81 is only
~57 kJ/ mol.  The enzyme must catalyze the reaction
by lowering the very high thermodynamic barrier and
perhaps also by lowering the intrinsic barrier.72,108

Protonation of the carboxylate greatly decreases
the microscopic pKa for loss of the α-hydrogen as a
proton to form the enolic aci acid (Eq. 13-22).  Double
protonation, although depending upon a pKa of – 8,
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Figure 13-5  An S-mandelate ion in the
active site of mandelate racemase.  Only
some of the polar groups surrounding
the active site are shown.  The enzyme
has two catalytic acid–base groups.
Lysine 166 is thought to deprotonate
S-mandelate to form the aci anion, while
His 297 deprotonates R-mandelate to
form the same anion.106
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ture almost identical to that of mandelate racemase but
has incorporated an additional feature that allows
formation, by addition, of the intermediate aci-acid.101,105

2.  Isomerases

The isomerases that catalyze the simplest reactions
are tautomerases that promote the oxo-enol (keto-enol)
transformation.  The widely distributed oxaloacetate
tautomerase (Eq. 13-24) is especially active in animal
tissues.97,120  Oxaloacetate exists to a substantial extent
in the enolic form: at 38°, ~ 6% enol, 13% oxo, and ~ 81%
covalent hydrate.120,121  A mammalian phenylpyruvate
tautomerase has also been investigated.122

The oxidation of one functional group of a mole-
cule by an adjacent group in the same molecule is a
feature of many metabolic sequences.  In most cases an
enolic intermediate, formed either from a ketone as in
Eq. 13-25 or by a dehydration reaction (see Eq. 13-32),
is postulated.

Aldose–ketose interconversions.  A metabolically
important group of enzymes catalyze the interconver-
sion of aldose sugars with the corresponding 2-ketoses
(Table 10-1, reaction 4C).  Several sugar phosphates
undergo rapid isomerization.  Glucose 6-phosphate
isomerase (Eq. 13-25) appears to function in all cells
with a high efficiency.123 – 125a  The 132 kDa dimeric pro-
tein from muscle converts glucose 6-phosphate to
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would reduce the pKa of the α-hydrogen to ~ 7.4, making
it very easy to enolize109 and solving the thermodynamic
problem.  However, what forces could keep the sub-
strate molecule in this unlikely state of protonation?
Gerlt and Gassman proposed formation of a strong,
short hydrogen bond to a carboxylate oxygen.110

Formation of such a bond would lead to an increased
positive charge on the alpha carbon, lowering the pKa
and therefore the thermodynamic barrier.  It could also
lower the intrinsic barrier,108 for example, by permit-
ting, to some extent, the formation of a C—H---N
hydrogen bond in the transition state.111   Polarization
by the Mg2+ ion may also be involved.  The very strong
electrostatic forces within the active site may be suffi-
cient to explain the formation of enolate anions or enols
as intermediates in many different enzymes.108,112

A number of other racemases and epimerases may
function by similar mechanisms.  While some amino
acid racemases depend upon pyridoxal phosphate
(Chapter 14), several others function without this
coenzyme.  These include racemases for aspartate,113

glutamate,114–115a proline, phenylalanine,116 and diamino-
pimelate epimerase.117  Some spiders are able to inter-
convert D and L forms of amino acid residues in intact
polypeptide chains.118,119

Another enzyme of the mandelate pathway of
degradation of aromatic rings (Fig. 25-8) is the cis,cis-
muconate lactonizing enzyme which catalyzes the
reaction of Eq. 13-23.  It has a three-dimensional struc-
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fructose 6-phosphate with a turnover number of ~ 103 s–1.
Hereditary defects in this enzyme cause a variety of
problems that range from mild to very severe.126

Mannose 6-phosphate isomerase also forms fructose
6-phosphate, while ribose 5-phosphate isomerase127

interconverts the 5-phosphates of D-ribose and D-xylulose
in the pentose phosphate pathways (Chapter 17).  Other
enzymes, most often metalloenzymes, catalyze the
isomerization of free sugars.

These enzymes vary widely in secondary and
tertiary structure.127a  Mannose-6-phosphate isomerase
is a 45 kDa Zn2+-containing monomer.  The larger 65 kDa
L-fucose isomerase, which also acts on D-arabinose, is
a hexameric Mn2+-dependent enzyme.127a L-Arabinose
isomerase of E. coli, which interconverts arabinose
and L-ribulose, is a hexamer of 60-kDa subunits128

while the D-xylose isomerase of Streptomyces is a
tetramer of 43-kDa subunits.129  The nonenzymatic
counterpart of the isomerization catalyzed by the enzyme
is the base-catalyzed Lobry deBruyn–Alberda van
Ekenstein transformation (Eq. 13-25).130

In 1895, Emil Ficher proposed an enediol interme-
diate for this isomerization.  As would be expected, the
enzyme-catalyzed isomerization of glucose-6-phosphate
in 2H2O is accompanied by incorporation of deuterium
into the product fructose 6-phosphate at C-1.  In the
reverse reaction 2H-containing fructose 6-phosphate
was found to react at only 45% of the rate of the 1H-
containing compound.  Thus, the primary deuterium
isotope effect expected for a rate-limiting cleavage of
the C – H bond was observed (see Chapter 12, Section
B,3).

When fructose 6-phosphate containing both 2H
and 14C in the 1 position was isomerized in the presence
of a large amount of nonlabeled fructose 6-phosphate,
the product glucose 6-phosphate contained not only
14C but also 2H, and the distribution indicated that the
2H had been transferred from the C-1 position into the
C-2 position.123  It was concluded that in over half the

B.  Enolic Intermediates in Enzymatic Reactions

turnovers of the enzyme, 2H removed from C-1 is put
back on the same molecule at C-2.  This intramolecular
transfer of a proton suggests a syn transfer, the proton
being removed and put back on the same side of the
molecule.  The carrier of the proton may be a histidine
side chain.131  This result, together with the known
configuration of glucose at C-2, indicates that the
intermediate is the cis-enediol and that addition of a
proton at either C-1 or C-2 of the enediol is to the re
face.  However, mannose-6-phosphate isomerase
catalyzes addition to the si face.

Catalysis of ring opening by isomerases.  Glu-
cose-6-phosphate isomerase catalyzes a second reaction,
namely, the opening of the ring of the α-anomer of
glucose 6-phosphate (one-half of the mutarotation
reaction; Eq. 10-88).  Noltmann suggested a concerted
acid–base catalysis by two side chain groups as is
indicated in Eq. 9-90.  An NMR study showed that the
isomerization of the α anomer occurs at least ten times
faster than that of the β.  Thus, β-glucose 6-phosphate
is first converted to α-glucose 6-phosphate before it
can be isomerized to fructose 6-phosphate.132

Triose phosphate isomerase.   This dimeric
53-kDa enzyme interconverts the 3-phosphate esters of
glyceraldehyde and dihydroxyacetone and is the fastest
enzyme participating in glycolysis.  Its molecular activity
at 25° is ~ 2800 s–1 in the direction shown in Eq. 13-26
and ~ 250 s–1 in the reverse direction (the predominant
direction in metabolism)133 and is thought to operate
at the diffusion-controlled limit (Chapter 9).133  Each
of the identical subunits consists of a striking (α /β)8
barrel (Fig. 13-6) with an active site at the carboxyl
ends of the β  strands.134 – 137  Structures of the enzyme
containing bound inhibitors such as phosphoglycolo-
hydroxamate have also been determined (Fig. 13-6).138

Triose phosphate isomerase is also one of the most
investigated of all enzymes.  Not only are its catalytic
properties unusual but also there are known defects in
the human enzyme137 and it is also a potential target
for antitrypanosomal drugs.139

Although its high catalytic activity might favor
intramolecular transfer of the proton removed by
triose phosphate isomerase, little such transfer has
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been observed.140  This suggested that a relatively weak
base such as a carboxylate group might serve as the
proton acceptor at the C-3 position of dihydroxyacetone
phosphate.  Covalent labeling experiments and later
X-ray studies have implicated Glu 165, whose carbox-
ylate group is thought to remove the pro-R hydrogen
atom from the hydroxymethyl group of dihydroxyace-
tone phosphate as indicated in Eq. 13-26.   When this
residue is replaced by Asp, most activity is lost.141

Kinetic studies suggest that this carboxyl group has a
pKa of ~ 3.9 in the free enzyme.  However, kcat is inde-
pendent of pH up to pH 10.140  The pKa of the phosphate
also affects the binding (Km), with only the phosphate
dianion being a substrate.  Study of the infrared spec-

trum of dihydroxyacetone bound to the enzyme re-
vealed a shift of the carbonyl bands at 1733 cm–1 by
about 20 cm–1 to ~ 1713 cm–1.  This might indicate a
polarization and stretching of the carbonyl group by
a positively charged histidine or lysine side chain of
the protein.142  The His 95 side chain is appropriately
placed (Fig. 13-6) to function in this way143 and its
replacement by glutamine decreases catalytic activity
by a factor of 400.144  The –NH3

+ group of lysine 12,
another essential residue, is apparently needed for
substrate binding.136,145  After product is released, an
isomerization within the enzyme is usually required
to prepare it for acceptance of a new substrate.  This
may involve movement of protons between side chain
groups or a conformational change or both.  In the
case of triose phosphate isomerase, a very rapid iso-
merization requiring about ~ 1 ms has been detected.146

To investigate further the function of His 95, Lodi
and Knowles recorded the 13C and 15N NMR spectra of
the three histidine rings148 both in unligated enzyme
and in the phosphoglycolohydroxamate (PGH) complex.
The results were a surprise.  The His 95 resonances

did not change at all when the pH was changed from
below 5 to 9.9, and the chemical shift values (shown
above) indicate clearly that the ring is unprotonated
in both free enzyme and in the complex.  The key
chemical shift values are shown on the diagram to the
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into the active site of triose phos-
phate isomerase showing side
chains of some charged residues;
PGH, a molecule of bound phos-
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analog of the substrate enolate.138
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in this enzyme.  Courtesy of M.
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left; the arrows indicate the changes upon formation
of the PGH complex.  These results suggest that H95
is never protonated and that if it acts as the catalytic
acid it does so by dissociating to an imidazolate ion
(Eq. 13-27).148

The imidazole would donate a proton to the enolate ion
and then remove a proton from the resulting enediol.
Although the proposed chemistry is unusual, it is argued
that the high pKa of the neutral imidazole acting as a
proton donor would be matched with the high pKa of
the enol, permitting rapid reaction.148  Nevertheless,
two other possibilities exist.  Theoretical calculations
support the idea that the proton transfer between the two
oxygens in the enediolate may occur without catalysis
by a proton donor149 as indicated in step b of Eq. 13-26.
Another possibility is that a transient protonation of
H95 by the adjacent E97 carboxyl group occurs and
allows the histidine to participate in the proton transfer.
Study of kinetic isotope effects has indicated coupled
motion of protons and proton tunneling.143

Another detail should be mentioned.  The active
site of triose phosphate isomerase is formed by a series
of loops connecting the α helices and β strands of the
barrel.  One of those loops, consisting of residues 167 –
176, folds over the active site after the substrate is
bound to form a hinged lid that helps to hold the
substrate in the correct orientation for reaction.150 – 152

When the lid, which can be seen in Fig. 13-6, closes,
the peptide NH of G171 forms a hydrogen bond to a
phosphate oxygen atom of the substrate.  This is only
one of many known enzymes with deeply buried active
sites that close in some similar fashion before a  rapid
reaction occurs.

Although enzymes tend to be extremely specific
they are not always completely able to avoid side
reactions.  Triose phosphate isomerase releases small
amounts of methylglyoxal (Eq. 13-28), presumably as
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a result of elimination of phosphate from enediolate 2
of Eq. 13-26.  Deletion of four residues from the hinged
lid produced an enzyme in which this side reaction
was increased 5.5-fold.146

Xylose isomerase and the hydride shift
mechanism.   This bacterial enzyme, which isomerizes
D-xylose to D-xylulose, has an (α/β)8 barrel similar to
that of triose phosphate isomerase.  It is of industrial
importance because it also catalyzes isomerization of
D-glucose to the sweeter sugar D-fructose, a reaction
used in preparation of high-fructose syrup.  For this
purpose the isomerase is often immobilized on an
insoluble matrix such as diethylaminoethyl cellulose.153

This enzyme, as well as other isomerases that act on
free sugars, requires a metal ion such as Mg2+, Co2+,
or Mn2+.  The three-dimensional structures, solved in
several different laboratories,129,154 – 158 show that there
are two metal ions (ordinarily Mg2+) about 0.5 nm
apart and held by an array of glutamate and aspartate
side chains.  One glutamate carboxylate forms short
ionic bonds to both metal ions and an essential histi-
dine is also coordinated with metal ion 2.  The three-
dimensional structure is superficially similar to that of
triose phosphate isomerase but there are major differ-
ences in properties.  Xylose isomerase requires metal
ions, acts on unphosphorylated non-ionic substrates,
and does not catalyze detectable exchange of protons
with the solvent.  Furthermore, X-ray structures do not
show the presence of any catalytic base that could initiate
formation of an intermediate enolate ion.  These facts sug-
gested an alternative isomerization mechanism, one
involving a hydride ion shift and well-known from
studies of the Cannizarro reaction.159  Because the non-
ionic substrates and inhibitors bind weakly it has been
difficult to obtain a clear picture of events in the active
site.  The substrate is the α-anomer of D-xylopyranose155

and the enzyme catalyzes the opening of the sugar
ring (step a, Eq. 13-29).157  The details of this process
are not clear but acid-base catalysis as in Eq. 9-87 is
probable.

There is a consensus156 – 158 that the open form of
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(13-30)

the sugar is bound to one of the two metal ions as shown
in Eq. 13-29 and that a bound hydroxide ion on the
second metal provides the catalytic base to remove a
proton from the – OH at position 2.  The isomerization
occurs with the shaded hydrogen atom being shifted
as H– to the carbon atom of the carbonyl group.  During
the reaction metal ion 2 moves apart from metal ion 1
by ~ 0.09 nm,129,157,158 another fact that has made analy-
sis of X-ray data difficult.  Protonation of the alkoxide
ion at C-2 is followed by ring closure (step c, Eq. 13-29).

3-Oxosteroid isomerases.   Cholesterol serves
in the animal body as a precursor of all of the steroid
hormones, including the 3-oxosteroids progesterone
and testosterone (Chapter 22).  The 3-hydroxyl group
of cholesterol is first oxidized to an oxo group.  This is
followed by an essentially irreversible migration of the
double bond in the 5,6-position into conjugation with
the carbonyl group (Eq. 13-30) catalyzed by a 3-oxo-∆5-
steroid isomerase.  The small 125-residue enzyme from
the bacterium Pseudomonas testosteroni has been studied
by a great variety of methods.160 – 164  The subunits

associate as dimers or higher oligomers.  The enzyme
has a high content of nonpolar amino acid residues
and is soluble in high concentrations of ethanol.  This
property is compatible with the location of the eukary-
otic enzyme in the endoplasmic reticulum.  The sub-
strate binding site is a hydrophobic cavity.

Oxosteroid isomerase has a remarkably high mole-
cular activity (~ 0.75 x 105 s–1).  Substrates containing
2H in the 4 position react only one-fourth as rapidly as
normal substrates.  The large isotope effect suggested
that cleavage of the C – H bond to form an enzyme-
stabilized enolate anion is rate limiting (Eq. 13-30,
step a).160  The proton in the axial position at C-4 is
removed preferentially but without complete stereo-
specificty.165  The abstracted proton must be carried by
a group on the enzyme and returned to the 6 position
of the substrate, again in an axial orientation (Eq. 13-30,
step b), a suprafacial transfer.  Studies of the binding
of spin-labeled substrate analogs, molecular modeling,
and directed mutation indicate that Asp 38 is this proton
carrier.164,166  Little exchange of the proton with solvent
is observed, presumably because of the extreme rapidity
of the isomerase action.  However, competitive inhi-
bitors such as nortestosterone, whose double-bond
arrangement is that of the product in Eq. 13-30, undergo
exchange of one of the hydrogens at C-4 with the medium.
The ultraviolet absorption band of the inhibitor at 248
nm is shifted to 258 nm upon combination with the
enzyme, presumably as a result of formation of the
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enolate anion.  Tyrosine 14 has been identified as the
catalytic acid, able to stabilize the enolate anion as
depicted in Eq. 13-30.161,162  A high-resolution NMR
structure167 and X-ray crystal structures167a,b have re-
vealed an adjacent Asp 99 side chain that may assist.167c

Enzymatic isomerization of cis-aconitate to trans-
aconitate apparently also involves proton abstraction,165

with resonance in the anion extending into the carbox-
ylic acid group.  Its mechanism may be directly related
to that of the oxosteroid isomerase.  However, there
are other 1,3-proton shifts in which neither a carbonyl
nor a carboxyl group is present in the substrate
(Eqs. 13-55, 13-56).

4-Oxalocrotonate tautomerase.   This bacterial
enzyme, which functions in the degradation of toluene
(Chapter 25), is actually an isomerase.  It catalyzes
rapid interconversion of an unconjugated unsaturated
α-oxoacid such as 4-oxalocrotonate with an intermedi-
ate enol (which may leave the enzyme) and the iso-
meric conjugated oxoacid (Eq. 13-31).168 – 170   A related
5-carboxymethyl-2-hydroxymuconate isomerase

catalyzes the same reaction when R = – CH2COO– in
Eq. 13-31.  It is an unusually small enzyme consisting
of only 62 amino acid residues.  The pH dependence
reveals pKa values of 6.2 and 9.0 in the free enzyme
and 7.7 and 8.5 in the ES complex.171

The pKa of 6.2 has been associated with the amino-
terminal proline 1.172  4-Oxalocrotonate tautomerase is
one of a small group of enzymes that have been syn-
thesized nonenzymatically with both L amino acids and
as a mirror image constructed with D amino acids.173

B.  Enolic Intermediates in Enzymatic Reactions

3.  Internal Oxidation–Reduction by
Dehydration of Dihydroxyacids

When a carboxylic acid contains hydroxyl groups
in both the α and β positions, dehydration leads to
formation of an enol that can tautomerize to 2-oxo-3-
deoxy derivatives of the original acid (Eq. 13-32).
Thus, phosphogluconate dehydratase yields 2-oxo-3-
deoxyphosphogluconate as the product.  When the
reaction is carried out in 2H2O the 2H is incorporated
with a random configuration at C-3, indicating that
the enzyme catalyzes only the dehydration and that
the tautomerization of the enol to the ketone is nonen-
zymatic.

The reaction of Eq. 13-32 initiates a unique pathway
of sugar breakdown, the Entner–Douderoff pathway
(Eq. 17-18), in certain organisms.  The 6-phosphoglu-
conate is formed by oxidation of the aldehyde group
of glucose 6-phosphate.  This pattern of oxidation of
a sugar to an aldonic acid followed by dehydration
according to Eq. 13-32 occurs frequently in metabolism.
A related reaction is the dehydration of 2-phosphogly-
cerate by enolase (Eq. 13-15).  In this case the product
is phosphoenolpyruvate, a stabilized form of the enolic
intermediate of Eq. 13-32 (when R = H).

4.  Formation and Metabolism of
Methylglyoxal (Pyruvaldehyde)

The rather toxic methylglyoxal is formed in many
organisms and within human tissues.174  It arises in
part as a side reaction of triose phosphate isomerase
(Eq. 13-28) and also from oxidation of acetone (Eq. 17-7)
or aminoacetone, a metabolite of threonine (Chapter
24).175  In addition, yeast and some bacteria, including
E. coli, have a methylglyoxal synthase that converts
dihydroxyacetone to methylglyoxal, apparently using
a mechanism similar to that of triose phosphate iso-
merase.  It presumably forms enediolate 2 of Eq. 13-26,
which eliminates inorganic phosphate to yield methyl-
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C
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Cleavage of C—H bond
facilitated by a carbonyl group

–

βα

O

β Cleavage with 
release of CO2

uncertain.  Glyoxylase II, which catalyzes step c of
Eq. 13-33, is an esterase.175,180

C.  Beta Cleavage and Condensation

In Chapter 12 and in the preceding sections of this
chapter we examined displacement and addition reac-
tions involving nucleophilic centers on O, N, or S.
Bonds from carbon to these atoms can usually be broken
easily by acidic or basic catalysis.  The breaking and
making of C – C bonds does not occur as readily and
the “carbon skeletons” of organic molecules often stick
together tenaciously. Yet living cells must both form
and destroy the many complex, branched carbon com-
pounds found within them.

A major mechanistic problem in cleavage or for-
mation of carbon–carbon bonds is the creation of a
nucleophilic center on a carbon atom.  The problem is
most often solved by using the activating influence of a
carbonyl group to generate a resonance-stabilized enolate
anion. Just as the presence of a carbonyl group facili-
tates cleavage of an adjacent C – H bond, so it can also
assist the cleavage of a C – C bond.  The best known
reactions of this type are the aldol cleavage and the

decarboxylation of �-oxo acids.  The latter has been
referred to as β decarboxylation and its reverse as β
carboxylation.  In this book these terms have been
extended to include other reactions by which bonds
between the α and β carbon atoms of a carbonyl com-
pound are broken or formed, and these will be referred
to as � cleavage and � condensation.

The β condensation reactions consist of displacement
or addition reactions in which an enzyme-bound enolate
anion acts as the nucleophile.  We can group these con-
densation reactions into three categories as indicated
by reaction types 5A, 5B, and 5C of Table 10-1.

1.  Displacement on a Carbonyl Group

A β-oxo acid, with proper catalysis, is susceptible
to hydrolysis by attack of water on the carbonyl group.
An example is the reaction catalyzed by oxaloacetate
acetylhydrolase which has been isolated from Asper-
gillus niger (Eq. 13-34).  A related cleavage is catalyzed
by ribulose bisphosphate carboxylase (see Eq. 13-48).

glyoxal as in Eq. 13-28.176,176a  Methylglyoxal is con-
verted to D-lactate by the two-enzyme glyoxalase
system (Eq. 13-33).177  The combined action of methyl-
glyoxal synthase and the glyoxalases provides a bypass
to the usual glycolysis pathway (Fig. 10-3).  Although
it does not provide energy to the cell, it releases inor-
ganic phosphate from sugar phosphates that may
accumulate under conditions of low phosphate because
the free Pi concentration is too low to support the gly-
ceraldehyde 3-phosphate dehydrogenase reaction
(step a of Fig. 10-3).

Glyoxalase acts not only on methylglyoxal but also
on other α-oxo-aldehydes.  It is thought to be an im-
portant enzyme system that protects cells against these
potentially dangerous metabolites.  Glyoxalase consists
of a pair of enzymes, glyoxalase I and glyoxalase II,
which catalyze the reactions of Eq. 13-33.  Each sub-
unit of the 183-residue human glyoxalase I contains
one tightly bound Zn2+ ion.178  However, the E.coli
enzyme178a is inactive with Zn2+ and maximally active
with Ni2+.  The enzyme requires glutathione as a co-
factor, and in step a of the reaction (Eq. 13-33) the gluta-
thione adds to form a thiohemiacetal179 which is then
isomerized in step b.  During this step retention of the
abstracted proton is so complete that it was earlier
thought to function by an intramolecular hydride ion
shift as in xylose isomerase.  More recent evidence
favors an enolate anion intermediate.  However, the
three-dimensional structure is not related to that of
other isomerases and the exact mechanism remains
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The thiolases181 are lyases that cleave β-oxoacyl
derivatives of CoA by displacement with a thiol group
of another CoA molecule (Eq. 13-35).  This is the chain
cleavage step in the β oxidation sequence by which
fatty acid chains are degraded (Fig. 10-4).  Biosynthetic
thiolases catalyze the condensation of two molecules
of acetyl-CoA to form acetoacetyl-CoA, (see Eq. 17-5),
a precursor to cholesterol and related compounds and
to poly-β-hydroxybutyrate (Box 21-D).  Because acetyl-
CoA is a thioester, the reaction is usually described as
a Claisen condensation.  A related reaction, involving
decarboxylation of malonyl-CoA, is a step in fatty acid
synthesis.  Since the thiolases are inhibited by – SH
reagents it has been suggested that a thiol group in the
enzyme reacts initially with the β-carbonyl group as in
Eq. 13-35 to give an enzyme-bound S-acyl intermediate.
The acyl group is then transferred to CoA in a second
step.

A very similar reaction is catalyzed by 3-hydroxy-
3-methylglutaryl-CoA lyase (HMG-CoA lyase), which
functions in the formation of acetoacetate in the human
body (Eq. 17-5, step c) and also in the catabolism of
leucine (Fig. 24-18)182,183 and in the synthesis of
3-hydroxy-3-methylglutaryl-CoA, the presursor
of cholesterol (Eq. 17-5, step b)183a

2.  Addition of an Enolate Anion to a Carbonyl
Group or an Imine; Aldolases

The aldol condensation (Eq. 13-36), which is also
illustrated in Box 10-D, is one of the more common

C.  Beta Cleavage and Condensation

reactions by which C – C bonds are formed183b and, in
the reverse reaction, cleaved in metabolism.  Aldolases
are classified into two major types.  The type II aldolases
are metal-ion dependent, the metal ion stabilizing the
intermediate enolate ion (Eq. 13-36, steps a and b).
Type I aldolases, which include the most studied
mammalian enzymes, have a more complex mechanism
involving intermediate Schiff base forms (Eq. 13-36,
steps a’, b’, c’, d’).184  The best known members of this
group are the fructose bisphosphate aldolases
(often referred to simply as aldolases), which cleave
fructose-1,6-P2 during glycolysis (Fig. 10-2, step e).

These enzymes have been found in all plant and
animal tissues examined and are absent only from a few
specialized bacteria.  Three closely related isoenzymes
are found in vertebrates.185,186  The much studied
rabbit muscle aldolase A is a 158-kDa protein tetramer
of identical peptide chains.186,187  Aldolase B, which is
lacking in hereditary fructose intolerance, predominates
in liver and isoenzyme C in brain.185

Treatment with sodium borohydride of the enzyme-
substrate complex of aldolase A and dihydroxyacetone
phosphate leads to formation of a covalent linkage
between the protein and substrate.  This and other
evidence suggested a Schiff base intermediate (Eq. 13-36).
When 14C-containing substrate was used, the borohy-
dride reduction (Eq. 3-34) labeled a lysine side chain
in the active site.  The radioactive label was followed
through the sequence determination and was found
on Lys 229 in the chain of 363 amino acids.186,188–188b

The enzyme is another (α /β)8-barrel protein and the
side chain of Lys 229 projects into the interior of the
barrel which opens at the C-terminal ends of the
strands.  The conjugate base form of another lysine,
Lys 146, may represent the basic group B in Eq. 13-36,R
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step b.  Another possibility is that the adjacent phosphate
group of the substrate acts as the acid–base catalyst
for this step.189  Aldolase A has been altered by muta-
tions into a monomeric form that retains high catalytic
activity,190 something that has not often been accom-
plished for oligomeric enzymes.

The type II aldolases are not inactivated by sodium
borohydride in the presence of substrate.  A probable
function of the essential metal ion is to polarize the
carbonyl group as indicated in Eq. 13-36.   In both yeast
and E. coli aldolase the Zn2+ is held by 3 imidazole
groups.191,191a  An arginine side chain is a conserved
residue involved in substrate binding in several class
II aldolases.192  Some blue-green algae contain both
types of aldolase, as do the flagellates Euglena and
Chlamydomonas.

The catabolism of L-fucose by E. coli requires
cleavage of L-fuculose-1-phosphate to form dihydroxy-
acetone phosphate and D-lactaldehyde by a class II
aldolase.193

The mechanism of chain cleavage proposed on the
basis of the structure and modeling193 is illustrated in
Fig. 13-7.

Special aldolases of both classes cleave and form
C – C bonds throughout metabolism.   Several of them
act on 2-oxo-3-deoxy substrates forming pyruvate as
one product (Eq. 13-37).  The aldehyde product varies.
In the Entner–Doudoroff pathway of carbohydrate
metabolism (Chapter 21) 3-deoxy-2-oxo-6-phospho-
gluconate (KDPG) is cleaved to pyruvate and 3-phos-
phoglyceraldehyde.194  The same products arise from
the corresponding phosphogalactonate derivative.195

The subunits of the trimeric KDPG aldolase have an
(α /β)8-barrel structure similar to that of eukaryotic
fructose 1,6-bisphosphate aldolase.194  The 8-carbon
sugar acid “KDO” of bacterial cell walls (Fig. 4-26) is
cleaved by another aldolase.  The catabolism of hydroxy-
proline leads to 4-hydroxy-2-oxoglutarate, which is
cleaved to pyruvate and glyoxylate.196  In the catabo-
lism of deoxynucleotides, another aldolase converts
2-deoxyribose 5-phosphate to acetaldehyde and gly-
ceraldehyde 3-phosphate.197

Closely related to aldolases is transaldolase, an
important enzyme in the pentose phosphate pathways
of sugar metabolism and in photosynthesis.  The mech-
anism of the transaldolase reaction (Eq. 17-15) is similar
to that used by fructose-1,6-bisphosphate aldolase
with a lysine side chain forming a Schiff base and
catalytic aspartate and glutamate side chains.198

Polycarboxylic acid synthases.  Several enzymes,
including citrate synthase, the key enzyme which
catalyzes the first step of the citric acid cycle, promote
condensations of acetyl-CoA with ketones (Eq. 13-38).
An α-oxo acid is most often the second substrate, and
a thioester intermediate (Eq. 13-38) undergoes hydrol-
ysis to release coenzyme A.199   Because the substrate
acetyl-CoA is a thioester, the reaction is often described
as a Claisen condensation. The same enzyme that
catalyzes the condensation of acetyl-CoA with a ketone
also catalyzes the second step, the hydrolysis of the
CoA thioester.  These polycarboxylic acid synthases
are important in biosynthesis.  They carry out the
initial steps in a general chain elongation process (Fig.
17-18).  While one function of the thioester group in
acetyl-CoA is to activate the methyl hydrogens toward
the aldol condensation, the subsequent hydrolysis of
the thioester linkage provides for overall irreversibility
and “drives” the synthetic reaction.
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Figure 13-7  Interaction of the bound zinc ion of L-fuculose-
1-phosphate aldolase and catalytic side chains with the sub-
strate in the active site of the enzyme as revealed by X-ray
crystallography and modeling.  See Dreyer and Schulz.193
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The stereochemistry of the reaction is
also illustrated in Eq. 13-38.  These enzymes
may be classified by designating the face of
the carbonyl group to which the enolate
anion adds.  The si face is up in Eq. 13-38.
The common citrate synthase of animal
tissues200 and that of E. coli201 condense with
the si face and are designated (si)-citrate
synthases.  A few anaerobic bacteria use
citrate (re)-synthase having the opposite
stereochemistry.202  Many citrate synthases
are ~100-kDa dimers203,204 but some are
hexamers203,205 and are allosterically inhibit-
ed by NADH.  The second substrates and
products of several related reactions of
acetyl-CoA are summarized in Table 13-1.

The si-citrate synthase of pigs is a dimer
of 437-residue chains, each of which is orga-
nized into a large rigid domain and a smaller

(13-38)
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Figure 13-8  Three-dimen-
sional structure of citrate
synthase.  (A)  Stereoscopic
alpha carbon trace of the
dimeric pig enzyme in its open
conformation.209  A molecule
of citrate is shown in the
lower subunit.  The view
is down the two-fold axis.
Courtesy of Robert Huber.
(B)  Space-filling representa-
tion of the open (left) and
closed (right) forms of the
same enzyme.200  Courtesy
of Stephen J. Remington.

flexible domain.  The active site lies between the
domains.206  When oxaloacetate binds into the cleft
the smaller domain undergoes a complex motion
that closes the enzyme tightly around the substrate
(Fig. 13-8).200,207,208  The bound oxaloacetate is shown
in Fig. 13-9.  It is surrounded by a large number of
polar side chains, including several from histidine and
arginine residues.  Of these, Arg 401 and Arg 421 of
the second subunit bind the substrates’ two carboxyl-
ate groups.  In this tight complex the imidazole of His
320 is in the correct position to protonate the carbonyl
oxygen of the oxaloacetate.  The domain movement
has also brought the groups that bind the acetyl-CoA
into their proper position creating, by “induced fit,”

the acetyl-CoA binding site.  This conformational
change also accounts for the observation of an ordered
kinetic mechanism with oxaloacetate binding before
acetyl-CoA.  The imidazole of His 274 is correctly
oriented to abstract a proton from the methyl group of
acetyl-CoA to generate the intermediate enolate anion.
When oxaloacetate alone is bound into the active site
the carbonyl stretching frequency, observed by infrared
spectroscopy, is shifted from 1718 cm–1 for free oxalo-
acetate to 1697 cm–1.  This decrease of 21 cm–1 suggests
a strong polarization of the C = O bond by its interaction
with His 320 in the ground state.211  This interaction is
seen also in the 13C NMR spectrum, the carbonyl
resonance being shifted downfield by 6.8 ppm upon

A

B
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binding to the protein.212  The enolate anion mecha-
nism is also supported by kinetic isotope effects.213

The methyl protons of dithia-acetyl-CoA are much
more reactive than those of acetyl-CoA (pKa ~ 12.5 vs
~ 20).  When citrate acts on this acetyl-CoA analog
together with oxaloacetate, the expected enolate anion

forms rapidly as is indicated by the appearance of a
306 nm absorption band.  However, it condenses very
slowly with the oxaloacetate.214  The binding equilib-
ria, kinetics, and X-ray structures of complexes for a
variety of other analogs of acetyl-CoA have also been
studied.210,215-216a  It appears that Asp 375 and His 274
work together to generate the enolate anion (Fig. 13-9).
NMR measurements indicate formation of an unusually
short hydrogen bond, but its signifi-
cance is uncertain.216a,216b  Malate syn-
thase (Table 13-1) operates with a very
similar mechanism but has an entirely
different amino acid sequence and
protein fold.216c

Other Claisen condensations are
involved in synthesis of fatty acids and
polyketides217 (Chapter 21) and in for-
mation of 3-hydroxy-3-methylglutaryl-
CoA, the precursor to the polyprenyl
family of compounds (Chapter 22).  In
these cases the acetyl group of acetyl-
CoA is transferred by a simple displace-
ment mechanism onto an –SH group at
the active site of the synthase to form an
acetyl-enzyme.218,219  The acetyl-enzyme
is the actual reactant in step b of Eq. 17-5
where this reaction, as well as that of
HMG-CoA lyase, is illustrated.

Citrate cleaving enzymes.  In
eukaryotic organisms the synthesis of
citrate takes place within the mitochon-
dria, but under some circumstances
citrate is exported into the cytoplasm.
There it is cleaved by ATP-citrate
lyase.  To ensure that the reaction goes
to completion, cleavage is coupled to
the hydrolysis of ATP to ADP and inor-
ganic phosphate (Eq. 13-39).  The value
of G’ given here is extremely dependent
upon the concentration of Mg2+ as a
result of strong chelation of Mg2+ by
citrate.220  The reaction sequence is com-
plex but can be understood in terms of
an initial ATP-dependent synthesis of

citryl-CoA using a mechanism similar to that in Eq.
12-47.  There is evidence for both phosphoenzyme
and citryl enzyme intermediates (Eq. 13-40).221  Native
ATP-citrate lyase is a tetramer of 110-kDa subunits.
It usually contains some phosphoserine and phospho-
threonine residues but they apparently have little
effect on activity.222  Phosphorylation is catalyzed by
cAMP-dependent and by insulin-dependent protein
kinases.223,224  A related reaction is the ATP-dependent
cleavage of malate to acetyl-CoA and glyoxylate.  It
requires two enzymes, malyl-CoA being an intermedi-
ate.225
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A substrate-induced citrate lyase found in bacteria
such as E. coli and Klebsiella promotes the anaerobic
dissimilation of citrate splitting it to oxaloacetate and
acetate.226  The large ~ 585-kDa protein from Klebsiella225

has the composition (αβγ)6, where the α, β, and γ sub-
units have masses of ~ 55-, 30-, and 10-kDa, respectively.
The subunit carries an unusual covalently bound deriv-
ative of coenzyme A227 (see also Chapter 14).  The 10-kDa
γ subunit serves as an acyl-carrier protein, the – SH
of its prosthetic group being acetylated by a separate
ATP-dependent ligase.  The resulting acetyl-enzyme
undergoes an acyl exchange (analogous to a CoA-
transferase reaction; Eq. 12-50) to form a citryl enzyme
before the aldol cleavage takes place (Eq. 13-40).

The first unique enzyme of the important glyoxy-
late pathway (Chapter 17), isocitrate lyase, cleaves
isocitrate to succinate and glyoxylate (Eq. 13-41).228

The carboxylate group that acts as electron acceptor
would presumably be protonated by the enzyme. 

3.  Chiral Acetates and Their Use in
Stereochemical Studies

Consider the series of enzyme-catalyzed reactions
shown in Eq. 13-42.  Fumarate is hydrated in 3H-con-
taining water to malate which is oxidized to oxaloace-
tate.  Hydrolysis of the latter with oxaloacetate acetyl-
hydrolase (Eq. 13-34) in 2H2O gives oxalate and chiral
(R) acetate.  The identical product can be obtained by
condensing oxaloacetate with acetyl-CoA using citrate
(re)-synthetase.  The resulting citrate is cleaved in 2H2O
using a citrate lyase having the si specificity.229,230

Acetate of the opposite chirality can be formed enzy-
matically beginning with [2,3-3H]fumarate hydrated

by fumarate hydratase in ordinary water.  Chiral acetates
have also been prepared nonenzymatically,229 and
their configuration has been established unequivocally.

During the action of both oxaloacetate acetyl-
hydrolase and citrate lyase (Eq. 13-42) inversion of
configuration occurs about the carbon atom that carries
the negative charge in the departing enolate anion.
That inversion also occurs during catalysis by citrate
(re)-synthase and other related enzymes has been
demonstrated through the use of chiral acetates.229,230

The findings with malate synthase199 are illustrated in
Eq. 13-38.  Presumably, a basic group B of the enzyme
removes a proton to form the planar enolate anion.
The second substrate glyoxylate approaches from the
other side of the molecule and condenses as is shown.
Since any one of the three protons in either R or S chiral
acetyl-CoA might have been abstracted by base B,
several possible combinations of isotopes are possible in
the L-malate formed.  One of the results of the experi-
ment using chiral (R) acetyl-CoA is illustrated in Eq.
13-43.  The reader can easily tabulate the results of
removal of the 2H or 3H.  However, notice that if the
base – B: removes 2H (D) or 3H (T) the reaction will be
much slower because of the kinetic isotope effects
which are expected to be Hk/Dk ≈ 7 and Hk/Tk ≈ 16.  A
second important fact is that the pro-R hydrogen at C-3
in malate is specifically exchanged out into water by
the action of fumarate hydratase.  From the distribution
of tritium in the malate and fumarate formed using the
two chiral acetates, the inversion by malate synthase
was established.  See Kyte231 for a detailed discussion.
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4.  Addition of an Enolate Ion to Carbon
Dioxide and Decarboxylation

The addition of an enolate anion to CO2 to form a
β-oxoacid represents one of the commonest means of
incorporation of CO2 into organic compounds.  The
reverse reaction of decarboxylation is a major mecha-
nism of biochemical formation of CO2.  The equilibrium
constants usually favor decarboxylation but the cleav-
age of ATP can be coupled to drive carboxylation when
it is needed, e.g., in photosynthesis.

Decarboxylation of �-oxoacids.  Beta-oxoacids
such as oxaloacetic acid and acetoacetic acid are unsta-
ble, their decarboxylation being catalyzed by amines,
metal ions, and other substances.  Catalysis by amines
depends upon Schiff base formation,232 while metal
ions form chelates in which the metal assists in electron
withdrawal to form an enolate anion.233 – 235

Can we apply any of this information from non-
enzymatic catalysis to decarboxylating enzymes?
Some decarboxylases do form Schiff bases with their
substrates, and some are dependent on metal ions.235

The acetone-forming fermentation of Clostridium
acetobutylicum requires large amounts of acetoacetate
decarboxylase (Eq. 13-44).

The enzyme is inactivated by borohydride in the presence
of substrate, and acid hydrolysis of the inactivated
enzyme yielded ε-N-isopropyllysine.  Decarboxylation
occurs from a Schiff base by a mechanism analogous
to that of the aldol cleavage shown in Eq. 13-36.236

Mechanistically related is 4-oxalocrotonate decarboxy-
lase.236a

Linked oxidation and decarboxylation.  Metabolic
pathways often make use of oxidation of a β-hydroxy
acid to a β-oxoacid followed by decarboxylation in
the active site of the same enzyme.  An example is
conversion of L-malate to pyruvate (Eq. 13-45).  The
Mg2+ or Mn2+-dependent decarboxylating malic dehy-
drogenase that catalyzes the reaction is usually called
the malic enzyme. It is found in most organisms.237 – 240

While a concerted decarboxylation and dehydrogena-
tion may sometimes occur,241–242 the enzymes of this
group appear usually to operate with bound oxoacid
intermediates as in Eq. 13-45.

Other reactions of this type are the oxidation of isoci-
trate to 2-oxoglutarate in the citric acid cycle (Fig. 17-4,
steps d and e),243 oxidation of 6-phosphogluconate to
ribulose 5-phosphate (Eq. 17-12),244 and corresponding
reactions of isopropylmalate dehydrogenase245,246 and
tartrate dehydrogenase.247,248  Crystallographic studies
of isocitrate dehydrogenase using both photolabile
“caged” isocitrate247 and slow mutant forms243 with
polychromatic Laue crystallography (Chapter 3) have
demonstrated the rapid formation of the anticipated
intermediate oxalosuccinate.

Phosphoenolpyruvate, a key metabolic inter-
mediate.  A compound of central importance in
metabolism is the phosphate ester of the enol form of
pyruvate, commonly known simply as phosphoenol-
pyruvate (PEP).249  It is formed in the glycolysis path-
way by dehydration of 2-phosphoglycerate (Eq. 13-15)
or by decarboxylation of oxaloacetate.  Serving as a
preformed enol from which a reactive enolate anion
can be released for condensation reactions,250,251  PEP
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is utilized in metabolism in many ways.

In animals and in many bacteria, PEP is formed
by decarboxylation of oxaloacetate.  In this reaction,
which is catalyzed by PEP carboxykinase (PEPCK), a
molecule of GTP, ATP, or inosine triphosphate captures
and phosphorylates the enolate anion generated by the
decarboxylation (Eq. 13-46).252  The stereochemistry is
such that CO2 departs from the si face of the forming
enol.253  The phospho group is transferred from GTP
with inversion at the phosphorus atom.254  The en-
zyme requires a divalent metal ion, preferably Mn2+.
In fact, kinetic studies of the GTP-dependent avian
mitochondrial enzyme indicate two metal-binding
sites, one on the polyphosphate group of the bound
GTP and one on carboxylate side chains of the pro-
tein.252,255  The three-dimensional structure of the ATP-
dependent E. coli enzyme reveals a nucleotide binding
site similar to the ATP site of adenylate kinase (Fig.
12-30).256  A definite binding site for CO2 is also present
in the enzyme.257

PEPCK is also activated by low concentrations of
Fe2+ and this activation depends upon a protein that
has been identified as glutathione peroxidase (Eq. 15-58).
By destroying H2O2 the latter may allow the Fe2+ to
prevent oxidation of an SH group on PEP carboxy-
kinase.258  Synthesis of PEPCK is stimulated by gluca-
gon, evidently through a direct action of cAMP on
transcription of the structural gene.259  Transcription
is also stimulated by glucocorticoids and thyroid
hormone and is inhibited by insulin.

In some organisms, such as the parasitic Ascaris
suum, PEPCK functions principally as a means of
synthesis of oxaloacetate by reaction of PEP with CO2

and GDP.  These organisms lack pyruvate kinase,
which allows for buildup of the high PEP concentra-
tion needed to drive this reaction.260  In a similar way
PEP can be converted to oxaloacetate by PEP carboxy-
transphosphorylase, an enzyme found only in pro-
pionic acid bacteria and in Entamoeba.  The reaction
(Eq. 13-47) is accompanied by synthesis of inorganic
pyrophosphate which may be cleaved to “pull” the
reaction in the indicated direction.

PEP + CO2 + Pi → PPi + oxaloacetate

Oxaloacetate is also decarboxylated without phos-
phorylation of the enolate anion formed but with release
of free pyruvate.  Both pyruvate kinase and PEPCK
can act as oxaloacetate decarboxylases.261

In the important reactions discussed in the follow-
ing sections enolate ions are intermediates in carbon-
carbon bond formation.  Other examples are given in
Eqs. 20-7 and 20-8, and Fig. 25-1, in which C – C bonds
are formed by action of PEP as a carbon nucleophile,

e.g., in aldol-like condensations.242a  Yet another unusual
type of reaction, involving formation of an enol ether
linkage is illustrated in Box 13-B and in Eq. 25-3.

Ribulose bisphosphate carboxylase.  The major
route of incorporation of CO2 into organic compounds
is via photosynthesis.  When 14C-labeled CO2 enters
chloroplasts of green plants, the first organic 14C-con-
taining compound detected is 3-phosphoglycerate.
Two molecules of this compound are formed through
the action of ribulose-1,5-bisphosphate carboxylase
(abbreviated rubisco), an enzyme present in chloro-
plasts and making up 16% of the protein of spinach
leaves.  This enzyme, whose structure is illustrated in
Fig. 13-10, is thought to be the most abundant protein
on earth.  Because O2 competes with CO2 as a substrate,
the enzyme also catalyzes an “oxygenase” reaction.  It
is therefore often called ribulose-1,5-bisphosphate
carboxylase/ oxygenase.262  The rubisco from most
plants is a 500 - to  560-kDa L8S8 oligomer as shown in
Fig. 13-10.  The large subunit is encoded in the chloro-
plast DNA.  However, a family of nuclear genes en-
code the small subunits, which are synthesized as
larger precursors, with N-terminal extensions being
removed to give the mature subunits.263,264  Two types
of small subunits occupy different positions in the
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quasi-symmetric spinach rubisco.264  In Euglena the
small subunit is synthesized as a polyprotein precursor
containing eight copies of the subunit.265  Rubisco
from the hydrogen-oxidizing bacterium Alcaligenes
eutrophus has a similar quaternary structure,266 but
the enzyme from Rhodospirillum rubrum is a simple
dimer.267  In dinoflagellates the rubisco gene is present
in nuclear DNA rather than in the chloroplasts.268

The carboxylation reaction catalyzed by rubisco
differs from others that we have considered in that
the carboxylated product is split by the same enzyme
(Eq. 13-48).  The mechanism shown in Eq. 13-48 was
suggested by Bassham et al.271  Ribulose bisphosphate,
for which the enzyme is absolutely specific, is first
converted to its enolic form, a 2,3-enediol.  Loss of a
proton from the 3-OH group forms the endiolate anion
needed for the carboxylation in step b.  The product
of this step is a β-oxoacid which undergoes enzyme-
catalyzed hydrolytic cleavage (Eq. 13-48, step c; see
also Eq. 13-34).  Support for this mechanism came
from the observation that 2-carboxyarabinitol bisphos-
phate (Fig. 13-11B) is a potent inhibitor, possibly a
transition state analog.272  This inhibitor, bound into
the active site of the enzyme from spinach, is seen in
both Figs. 13-10B and 13-11A.  An expanded version of
Eq. 13-48 is given in Fig. 13-12, which is based upon
modeling together with a variety of X-ray structures
including that shown in Fig. 13-11.

An essential Mg2+ ion is held by carboxylates of
D203 and E204 and by modified K201.  It also coordi-
nates three molecules of H2O in the free enzyme.272a

Catalytic roles for the H294 and H327 imidazole groups
are still being elucidated.272b  Lysine 175 protonates
C2 of the aci anion generated by C–C bond cleavage
(step e, Fig. 13-12).272c,276  Like many enzymes, rubisco
exists in two major conformational states: open and
closed.272d

C.  Beta Cleavage and Condensation

Chemical studies also support the indicated mech-
anism.  For example, the β-oxoacid intermediate
formed in step b of Eq. 13-48  or Fig. 13-12 has been
identified as a product released from the enzyme by
acid denaturation during steady-state turnover.273,274

Isotopic exchange with 3H in the solvent275 and mea-
surement of 13C isotope effects277 have provided addi-
tional verification of the mechanism.  The catalytic
activity of the enzyme is determined by ionizable
groups with pKa values of 7.1 and 8.3 in the ES com-
plex.278

The apparent value of Km for total CO2 (CO2 +
HCO3

–) is high, 11– 30 mM, but for the true substrate
CO2 it is only 0.45 mM.  In intact chloroplasts the
affinity for substrate is distinctly higher, with the Km
for total CO2 dropping to ~ 0.6 mM.  The difference
appears to result largely from a regulatory reaction of
CO2 in which the side chain amino group of lysine 201
of the large subunit forms a carbamate (Eq. 13-49).
Although carbamylation is spontanous, it is enhanced
by an ATP-dependent process catalyzed by rubisco
activase.279  The carbamylation converts the side
chain of Lys 201 into a negatively charged group that
binds to an essential divalent metal, usually Mg2+, in
the active center282 as is shown in Fig. 13-11, A and B.
The nature of the reaction is uncertain.  One possibility
is that the activase is a chaperonin.280  It appears to
assist the enzyme in removing inhibitory sugars that
arise by side reactions in the active site.281  Rubisco is
also regulated by the level of a natural inhibitor which
has been identified as 2-carboxyarabinitol 1-phosphate.
This is the same as the inhibitor shown in Fig. 13-11
but with one less phosphate group and consequent
weaker binding.273a

In most plants photosynthesis is also strongly
inhibited by O2.  This observation led to the discovery
that O2 competes directly for CO2 at the active site of
rubisco in a process called photorespiration.  Chloro-
plasts inhibited by oxygen produce glycolate in large
amounts282a  as a result of the reaction of the intermedi-
ate enediolate ion formed in step b of Eq. 13-48 with O2
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Figure 13-10  Stereoscopic view of
ribulose bisphosphate carboxylase
(rubisco) from spinach.  (A)  The sym-
metric L8S8 molecule contains eight 475-
residue large subunits (in two shades of
gray) and eight 123-residue small sub-
units (lighter gray in upper half of
image).  (B)  One L2S2 substructure
containing two active sites shared
between adjacent large subunits with
the bound inhibitor 2-carboxy-D-arabini-
tol 1,5-bisphosphate.269  In the upper LS
unit the S subunit (top) is light and the L
subunit is dark.  Courtesy of Inger
Andersson.  Similar structures have
been determined for enzymes from
tobacco269a and from the cyanobacterium
Synechoccus.270

Figure 13-11  (A)  Overview of the active site of spinach rubisco showing bound 2-carboxy-D-arabinitol 1,5-bisphosphate and
Mg2+ and residues within hydrogen-bonding distance of these ligands.  The hydroxyl groups at C2 and C3 of the inhibitor are
in cis conformation. 269  Courtesy of Inger Andersson.  (B) Structure of the inhibitor 2-carboxy-D-arabinitol 1,5-bisphosphate.  A
part of the carbamylated lysine 201 and the essential metal ion are also shown.

O

O

O

O

P
2–

1

HO

O
OH

OHHH

OM

O
NH

K201

4

5
O

O
O

O

P
2–

2 –

3
2

O–

+

A

B

A B



709

Figure 13-12 Proposed mechanism of action of ribulose bisphosphate carboxylase (rubisco).  This is an abbreviated version
of the mechanism as presented by Taylor and Andersson.276  The binding of ribulose 1,5-bisphosphate occurs after carbamyla-
tion of lysine 201 and binding of a magnesium ion.  Formation of an enediolate intermediate in step a is probably catalyzed by
the carbamate group as indicated.  Removal of a proton from the 3-OH, perhaps by H294, and addition of a proton to form an
– OH group at C2 are also necessary.  The CO2 may bind to the Mg2+ and be polarized by interaction with other side chains
prior to reaction.  Carboxylation occurs by addition of the enediolate to CO2 in step b.  The hydration of the resulting 3-oxo
group (step c) is necessary for cleavage of the C – C bond in step d.  The participation of the newly formed carboxylate as an aci
anion coordinated to Mg2+ is presumably involved.  Protonation, with stereochemical inversion, is thought to involve K175, as
shown.  The two product molecules dissociate in step e.
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intermediate of Eq. 13-50.  The resulting dicarbonyl
bisphosphate can rearrange to give a carboxytetritol
bisphosphate (Eq. 13-51).284

Carbon dioxide or bicarbonate ion?  An impor-
tant question in the consideration of carboxylation and
decarboxylation reactions is whether the reactant or the
product is CO2 or HCO3

–.  An approach to answering
the question was suggested by Krebs and Roughton,286

who pointed out that the attainment of equilibrium
between free CO2 and HCO3

– (Eq. 13-52) may require
several seconds.  If an enzyme produces CO2 as a
product and progress of the reaction is followed mano-
metrically, the pressure will rise higher than the equi-
librium value as the CO2 is evolved.  Later when
substrate is exhausted and the CO2 equilibrates with
bicarbonate, the pressure will fall again.  The addition
of carbonic anhydrase, which catalyzes Eq. 13-52, step
a, abolishes the “overshoot.”  If bicarbonate is the
primary product of a decarboxylation, there is a lag
in the appearance of free CO2.

A second approach is to use [18O]bicarbonate and
to follow the incorporation of 18O into a carboxylated
substrate.  If CO2 is the primary substrate only two
labeled oxygen atoms enter the compound, whereas
if HCO3

– is the reactant three are incorporated.287  A
third technique is measurement of the rate of incorpo-
ration of CO2 or bicarbonate in the carboxylated prod-
uct.  Over a short interval of time, e.g., 1 min, different
kinetics will be observed for the incorporation of CO2
and of bicarbonate.288  Using these methods, it was
established that the product formed in Eq. 13-46 and
the reactant in Eq. 13-47 is CO2.  However, the carboxyla-
tion enzymes considered in the next section use bicar-
bonate as the substrate.
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(Eq. 13-50, step a).  The peroxide formed in this way
breaks up under the hydrolytic action of the enzyme
to form phosphoglycolate and 3-phosphoglycerate
(Eq. 13-50, step b).

Molecular oxygen usually reacts rapidly with only
those organic substrates, such as dihydroflavins, that
are able to form stable free radicals.  However, the
endiolate anion of Eq. 13-50 may be able to donate a
single electron to O2 to form a superoxide–organic
radical pair prior to formation of the peroxide (see also
Eq. 15-30).  Similar oxygenase side reactions have been
observed for a variety of other enzymes that utilize
carbanion mechanisms.283  The reaction of rubisco
with O2 is of both theoretical and practical interest, the
latter because of its significance in lowering the yield
in photosynthesis (Chapter 23).

The simpler dimeric rubisco from Rhodospirillum is
very inefficient in carboxylation and catalyzes much
more oxygenation than do rubiscos of higher plants.283a

Mutant enzymes that have impaired carboxylase and
enhanced oxygenase are also known.284,284a

The small subunits of rubisco may help suppress
undesirable side reactions.285  For example, the follow-
ing deoxypentodiulose phosphate can be formed by β
elimination from the second intermediate of Eq. 13-48.

Some side products of the normal oxgenase reaction
arise by elimination of a peroxide ion from the first
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5.  Incorporation of Bicarbonate into Carboxyl
Groups

An important enzyme with a biosynthetic function
in many bacteria and in all higher plants is PEP car-
boxylase,289 which catalyzes the reaction of Eq. 13-53.
This enzyme, in effect, accomplishes the reverse of Eq.
13-46 by converting the three-carbon PEP, by reaction
with bicarbonate, into the four-carbon oxaloacetate.
The latter is needed for “priming” of the citric acid
cycle and for biosynthesis of such amino acids as
aspartate and glutamate.  That the enzyme functions
in this way is indicated by the fact that mutants of
Salmonella defective in the enzyme do not grow unless
oxaloacetate or some other intermediate in the citric
acid cycle is added to the medium.  The enzyme from
S. typhimurium is a 400-kDa tetramer with complex
regulatory properties.  The corresponding enzyme
from spinach has 12 subunits and 12 bound Mn2+

ions.  The enzyme also has a special function in the
C4 plants,290 in which it is a component of a carbon
dioxide concentrating system (Chapter 23).

When [18O]bicarbonate is a substrate, two labeled
oxygen atoms enter the oxaloacetate, while the third
appears in Pi.  A concerted, cyclic mechanism could
explain these results.  However, study of kinetic iso-
tope effects,291 use of a substrate with a chiral thio-
phospho group,292 and additional 18O exchange
studies293 have ruled out this possibility.  A transient
carboxyl phosphate (Eq. 13-53) is evidently an inter-
mediate.294,295 The incorporation of the 18O from bicar-
bonate into phosphate is indicated by the asterisks.
The carboxyl group enters on the si face of PEP.  How-
ever, there is another possibility.295,296  The carboxyl
phosphate, while in the active site adjacent to the
enolate anion, may eliminate phosphate, the enolate
ion adding to the resulting CO2 to form the final
product.  According to this mechanism the group
transfer potential of the phosopho group in PEP is

C.  Beta Cleavage and Condensation

utilized to concentrate the CO2 and to localize it next
to the enolate anion generated by the same process.

PEP carboxylase is lacking from animal tissues
and fungi.  In these creatures PEP is converted to
pyruvate, which is then carboxylated to oxaloacetate
with coupled cleavage of ATP by the action of pyruvate
carboxylase (Eq. 14-3), an enzyme that not only utilizes
bicarbonate ion but also contains biotin.  However,
there are mechanistic similarities between its action
and that of PEP carboxylase.

PEP mutase and the synthesis of phosphonates.
The lipids of some organisms, such as Tetrahymena,
contain aminoethylphosphonate, a compound with
a C – P bond (Chapter 8).  There are also many other
naturally occurring phosphono compounds and huge
quantities of synthetic phosphonates, present in deter-
gents, herbicides, and insecticides, are metabolized by
bacteria.297  Here we will consider only one step in the
biosynthesis of phosphonates, the conversion of PEP
into phosphonopyruvate (Eq. 13-54), a reaction cata-
lyzed by PEP mutase.  The phospho group is moved

from the oxygen atom of PEP to the methylene carbon
atom.  When attached to carbon the phospho group
is designated phosphono.  The reaction occurs with
retention of the configuration around phosphorus
and a phosphoenzyme intermediate seems to be in-
volved298,299 as shown in Eq. 13-54.  The equilibrium in
this reaction strongly favors PEP.  One further product
formed from phosphonopyruvate is phosphonoethyl-
amine, a component of phosphonolipids.300  It is easy
to imagine a synthetic route involving transamination
followed by decarboxylation.  Another mutase, similar
to PEP mutase, shifts the carboxyphospho group
– OOC – PO2

––  exactly as in Eq. 13-54 as part of the
biosynthetic pathway of a natural herbicide formed
by Streptomyces hygroscopicus.301,302  Soil bacteria con-
tain specialized enzymes that catalyze the hydrolytic
cleavage of P – C bonds.302a
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fact that the enzyme is strongly inhibited by the cation
of 2-(diethylamino) ethyl pyrophosphate, an analog of
a probable carbocation intermediate.  Cysteine and
glutamate side chains are essential.307

Reaction type 6B of Table 10-1 is allylic rearrange-
ment with simultaneous condensation with another
molecule.  The reaction, which is catalyzed by prenyl-
transferases,307a occurs during the polymerization
of polyprenyl compounds (Fig. 22-1,Eqs. 22-2, 22-3).
Experimental evidence favors a carbocation mechanism
for all of these reactions.308,309  See Chapter 22.

Reaction type 6C (Table 10-1) occurs during the
biosynthesis of leucine and valine (Fig. 24-17).  The
rearrangement is often compared with the nonenzy-
matic acid-catalyzed pinacol–pinacolone rearrangement
in which a similar shift of an alkyl group takes place
(Eq. 13-57).  The enzyme-catalyzed rearrangement

presumably gives the structure drawn in brackets in
Table 10-1.  The same enzyme always catalyzes reduction
with NADH to the diol, the Mg2+-dependent enzyme
being called acetohydroxy acid isomeroreductase.
Rearrangement has never been observed without the
accompanying reduction.310–313  More complex rear-
rangements that occur during biosynthesis of sterols
are described in Chapter 22.
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D.  Some Isomerization and Rearrangement
Reactions

A few metabolic reactions do not fit into any of
the categories discussed so far and apparently do not
depend upon a coenzyme.  Some of these involve
transfer of alkyl groups or of hydrogen atoms from
one carbon to another.  The hydrogen atoms move by
direct transfer without exchange with the medium.
All of the reactions could involve carbocations but
there is often more than one mechanistic possibility.

A simple 1,3-proton shift is shown in Table 10-1 as
reaction type 6A.  An example is the isomerization of
oleic acid to trans-∆10-octadecenoic acid (Eq. 13-55)
catalyzed by a soluble enzyme from a pseudomonad.303

A second example is isomerization of isopentenyl
diphosphate to dimethylallyl diphosphate (Eq.
13-56).304 – 307  The stereochemistry has been investigated
using the 3H-labeled compound shown in Eq. 13-56.
The pro-R proton is lost from C-2 and a proton is added
to the re face at C-4.  When the reaction was carried
out in 2H2O a chiral methyl group was produced as
shown.304  A concerted proton addition and abstraction
is also possible, the observed trans stereochemistry
being expected for such a mechanism.  However, the
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Study Questions

CH2OH

HC OH

C O

(HC OH)2

CH2OP

1. Discuss the role of carbonyl groups in facilitating
reactions of metabolism.

2. Write a step-by-step sequence showing the chemical
mechanisms involved in the action of a type I
aldolase that catalyzes cleavage of fructose 1,6-
bisphosphate.  The enzyme is inactivated by sodium
borohydride in the presence of the substrate.
Explain this inactivation.

3. Some methylotrophic bacteria dehydrogenate
methanol to formaldehyde.  The latter undergoes
an aldol condensation to form a hexulose-6-phos-
phate:

Write a reasonable cycle of biochemical reactions
(utilizing this compound) by which three molecules
of methanol can yield one molecule of glyceralde-
hyde 3-phosphate, a compound that can be either
catabolized for energy or utilized for biosynthesis.

4. Malate is formed in the glyoxylate pathway by
reaction of glyoxylate with Acetyl-CoA.  Indicate
the chemical mechanism of the reactions involved
and structure of an intermediate species.

5. Acetyl-CoA is condensed with acetoacetyl-CoA to
give an intermediate which is eventually converted
to mevalonate.
a) Show the sequence of reactions leading from

acetyl-CoA to mevalonate with the structures
of important intermediates.

b) Mevalonate is an important intermediate on
the pathway leading to what class of compounds?

6. a)   Show the structures of the reactants for the
3-hydroxy-3-methylglutaryl-CoA synthase
reaction.

b)   Free coenzyme A is liberated in the above
reaction.  From which of the two reactants did
it come?  Explain the metabolic significance of
the liberation of free CoA.

7. Phosphoenolpyruvate carboxykinase catalyzes the
following reaction:

Oxaloacetate + GTP→ CO2 +
phosphoenolpyruvate + GDP

Illustrate the probable mechanism of the reaction.

8. Write a complete step-by-step mechanism for the
action of ATP-citrate lyase which catalyzes the
following reaction (Eq. 13-39):

ATP + citrate + CoA – SH → Acetyl – CoA +
oxaloacetate + ADP + Pi

9. Malonyl-CoA synthetase forms its product from
free malonate and MgATP.  Both phospho-enzyme
and malonyl-enzyme intermediates have been
detected.  Suggest a sequential mechanism of
action.  See Kim, Y. S., and Lee, J. K. (1986) J. Biol.
Chem. 261, 16295–16297.

10. The carboxylation of acetone with HCO3
– to form

acetoacetate (the reverse of Eq. 13-44) is not a
thermodynamically spontaneous process (∆G°’
~17 kJ mol–1).  An anaerobic strain of Xanthobacter
couples this reaction to the cleavage of ATP to
AMP + 2 Pi.  Suggest possible mechanisms.  See
Sluis, M. K., and Ensign, S. A. (1997) Proc. Natl.
Acad. Sci. U.S.A. 94, 8456–8461.

11. The reaction of Eq. 10-11 begins with a hydroxyla-
tion, which can be viewed as insertion of an oxygen
atom into a C–H bond.  Draw the probable inter-
mediate formed in this reaction and indicate how
it can be converted to the final products.

12. Cyanase from E. coli decomposes cyanate (NCO–)
to ammonia and CO2.  Isotopic labeling studies
show that the second oxygen atom in the product
CO2 comes not from H2O but from a second sub-
strate, bicarbonate ion.  The correct equation for
the enzymatic process is:

NCO– + H+ + HCO3
– → NH2 – COO– + CO2

Propose a sequence of steps for this enzymatic
reaction, which has been investigated by Ander-
son and coworkers.  Johnson, W. V., and Ander-
son, P. M. (1987) J. Biol. Chem. 262, 9021–9025 and
Anderson, P. M., Korte, J. J., Holcomb, T. A., Cho,
Y.-g, Son, C.-m, and Sung, Y.-c. (1994) J. Biol. Chem.
269, 15036–15045.
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The vitamin biotin is formed in nature (left) by condensation of L-alanine with pimeloyl-CoA to form
8-amino-7-oxononanoate (AON).  This compound is seen at the upper left of the center structure
joined as a Schiff base with the coenzyme pyridoxal phosphate (PLP).  This is a product complex of
the enzyme AON synthase (see Webster et al., Biochemistry 39, 516-528, 2000)  Courtesy of D. Alexeev,
R. L. Baxter, and L. Sawyer.  Biotin synthesis requires three other enzymes (steps b, c, d).  Step b is
catalyzed by a PLP-dependent transaminase.  At the left is thiamin diphosphate, in the form of its
2-(1-hydroxyethyl) derivative, an intermediate in the enzyme pyruvate decarboxylase (Dobritzsch
et al., J. Biol. Chem. 273, 20196-20204, 1998).  Courtesy of Guoguang Lu.  Thiamin diphosphate functions
in all living organisms to cleave C–C bonds adjacent to C=O groups.
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Most of the reactions discussed in Chapters 12 and
13 are catalyzed by enzymes that contain only those
functional groups found in the side chains of the
constituent amino acids. Coenzymes are nonprotein
molecules that function as essential parts of enzymes.
Coenzymes often serve as “special reagents” needed
for reactions that would be difficult or impossible
using only simple acid–base catalysis.  In many instances,
they also serve as carriers, alternating catalysts that
accept and donate chemical groups, hydrogen atoms,
or electrons.  Coenzymes will be considered here in
three groups:

1. Compounds of high group transfer potential such
as ATP and GTP that function in energy coupling
within cells.  Because it is cleaved and then disso-
ciates from the enzyme to which it is bound, ATP
may be regarded as a substrate rather than a
coenzyme.  However, as a phosphorylated form
of ADP it may also be viewed as a carrier of high-
energy phospho groups.

2. Compounds, often derivatives of vitamins that,
while in the active site of the enzyme, alter the
structure of a substrate in a way that permits it to
react more readily.  Coenzyme A, pyridoxal phos-
phate, thiamin diphosphate, and vitamin B12
coenzymes fall into this group.

3. Oxidative coenzymes with structures of precisely
determined oxidation–reduction potential.  Ex-
amples are NAD+, NADP+, FAD, and lipoic acid.
They serve as carriers of hydrogen atoms or of

electrons.  Some of these coenzymes, such as
NAD+ and NADP+, can usually dissociate rapidly
and reversibly from the enzymes with which they
function.  Others, including FAD, are much more
tightly bound and rarely if ever dissociate from
the protein catalyst.  Heme groups are covalently
linked to proteins such as cytochrome c and
cannot be dissociated without destroying the
enzyme.  Very tightly bound coenzyme groups
are often called prosthetic groups, but there is
no sharp line that divides prosthetic groups from
the loosely bound coenzymes.  For example, NAD+

is bound weakly to some proteins but tightly to
others.  Oxidative coenzymes are discussed in
Chapter 15.

A.  ATP and the Nucleotide “Handles”

The role of ATP in “driving” biosynthetic reactions
has been considered in Chapter 12, where attention was
focused on the polyphosphate group which undergoes
cleavage.  What about the adenosine end?  Here is a
shapely structure borrowed from the nucleic acids.
What is it doing as a carrier of phospho groups?  At
least part of the answer seems to be that the adenosine
monophosphate (AMP) portion of the molecule is a
“handle” which can be “grasped” by catalytic proteins.
For some enzymes, such as acetyl-CoA synthetase
(Eq. 12-45), the handle is important because the inter-
mediate acyl adenylate must remain bound to the
protein.  Without the large adenosine group, there
would be little for the protein to hold onto.
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AMP is only one of several handles to which
nature attaches phospho groups to form di- and tri-
phosphate derivatives.  Like AMP, the other handles
are nucleotides, the monomer units of nucleic acids.
Thus, one enzyme requiring a polyphosphate as an
energy source selects ATP, another CTP, or GTP.  The
nucleotide handles not only carry polyphosphate
groups but also are present in other coenzymes, such
as CoA, NAD+, NADP+, and FAD.  In addition, they
serve as carriers for small organic molecules.  For
example, uridine diphosphate glucose (UDP-Glc)
Chapter 10, is a carrier of active glucosyl groups im-
portant in sugar metabolism and cytidine diphos-
phate choline is an intermediate in synthesis of
phospholipids.

Recalling that acetyl adenylate (acetyl-AMP) is
an intermediate in synthesis of acetyl-CoA, and com-
paring the biosynthesis of sugars, phospholipids, and
acetyl-CoA, we see that in each case the enzyme in-
volved requires a different nucleotide handle.  The
handle may provide a means of recognition which can
help an enzyme to pick the right bit of raw material
out of the sea of molecules surrounding it.  Figure 5-6
shows the shapes of the four purine and pyrimidine
bases forming the most common nucleotide handles.
The distinctive differences both in shape and in hydro-
gen bond patterns are obvious.  In binding to proteins,
the hydrogen bond-forming groups in the purine and
pyrimidine bases sometimes interact with precisely
positioned groups in the protein.  However, in some
enzymes the “handle” is not precisely bound.   This
seems to be the case for adenine, which makes surpris-
ingly few hydrogen bonds to proteins.1  Hydroxyl
groups of the ribose or deoxyribose ring also often
form hydrogen bonds and the negatively charged
oxygen atoms of the 5'-phosphate may interact with
positively charged protein side chains.

B.  Coenzyme A and Phosphopantetheine

The existence of a special coenzyme required in
biological acetylation was recognized by Fritz Lipmann
in 1945.2–3a  The joining of acetyl groups to other

N

N N

N

NH2

CH2O
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–O O

OP

O

O
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O

OH OH

P
–O

O–

O

The AMP “handle” in ATP

molecules is a commonplace reaction within living
cells, one example being the formation of the neuro-
transmitter acetylcholine.  In the laboratory acetyla-
tion is carried out with reactive compounds such as
acetic anhydride or acetyl chloride.

Lipmann wondered what nature used in their place.
His approach in seeking the biological “active acetate”
is one that has been used successfully in solving many
biochemical problems.  He first set up a test system to
examine the ability of extracts prepared from fresh
liver tissue to catalyze the acetylation of sulfanilamide
(Eq. 14-2).  A specific color test was available for quan-
titative determination of very small amounts of the

product.  The rate of acetylation of sulfanilamide under
standard conditions was taken as a measure of the
activity of the biochemical acetylation system.  Lipmann
soon discovered that the reaction required ATP and
that the ATP was cleaved to ADP concurrently with
the formation of acetyl-sulfanilamide.  He also found
that dialysis or ultrafiltration rendered the liver extract
almost inactive in acetylation.  Apparently some essen-
tial material passed out through the semipermeable
dialysis membrane.  When the dialysate or ultrafiltrate
was concentrated and added back, acetylation activity
was restored.  The unknown material was not destroyed
by boiling, and Lipmann postulated that it was a new
coenzyme which he called coenzyme A (CoA).  Now
the test system was used to estimate the amount of the

(14-1)

NH2

S

NH2

O O

Sulfanilamide

HN

S

NH2

O O

C

O

CH3

acetylation

(14-2)

H3C C
O

O

Acetylating
agent

+

HO
CH2

CH2

N

CH3

CH3

CH3

+CH2

CH2

N

CH3

CH3

CH3

Acetylcholine



721

BOX 14-A  DISCOVERY OF THE VITAMINS

Several mysterious and often fatal diseases
which resulted from vitamin deficiencies were
prevalent until the past century.  Sailors on long sea
voyages were often the victims.  In the Orient, the
disease beriberi was rampant and millions died of
its strange paralysis called “polyneuritis.”  In 1840,
George Budd predicted that the disease was caused
by the lack of some organic compound that would
be discovered in “a not too distant future.”a  In 1893,
C. Eijkman, a Dutch physician working in Indonesia,
observed paralysis in chicks fed white rice consumed
by the local populace.  He found that the paralysis
could be relieved promptly by feeding an extract of
rice polishings.  This was one of the pieces of evidence
that led the Polish biochemist Casimir Funk to for-
mulate the “vitamine theory” in about 1912.  Funk
suggested that the diseases beriberi, pellagra, rickets,
and scurvy resulted from lack in the diet of four
different vital nutrients.  He imagined them all to be
amines, hence the name vitamine.

In the same year in England, F. G. Hopkins
announced that he had fed rats on purified diets
and discovered that amazingly small amounts of
accessory growth factors, which could be obtained
from milk, were necessary for normal growth.b  By
1915, E. V. McCollum and M. Davis at the University
of Wisconsin had recognized that rat growth depended
on not one but at least two accessory factors.  The
first, soluble in fatty solvents, they called A, and the
other, soluble in water, they designated B.  Factor B
cured beriberi in chicks.  Later, when it was shown
that vitamine A was not an amine, the “e” was
dropped and vitamin became a general term.

Progress in isolation of the vitamins was slow,
principally because of a lack of interest.  According
to R. R. Williams, when he started his work on isola-
tion of the antiberiberi factor in 1910 most people
were convinced that his efforts were doomed to
failure, so ingrained was Pasteur’s idea that diseases
were caused only by bacteria.  In 1926, Jansen isolated
a small amount of thiamin, but it was not until 1933
that Williams, working almost without financial
support, succeeded in preparing a large amount
of the crystalline compound from rice polishings.
Characterization and synthesis followed rapidly.c,d

It was soon apparent that the new vitamin alone
would not satisfy the dietary need of rats for the B
factor.  A second thermostable factor (B2) was required
in addition to thiamin (B1), which was labile and
easily destroyed by heating.  When it became clear
that factor B2 contained more than one component,
it was called vitamin B complex.  There was some
confusion until relatively specific animal tests for
each one of the members had been devised.

Riboflavin was found to be most responsible for the
stimulation of rat growth, while vitamin B6 was
needed to prevent a facial dermatitis or “rat pellagra.”
Pantothenic acid was especially effective in curing
a chick dermatitis, while nicotinamide was required
to cure human pellagra.  Biotin was required for
growth of yeast.

The antiscurvy (antiscorbutic) activity was
called vitamin C, and when its structure became
known it was called ascorbic acid.  The fat-soluble
factor preventing rickets was designated vitamin D.
By 1922, it was recognized that another fat-soluble
factor, vitamin E, is essential for full-term pregnancy
in the rat.  In the early 1930s vitamin K and the
essential fatty acids were added to the list of fat-
soluble vitamins.  Study of the human blood disor-
ders “tropical macrocytic anemia” and “pernicious
anemia” led to recognition of two more water-soluble
vitamins, folic acid and vitamin B12. The latter is
required in minute amounts and was not isolated
until 1948.  Have all the vitamins been discovered?
Rats can be reared on an almost completely synthetic
diet.  However, there is the possibility that for good
health humans require some as yet undiscovered
compounds in our diet.  Furthermore, it is quite
likely that we receive some essential nutrients that
we cannot synthesize from bacteria in our intestinal
tracts.  An example may be the pyrroloquinoline
quinone (PQQ).e

Why do we need vitamins?  Early clues came
in 1935 when nicotinamide was found in NAD+ by
H. von Euler and associates and in NADP+ by War-
burg and Christian.  Two years later, K. Lohman and
P. Schuster isolated pure cocarboxylase, a dialyz-
able material required for decarboxylation of pyru-
vate by an enzyme from yeast.  It was shown to be
thiamin diphosphate (Fig. 15-3).  Most of the water-
soluble vitamins are converted into coenzymes or
are covalently bound into active sites of enzymes.
Some lipid-soluble vitamins have similar functions
but others, such as vitamin D and some metabolites
of vitamin A, act more like hormones, binding to
receptors that control gene expression or other
aspects of metabolism.

a Hughes, R. E. (1973) Medical History 17, 127 – 134
b Harris, L. D. (1937) Vitamins in Theory and Practice, Cambridge

Univ. Press, London and New York
c Karlson, P. (1984) Trends Biochem. Sci. 9, 536 – 537
d Williams, R. R., and Spies, T. D. (1938) Vitamin B1 and Its Use in

Medicine, Macmillan, New York
e Killgore, J., Smidt, C., Duich, L., Romero-Chapman, N., Tinker,

D., Reiser, K., Melko, M., Hyde, D., and Rucker, R. B. (1989)
Science 245, 850 – 852

B.  Coenzyme A and Phosphopantetheine
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coenzyme in a given volume of dialysate or in any
other sample.  When small amounts of CoA were
supplied to the test system, only partial restoration of
the acetylation activity was observed and the amount
of restoration was proportional to the amount of CoA.
With test system in hand to monitor various fraction-
ation methods, Lipmann soon isolated the new coen-
zyme in pure form from yeast and liver.

Coenzyme A (Fig. 14-1) is a surprisingly complex
molecule. The handle is AMP with an extra phospho
group on its 3'-hydroxyl.  The phosphate of the 5'-carbon
is linked in anhydride (pyrophosphate) linkage to
another phosphoric acid, which is in turn esterified
with pantoic acid.  Pantoic acid is linked to �-alanine
and the latter to �-mercaptoethylamine through
amide linkages, the reactive SH group being attached
to a long (1.9-nm) semi-flexible chain.  Coenzyme A
can be cleaved by hydrolysis to pantetheine (Fig. 14-1),
pantetheine 4'-phosphate, and pantothenic acid.
These three compounds are all growth factors.

Pantothenic acid is a vitamin, which is essential to
human life.  Its name is derived from a Greek root that
reflects its universal occurrence in living things.  The
bacterium Lactobacillus bulgaricus, which converts milk

to yogurt, needs the more complex pantetheine for
growth.  It finds a ready supply of pantetheine in milk
and has lost its ability to synthesize this compound.
However, it can convert pantetheine to CoA.  Pantetheine
4'-phosphate is required for growth of Acetobacter
suboxydans.  While it is not a dietary essential for most
organisms, it is found in a covalently bound form in
several enzymes.

While CoA was discovered as the “acetylation
coenzyme,” it has a far more general function.  It is
required, in the form of acetyl-CoA, to catalyze the
synthesis of citrate in the citric acid cycle.  It is essential
to the β oxidation of fatty acids and carries propionyl
and other acyl groups in a great variety of other meta-
bolic reactions.  About 4% of all known enzymes require
CoA or one of its esters as a substrate.4

Coenzyme A has two distinctly different biochemical
functions, which have already been considered briefly
in Chapters 12 and 13 and can be summarized as
follows:

These functions depend, to a considerable extent, on
the fact that the properties of the carbonyl group of a
thioester are closely similar to those of an isolated
carbonyl group in a ketone.5

Synthesis of fatty acids in bacteria requires a small
acyl carrier protein (ACP) whose functions are
similar to those of CoA.  However, it contains pante-
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theine 4'-phosphate covalently bonded through phos-
phodiester linkage to a serine side chain.  In E. coli this
is at position 36 in the 77-residue protein.6,7  Here the
nucleotide handle of CoA has been replaced with a
larger and more complex protein which can interact in
specific ways with the multiprotein fatty acid synthase
complex described in Chapter 21.  In higher organisms
ACP is usually not a separate protein but a domain in
a large synthase molecule.  Bound phosphopantetheine
is also found in enzymes involved in synthesis of pep-
tide antibiotics (Chapter 29)8,9 and polyketides (Chap-
ter 21).10,11  It is also present in subunits of cytochrome
oxidase and of ATP synthase of Neurospora but appears
to play only a structural role, being needed for proper
assembly of these multimeric proteins.12  In a citrate-
cleaving enzyme, and in a bacterial malonate decar-
boxylase, phosphopantethine is attached to a serine
side chain as 2’-(5’’-phosphoribosyl)-3’-dephospho-
CoA.13–14a

Attachment of phosphopantetheine to proteins is
catalyzed by a phosphotransferase that utilizes CoA as
the donor.  A phosphodiesterase removes the phospho-
pantetheine, providing a turnover cycle.15–15b  A variety
of synthetic analogs have been made.4,16 The reactive
center of CoA and phosphopantetheine is the SH group,
which is carried on a flexible arm that consists in part
of the β-alanine portion of pantothenic acid.  A mystery
is why pantoic acid, a small odd-shaped molecule that
the human body cannot make, is so essential for life.
The hydroxyl group is a potential reactive site and the
two methyl groups may enter into formation of a “tri-
alkyl lock” (p. 485), part of a sophisticated “elbow” or
shoulder for the SH-bearing arm.

When it binds to citrate synthase acetyl-CoA appears
to bind only after the enzyme has undergone a confor-
mational change that closes the enzyme around its
other substrate oxaloacetate (Fig. 13-8).  The adenine
ring of the long CoA handle is tightly bonded to the

protein through hydrophobic interactions and hydrogen-
bond recognition interactions.  Additional specific
hydrophobic interactions allow the enzyme to hold the
acetyl group in a precise position where it can be acted
upon by the catalytic groups.  In the case of CoA trans-
ferase (Eq. 12-50) smaller thiols can replace CoA but
with much lower catalytic rates.  The acyl-CoA deriva-
tives are weakly bound, the expected intrinsic binding
energy of the pantetheine portion of the molecule
apparently being used to increase kcat.17  From a study
of kinetics and equilibria it was concluded that the
binding energy of the interaction of the nucleotide
portion of coenzyme A with the enzyme is utilized
to increase the rate of formation  and to stabilize the
covalently linked E-CoA (see Eq. 12-50).  On the other
hand, binding of the pantoic acid part of the molecule
decreases the stability of the transition state for break-
up of the complex by ~ 40 kJ/mol, which corresponds
to a 107-fold increase in the reaction rate.16

C. Biotin and the Formation of Carboxyl
Groups from Bicarbonate

By 1901 it was recognized that yeast required for
its growth an unknown material which was called
bios.  This was eventually found to be a mixture of
pantothenic acid, inositol, and a third component
which was named biotin.  Biotin was also recognized
as a factor promoting growth and respiration of the
clover root nodule organism Rhizobium trifolii and as
vitamin H, a material that prevented dermatitis and
paralysis in rats that were fed large amounts of un-
cooked egg white.  Isolation of the pure vitamin was
a heroic task accomplished by Kögl in 1935.  In one
preparation 250 kg of dried egg yolk yielded only
1.1 mg of crystalline biotin.18

Biotin contains three chiral centers and therefore
has eight stereoisomers.18,19  Of these, only one, the
dextrorotatory (+)-biotin, is biologically active.19,20

The vitamin is readily oxidized to the sulfoxide and sul-
fone.  The sulfoxide can be reduced back to biotin by a
molybdenum-containing reductase in some bacteria
(see also Chapter 16, Section H).20a  Biotin is synthesized
from pimeloyl-CoA (see chapter banner, p. 719 and
Eq. 24-39).  Four enzymes are required.  Two of them, a
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synthase that catalyzes step a (banner) and a transami-
nase that catalyzes step b, contain the coenzyme pyri-
doxal phosphate (PLP).20b  The final step is insertion of
a sulfur atom from an iron-sulfur center.

1.  Biotin-Containing Enzymes

Within cells the biotin is covalently bonded to
proteins, its double ring being attached to a 1.6-nm
flexible arm.  The first clue to this fact was obtained
from isolation of a biotin-containing material biocytin,
ε-N-biotinyl-L-lysine, from autolysates (self-digests) of
rapidly growing yeast.21  It was subsequently shown
that the lysine residue of the biocytin was originally
present in proteins at the active sites of biotin-containing
enzymes usually within the sequence AMKM22 or
VMKM.23  Other conserved features also mark the
attachment site.24

Biotin acts as a carboxyl group carrier in a series
of carboxylation reactions, a function originally sug-
gested by the fact that aspartate partially replaces
biotin in promoting the growth of the yeast Torula
cremonis.  Aspartate was known to arise by transami-
nation from oxaloacetate, which in turn could be
formed by carboxylation of pyruvate.  Subsequent
studies showed that biotin was needed for an enzy-
matic ATP-dependent reaction of pyruvate with bicar-
bonate ion to form oxaloacetate (Eq. 14-3).  This is a β
carboxylation coupled to the hydrolysis of ATP.

In addition to pyruvate carboxylase, other biotin-
requiring enzymes act on acetyl-CoA, propionyl-CoA,
and �-methylcrotonyl-CoA, using HCO3

– to add
carboxyl groups at the sites indicated by the arrows in
the accompanying structures.  Because of the presence
of the C = C double bond conjugated with the carbonyl
group, the carboxylation of β-methylcrotonyl-CoA is
electronically analogous to β carboxylation.

Human cells, as well as those of other higher eukary-
otes, carry genes for all four of these enzymes.25– 29

Acetyl-CoA carboxylase is a cytosolic enzyme needed
for synthesis of fatty acids but the other three enzymes
enter mitochondria when they function.  The biotin-
dependent carboxylases, which are listed in Table 14-1,
have a variety of molecular sizes and subunits but show
much evolutionary conservation in their sequences
and chemical mechanisms.22,25  In higher eukaryotes
all of the catalytic apparatus of the enzymes is present
in single large 190 - to  200-kDa subunits.  The 251-kDa
subunit of yeast acetyl-CoA carboxylase consists of
2337 amino acid residues.30  That of rats contains 234531

and that of the alga Cyclotella 2089.32  Human cytosolic
acetyl-Co carboxylase has 2347 residues while a mito-
chondria-associated form has an extra 136 residues,
most of them in a hydrophobic N-terminal extension.32a,b

Plants have two forms of the enzyme, one cytosolic
and one located in plastids.  In wheat, they have 2260
and 2311 residues, respectively.32c,32d  Animal and
fungal pyruvate carboxylases are also large ~ 500-kDa
tetramers.32e  The yeast enzyme consists of 1178-residue
monomers.33  In contrast, the 560-kDa human propionyl-
CoA carboxylase is an α4β4 tetramer.34,35

In bacteria and in at least some plant chloroplasts,36,37

acetyl-CoA carboxylase consists of three different
kinds of subunit and four different peptide chains.
The much studied E. coli enzyme is composed of a
156-residue biotin carboxyl carrier protein,38 a 449-
residue biotin carboxylase, whose three-dimensional
structure in known,39,39a and a carboxyltransferase
subunit consisting of 304 (α)- and 319 (β)- residue
chains.  These all associate as a dimer of the three
subunits (eight peptide chains).40 – 42

Biotin becomes attached to the proper ε-amino
groups at the active centers of biotin enzymes by the
action of biotin holoenzyme synthetase (biotinyl
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protein ligase), which utilizes ATP to form an interme-
diate biotinyl-AMP.43 – 47a  Hereditary deficiency of this
enzyme has been observed in a few children and has
been treated by administration of extra biotin.48  The E.
coli biotin holoenzyme synthetase, whose three-dimen-
sional structure is known, has a dual function.  It is also
a repressor of transcription of the biotin biosynthetic
operon.45  Intracellular degradation of biotin-contain-
ing proteins yields biotin-containing oligopeptides as
well as biocytin.  These are acted on by biotinidase
to release free biotin.49,50  The action of this enzyme in
recycling biotin may be a controlling factor in the rate
of formation of new biotin-dependent enzymes.

2.  The Mechanism of Biotin Action

It may seem surprising that a coenzyme is needed
for these carboxylation reactions.  However, unless
the cleavage of ATP were coupled to the reactions, the
equilibria would lie far in the direction of decarboxyla-
tion.  For example, the measured apparent equilibrium
constant K’ for conversion of propionyl-CoA to S methyl-
malonyl-CoA at pH 8.1 and 28°C51 is given by Eq. 14-4.

The function of biotin is to mediate the coupling of
ATP cleavage to the carboxylation, making the overall
reaction exergonic.  This is accomplished by a two-stage
process in which a carboxybiotin intermediate is
formed (Eq. 14-5).  There is one known biotin-containing
enzyme that does not utilize ATP.  Propionic acid bacteria
contain a carboxyltransferase which transfers a carb-
oxyl group reversibly from methylmalonyl-CoA to
pyruvate to form oxaloacetate and propionyl-CoA
(see Fig. 17-10).  This huge enzyme consists of a central
hexameric core of large 12S subunits to which six 5S
dimeric subunits and twelve 123-residue biotinylated
peptides are attached.25,52  No ATP is needed because
free HCO3

– is not a substrate.  However, biotin serves
as the carboxyl group carrier in this enzyme too.

Carboxybiotin. The structure of biotin suggested
that bicarbonate might be incorporated reversibly into
its position 2'.  However, this proved not to be true and
it remained for F. Lynen and associates to obtain a clue
from a “model reaction.”  They showed that purified
β-methylcrotonyl-CoA carboxylase promoted the
carboxylation of free biotin with bicarbonate (H14CO3

–)
and ATP.  While the carboxylated biotin was labile,
treatment with diazomethane (Eq. 14-6) gave a stable
dimethyl ester of N-1'-carboxybiotin.53,54 The co-
valently bound biotin at active sites of enzymes was
also successfully labeled with 14CO2.  Treatment of
the labeled enzymes with diazomethane followed by
hydrolysis with trypsin and pepsin gave authentic 
N-1'-carboxybiocytin.  It was now clear that the cleav-
age of ATP is required to couple the CO2 from HCO3

–

to the biotin to form carboxybiotin.  The enzyme must
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then transfer the carboxyl group from carboxybiotin
to the substrate that is to be carboxylated.  Enzymatic
transfer of a carboxyl group from chemically synthe-
sized carboxybiotin onto specific substrates confirmed
the proposed mechanism.55

  The biotin carboxyl carrier subunit of E. coli
acetyl-CoA carboxylase contains the covalently bound
biotin.55a,b  The larger biotin carboxylase subunit cata-
lyzes the ATP-dependent attachment of CO2 to the
biotin and the carboxyltransferase subunit catalyzes
the final transcarboxylation step (Eq. 14-5, step b) by
which acetyl-CoA is converted into malonyl-CoA.
The biotin, which is attached to the carrier protein, is
presumably able to move by means of its flexible arm
from a site on the carboxylase to a site on the transcar-
boxylase.

Carboxyphosphate. During the initial carboxyla-
tion step 18O from labeled bicarbonate enters the Pi
that is split from ATP.  This suggested transient forma-
tion of carboxyphosphate by nucleophilic attack of
HCO3

– on ATP (Eq. 14-7).  The carboxyl group of this
reactive mixed anhydride56 could then be transferred
to biotin.  This mechanism is supported by the fact
that biotin carboxylase catalyzes the transfer of a

(14-6)

phospho group to ADP from carbamoyl phosphate,
an analog of carboxyphosphate in a reaction that is
analogous to the reverse of that in Eq. 14-7 and also
by a slow bicarbonate-dependent ATPase activity that
does not depend upon biotin.57,58,58a

The simplest mechanism for transfer of the carboxyl
group of carboxyphosphate to biotin would appear to
be nucleophilic displacement of the phosphate leaving
group by N1' of biotin.  The enzyme could presumably
first catalyze removal of the N1' hydrogen to form a
ureido anion.59 Another reasonable possibility would
be for the terminal phospho group of ATP to be trans-
ferred to biotin to form an O-phosphate60,61

(Eq. 14-8, step a) which could react with bicarbonate as
in Eq. 14-8, step b.  Cleavage of the enol phosphate by
attack of HCO3

– would simultaneously create a nucleo-
philic center at N1' and carboxyphosphate ready to
react with N1'.  However, this could not easily explain
the ATPase activity in the absence of biotin.
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Either of the foregoing mechanisms requires that
the ureido anion of biotin attack the rather unreactive
carbon atom of carboxyphosphate.  Another alternative,
which is analogous to that suggested for PEP carboxy-
lase (Eq. 13-53) is for carboxyphosphate to eliminate
inorganic phosphate to give the more electrophilic CO2
(Eq. 14-9, step a).  The very basic inorganic phosphate
trianion PO4

3– that is eliminated could remove the
proton from N1' of biotin to create the biotin ureido
anion (step b), which could then add to CO2 (step c).22

Have we checked all of the possibilities for the
mechanism of biotin carboxylation?  Kruger and asso-
ciates62,63 suggested that biotin, as a ureido anion,
might add to bicarbonate to form a highly unstable
intermediate which, however, could be phosphorylated
by ATP (Eq. 14-10, steps a and b).  This intermediate
could undergo elimination of inorganic phosphate

C.  Biotin and the Formation of Carboxyl Groups from Bicarbonate

(14-9)

(step c), driving the reaction to completion.  The
observed transfer of isotope from 18O-containing
bicarbonate into ADP would be observed.

The � carboxylation step. Once formed, the
carboxybiotin “head group” could swing to the carb-
oxyltransferase site where transfer of the carboxyl
group into the final product takes place.  This might
occur either by nucleophilic attack of an enolate anion
on the carbonyl carbon (Eq. 14-11) or on CO2 generated
by reversal of the reactions of Eq. 14-9, steps b and c.

When pyruvate with a chiral methyl group is
carboxylated by pyruvate carboxylase the configuration
at C-3 is retained.  The carboxyl enters from the 2-si
side, the same side from which the proton (marked H*)
was removed to form the enolate anion (Eq. 14-12).
Comparable stereochemistry has been established for
other biotin-dependent enzymes.64,65

These enzymes do not catalyze any proton exchange
at C-3 of pyruvate or at C-2 of an acyl-CoA unless the
biotin is first carboxylated.  This suggested that removal
of the proton to the biotin oxygen and carboxylation
might be synchronous.  However, 13C and 2H kinetic
isotope effects and studies of 3H exchange66 support
the existence of a discrete enolate anion intermediate
as shown in Eq. 14-11.65,67  This mechanism is also
consistent with the observation that propionyl-CoA
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BOX 14-B  THE BIOTIN-BINDING PROTEINS AVIDIN AND STREPTAVIDIN

A biochemical curiosity is the presence in egg
white of the glycoprotein avidin.a,b Each 68-kDa
subunit of this tetrameric protein binds one molecule
of biotin tenaciously with Kf ~ 1015 M–1.  Nature’s
purpose in placing this unusual protein in egg white
is uncertain.  Perhaps it is a storage form of biotin,
but it is more likely an antibiotic that depletes the
environment of biotin.  A closely similar protein
streptavidin is secreted into the culture medium by
Streptomyces avidinii.c  Its sequence is homologous to
that of avidin.  It has a similar binding constant for
biotin and the two proteins have similar three-dimen-
sional structures.a,d– j  Biotin binds at one end of a β
barrel formed from antiparallel strands and is held
by multiple hydrogen bonds and a conformational
alteration that allows a peptide loop to close over
the bound vitamin.

Historically, avidin was important to the discov-
ery of biotin.  The bonding between avidin and
biotin is so tight that inclusion of raw egg white in
the diet of animals is sufficient to cause a severe biotin
deficiency.  Avidin has also been an important tool
to enzymologists interested in biotin-containing
enzymes.  Avidin invariably inhibits these enzymes
and inhibition by avidin is diagnostic of a biotin-
containing protein.  Recently, avidin and streptavidin
have found widespread application in affinity
chromatography, in immunoassays, and in the
staining of cells and tissues.d,k– p  These uses are all
based on the ability to attach biotin covalently to
side chain groups of proteins, polysaccharides, and
other substances.  The carboxyl group of the biotin
“arm,” which lies at the surface of the complex with
avidin or streptovidin, can be converted to any of a
series of reactive derivatives.  For example, p-nitro-
phenyl or N-hydroxysuccinimide esters of biotin can
be used to attach biotin to amino groups of proteins
to form biotinylated proteins.

Other reactive derivatives can be used to attach
biotin to phenolic, thiol, or carbonyl groups.

The affinity of avidin or streptavidin for the
resulting biotinylated materials is still very high.
This fact has permitted the application of this “biotin
–avidin technology” to numerous aspects of research
and diagnostic medicine.  For example, a specific
antibody (IgG) can be utilized for immunoassay of a
hormone or other ligand.  A second antibody, specific
for the IgG–ligand complex, can be produced in a
biotinylated form.  A steptavidin complex of a biotin-
ylated enzyme such as alkaline phosphatase, β-galac-
tosidase, or horseradish peroxidase, for which a sensitive
colorimetric assay is available, is allowed to react
with the biotin·anti-IgG·IgG·ligand complex.  The
streptavidin now releases enzyme in proportion to
the amount of ligand originally present.  Since the
biotinylated anti IgG and streptavidin·biotinylated
enzyme can be stored as a stable mixture, the assay
is simple and fast.

Avidin technology can also be applied to the
isolation of proteins and other materials from cells.
Because the irreversibility of the binding of biotin
may be a problem, photocleavable biotin derivatives
have been developed.q  In the following structure,
the biotin derivative has been joined to a protein
(as in the first equation in this box) and is ready for
separation, perhaps on a column containing immo-
bilized avidin or streptavidin.  After separation the
biotin together with the linker and photocleavable
group are cut off by a short irradiation with ultra-
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BOX 14-B  (continued)

violet light, leaving the protein in a free form.

a Livnah, O., Bayer, E. A., Wilshek, M., and Sussman, J. L. (1993)
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Chem. 253, 6979 –6982
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carboxylase and transcarboxylase both catalyze elimi-
nation of HF from β-fluoropropionyl-CoA to form the
unsaturated acrylyl-CoA.67  The elimination presum-
ably occurs via an enolate anion intermediate as in
Eq. 13-28.

A bound divalent metal ion, usually Mn2+, is
required in the transcarboxylation step.  A possible
function is to assist in enolization of the carboxyl
acceptor.  However, measurement of the effect of the
bound Mn2+ on 13C relaxation times in the substrate
for pyruvate carboxylase indicated a distance of ~0.7
nm between the carbonyl carbon and the Mn2+, too
great for direct coordination of the metal to the carbonyl
oxygen.68  Another possibility is that the metal binds
to the carbonyl of biotin as indicated in Eq. 14-11.
Pyruvate carboxylase utilizes two divalent metal ions
and at least one monovalent cation.68a

What is the role of the sulfur atom in biotin?  Per-
haps it interacts with CO2, helping to hold it in a correct
orientation for reaction.  Perhaps it helps to keep the
ureido ring of biotin planar, or perhaps it has no special
function.69

3.  Control Mechanisms

Most pyruvate carboxylases of animal and of yeast
are allosterically activated by acetyl-CoA, but those of
bacteria are usually not.  The enzyme from chicken
liver has almost no activity in the absence of acetyl-CoA,
which appears to increase greatly the rate of formation
of carboxyphosphate and to slow the side reaction by
which carboxyphosphate is hydrolyzed to bicarbonate
and phosphate.70  The acetyl-CoA carboxylases of rat
or chicken liver aggregate in the presence of citrate to
form ~ 8000-kDa rods.  Citrate is an allosteric activator
for this enzyme but it acts only on a phosphorylated
form and the primary control mechanism.71,72  This
enzyme in plants is a target for a group of herbicides
that are selectively toxic to grasses.73

4.  Pumping Ions with the Help of Biotin

Biotin-dependent decarboxylases act as sodium
ion pumps in Klebsiella74 and in various anaerobes.22,75

For example, oxaloacetate is converted to pyruvate and
bound carboxybiotin.74,74a  The latter is decarboxylated
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to CO2 at the same time that two Na+ ions are transported
from the inside to the outside of the cell.  The function
of this pump, like that of the Na+, K+-ATPase (Fig. 8-25)
is to provide an electrochemical gradient that drives
the transport of other ions and molecules through the
membrane.  Similar ion pumps are operated by decar-
boxylation of methylmalonyl-CoA76 and glutaconyl-
CoA.77  Yeast (Saccharomyces cerevisiae) cannot make
biotin and requires an unusually large amount of the
vitamin when urea, allantoin, allantoic acid, and certain
other compounds are supplied as the sole source of
nitrogen for growth.  The reason is that in this organism
urea must first be carboxylated by the biotin-containing
urea carboxylase78 (see Eq. 24-25) before it can be
hydrolyzed to NH3 and CO2.

D.  Thiamin Diphosphate

In Chapter 13 we considered the breaking of a
bond between two carbon atoms, one of which is also
bonded to a carbonyl group.  These β cleavages are
catalyzed by simple acidic and basic groups of the
protein side chains.  On the other hand, the decarboxy-
lation of 2-oxo acids (Eq. 14-13) and the cleavage and
formation of α-hydroxyketones (Eq. 14-14) depend
upon thiamin diphosphate (TDP).79 – 85  These reactions
represent a second important method of making and
breaking carbon–carbon bonds which we will designate
� condensation and � cleavage.  The common
feature of all thiamin-catalyzed reactions is that the
bond broken (or formed) is immediately adjacent to the
carbonyl group, not one carbon removed, as in β cleavage
reactions.  No simple acid–base catalyzed mechanisms
can be written; hence the need for a coenzyme.

1.  Chemical Properties of Thiamin

The weakly basic portion of thiamin or of its coen-
zyme forms is protonated at low pH, largely on N-1 of
the pyrimidine ring.86 – 88  The pKa value is ~ 4.9.  In basic
solution, thiamin reacts in two steps with an opening
of the thiazole ring (Eq. 14-15) to give the anion of a
thiol form which may be crystallized as the sodium
salt.79,84   This reaction, like the competing reaction
described in Eq. 7-19, and which leads to a yellow

unstable form of the thiamin anion, is an example of a
cooperative two-proton dissociation with linked
structural changes. A very low concentration of the

intermediate “pseudobase” is present during the titra-
tion.  This property, which is unusual among small
molecules, was instrumental in leading Williams et al.
to the correct structure for the vitamin.89  A still unan-
swered question is, What biological significance is
associated with these reactions?  Perhaps the thiol form
depicted in Eq. 14-15 or the “yellow form” (Eq. 7-19)
becomes attached to active sites of some proteins
through disulfide linkages.

Thiamin is unstable at high pH90,91 and is destroyed
by the cooking of foods under mildly basic conditions.
The thiol form undergoes hydrolysis and oxidation
by air to a disulfide.  The tricyclic form (Eq. 7-19) is
oxidized to thiochrome, a fluorescent compound
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whose formation from thiamin by treatment with alka-
line hexacyanoferrate (III) (ferricyanide; Eq. 14-16) is
the basis of a much used fluorimetric assay.

Treatment of thiamin with boiling 5N HCl deaminates
it to the hydroxy analogue oxythiamin, a potent antag-
onist. Pyrithiamin, another competitor containing

in place of the thiazolium ring, is very toxic especially
to the nervous system.

In a solution of sodium sulfite at pH 5, thiamin is
cleaved by what appears to be a nucleophilic displace-
ment reaction on the methylene group to give the free
thiazole and a sulfonic acid.

In fact the mechanism of the reaction is more complex
and is evidently initiated by addition of a nucleophile
Y, such as – OH or bisulfite, followed by elimination of
the thiazole (Eq. 14-18).

A similar cleavage is catalyzed by thiamin-degrad-
ing enzymes known as thiaminases which are found in
a number of bacteria, marine organisms, and plants.
In a bacterial thiaminase, group Y of Eq. 14-18 is a
cysteine – SH.92,92a

Thiamin is synthesized in bacteria, fungi, and
plants from 1-deoxyxylulose 5-phosphate (Eq. 25-21),
which is also an intermediate in the nonmevalonate
pathway of polyprenyl synthesis.  However, thiamin
diphosphate is a coenzyme for synthesis of this inter-
mediate (p. 736), suggesting that an alternative path-
way must also exist.  Each of the two rings of thiamin
is formed separately as the esters 4-amino-5-hydroxy-
methylpyrimidine diphosphate and 4-methyl-5-(β-
hydroxyethyl) thiazole monophosphate.  These
precursors are joined with displacement of pyrophos-
phate to form thiamin monophosphate.92b  In eukary-
otes this is hydrolyzed to thiamin, then converted to
thiamin diphosphate by transfer of a diphospho group
from ATP.92b,c   In bacteria thiamin monophosphate is
converted to the diphosphate by ATP and thiamin
monophosphate kinase.92b

2.  Catalytic Mechanisms

The first real clue to the mechanism of thiamin-
dependent cleavage came in about 1950 when Mizuhara
showed that at pH 8.4 thiamin catalyzes the nonenzy-
matic conversion of pyruvate into acetoin (Eq. 14-19).93

Following Mizuhara’s lead, Breslow investigated the
same reaction using the then new NMR method.94

He made the surprising discovery that the hydrogen
atom in the 2 position of the thiazolium ring, between
the sulfur and the nitrogen atoms, exchanged easily
with deuterium of 2H2O.  The pKa of this proton has
been estimated as ~ 18, low enough to permit rapid
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dissociation and replacement with
2H.84,95,96  The resulting thiazolium
dipolar ion (or ylid ) formed by this
dissociation (Eq. 14-20, step a) is stabi-
lized by the electrostatic interaction
of the adjacent positive and negative
charges.  Breslow suggested that this
dipolar ion is the key intermediate in
reactions of thiamin-dependent en-
zymes.94,97  The anionic center of the
dipolar ion can react with a substrate
such as an 2-oxo acid or 2-oxo alcohol
by addition to the carbonyl group
(Eq. 14-20, step b or 14-20, step b’).
The resulting adducts are able to
undergo cleavage readily, as indicated
by the arrows showing the electron
flow toward the =N+– group.

Below the structures of the adducts
in Eq. 14-20 are those of a 2-oxo acid
and a β-ketol with arrows indicating
the electron flow in decarboxylation
and in the aldol cleavage.  The similari-
ties to the thiamin-dependent cleavage
reaction are especially striking if one
remembers that in some aldolases and
decarboxylases the substrate carbonyl
group is first converted to an N-proto-
nated Schiff base before the bond cleavage.

We see that the essence of the action of thiamin diphos-
phate as a coenzyme is to convert the substrate into a form
in which electron flow can occur from the bond to be broken
into the structure of the coenzyme.  Because of this alter-
ation in structure, a bond breaking reaction that would
not otherwise have been possible occurs readily.  To
complete the catalytic cycle, the electron flow has to be
reversed again.  The thiamin-bound cleavage product
(an enamine) from either of the adducts in Eq. 14-20
can be reconverted to the thiazolium dipolar ion and
an aldehyde as shown in step b of Eq. 14-21 for decar-
boxylation of pyruvate to acetaldehyde.

The adducts α-lactylthiamin and α-lactylthiamin
diphosphate have both been synthesized.84,98– 100  As
long as α-lactylthiamin is kept as a dry solid or at low
pH, it is stable.  However, it decarboxylates readily in
neutral solution (Eq. 14-21).  Decarboxylation is much
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more rapid in methanol, a fact that was predicted
by Lienhard and associates.101  They suggested that
decarboxylation is easier in a solvent of low polarity
because the transition state has a lower polarity than
does lactylthiamin.  An enzyme could assist the reac-
tion by providing a relatively nonpolar environment.

The crystal structures of thiamin-dependent en-
zymes (see next section) as well as modeling102,103

suggest that lactylthiamin pyrophosphate has the
conformation shown in Eq. 14-21.  If so, it would be
formed by the addition of the ylid to the carbonyl of
pyruvate in accord with stereoelectronic principles,
and the carboxylate group would also be in the correct
orientation for elimination to form the enamine in
Eq. 14-21, step b.82–83a  A transient 380- to 440-nm
absorption band arising during the action of pyruvate
decarboxylase has been attributed to the enamine.

What is the role of the pyrimidine portion of the
coenzyme in these reactions?  The pyrimidine ring has
a large inductive effect on the basicity of the thiazolium
nitrogen and may increase the rate of dissociation of the
C-2 proton somewhat.104  More significant is the fact
that the – NH2 group is properly placed to function as a
basic catalyst in the generation of the thiazolium dipolar
ion.  However, the amino group of thiamin is not very
basic (pKa ~ 4.9) and the site of protonation at low pH
is largely N-1 of the pyrimidine ring.  In the protonated
form the –NH2 group is even less basic because of
electron withdrawal into the ring. Studies of thiamin
analogs suggested another possibility.  Schellenberger105

found pyruvate decarboxylase inactive when TDP was
substituted by analogs with modified aminopyrimidine
rings, e.g., with methylated or dimethylated amino
groups or with N1 of the ring replaced by carbon (an
aminopyridyl analog).  More recently the experiment
has been repeated with additional enzymes106 and 
X-ray studies have shown that the analogs bind into
the active site of transketolase in a normal way.107  Of
the compounds studied only an aminopyridyl analog of
TDP having a nitrogen atom at 1' (but CH at 3') had
substantial catalytic activity.  Jordan and Mariam showed
that N-1'-methylthiamin is a superior catalyst in non-
enzymatic catalysis.108  These results are consistent
with the speculative scheme illustrated in the following
drawing from the first edition of this book.109  The – NH2
group of the N1-protonated aminopyrimidine has lost
a proton to form a normally minor tautomer in which the
resulting imino group would be quite basic.  Assisted
by a basic group from the protein, it could abstract the
proton from the thiazolium ring to form the ylid.

Crystallographic studies show that the catalytic base
(:B-protein) is the carboxylate group of a conserved
glutamate side chain (E59' in Fig. 14-2).  Kern et al.
used NMR spectroscopy of thiamin diphosphate
present in native and mutant pyruvate decarboxylase
and transketolase to monitor the exchange rates of the
C2-H proton of the thiazolium ring.109a  The results
confirmed the importance of the conserved glutamate
side chain for dissociation of the C2-H proton.  Partici-
pation of other catalytic groups from the enzyme may
also be important.  However, these groups are not con-
served in the whole family of enzymes.  For example,
glutamine 122, which is within hydrogen-bonding
distance of both the substrate and thiamin amino
group, is replaced by histidine in transketolase.110  A
variety of kinetic studies involving mutants,111,111a

alternative substrates,112,113 and isotope effects in
substrates114 – 116 and solvent117,118 have not yet resolved
the details of the proton transfers that occur within the
active site.

3.  Structures of Thiamin-Dependent Enzymes

By 1998, X-ray structures had been determined for
four thiamin diphosphate-dependent enzymes: (1) a
bacterial pyruvate oxidase,119,120  (2) yeast and bacterial
pyruvate decarboxylases,121–122c  (3) transketolase,110,123,124

and (4) benzoylformate decarboxylase.124a  The reactions
catalyzed by these enzymes are all quite different, as
are the sequences of the proteins.  However, the thiamin
diphosphate is bound in a similar way in all of them.
A conserved pattern of hydrogen bonds holds the
diphosphate group to the protein and also provides
ligands to a metal ion.  This is normally Mg2+, which
is held in nearly perfect octahedral coordination by
two phosphate oxygen atoms, a conserved aspartate
carboxylate, a conserved asparagine amide, and a
water molecule.  The thiamin rings are in a less polar
region.  The amino group of the pyrimidine is adjacent
to the 2 – CH of the thiazole and N1' of the pyrimidine
is apparently protonated and hydrogen bonded to the
carboxylate group of a conserved glutamate side
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Figure 14-2  (A)  Stereoscopic view of the active site of pyruvate oxidase from
the bacterium Lactobacillus plantarium showing the thiamin diphosphate as
well as the flavin part of the bound FAD.  The planar structure of the part of
the intermediate enamine that arises from pyruvate is shown by dotted lines.
Only some residues that may be important for catalysis are displayed: G35',
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Schulz.119 (B)  Simplified view with some atoms labeled and some side chains
omitted.  The atoms of the hypothetical enamine that are formed from pyru-
vate, by decarboxylation, are shown in green.
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4.  The Variety of Enzymatic Reactions
Involving Thiamin

Most known thiamin diphosphate-dependent
reactions (Table 14-2) can be derived from the five half-
reactions, a through e, shown in Fig. 14-3.  Each half-

reaction is an α cleavage which
leads to a thiamin- bound enamine
(center, Fig. 14-3)  The decarboxyla-
tion of an α-oxo acid to an aldehyde
is represented by step b followed
by a in reverse.  The most studied
enzyme catalyzing a reaction of this
type is yeast pyruvate decarboxy-
lase, an enzyme essential to alcoholic
fermentation (Fig. 10-3).  There are
two ~ 250-kDa isoenzyme forms,
one an α4 tetramer and one with an
(αβ)2 quaternary structure.  The iso-
lation of α-hydroxyethylthiamin
diphosphate from reaction mixtures
of this enzyme with pyruvate52

provided important verification of
the mechanisms of Eqs. 14-14, 14-15.
Other decarboxylases produce alde-
hydes in specialized metabolic path-
ways: indolepyruvate decarboxylase126

in the biosynthesis of the plant hor-
mone indole-3-acetate and ben-
zoylformate decarboxylase in the
mandelate pathway of bacterial
metabolism (Chapter 25).124a,127

Formation of α-ketols from α-oxo
acids also starts with step b of Fig.
14-3 but is followed by condensation
with another carbonyl compound
in step c, in reverse.  An example is
decarboxylation of pyruvate and
condensation of the resulting active
acetaldehyde with a second pyruvate
molecule to give R-α-acetolactate, a
reaction catalyzed by acetohydroxy
acid synthase (acetolactate syn-
thase).128  Acetolactate is the precur-
sor to valine and leucine.  A similar
ketol condensation, which is cata-
lyzed by the same synthase, is

required in the biosynthesis of
isoleucine (Fig. 24-17).  Since this

chain.  This is shown in Fig. 14-2.  Substitution of the
corresponding glutamate 51 of yeast pyruvate decar-
boxylase by glutamine or alanine greatly reduced or
eliminated catalytic activity.125
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Figure 14-3  Half-reactions making up the thiamin-dependent α cleavage and α condensation reactions.
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synthase is not present in mammals it is a popular
target for herbicides.129,130  It is inhibited by many of the
most widely used herbicides including sulfometuron
methyl, whose structure is shown here.

Acetolactate is a β-oxo acid and is readily decar-
boxylated to acetoin, a reaction of importance in bacterial
fermentations (Eq. 17-26).  Acetoin, of both R and S

1. Nonoxidative

Pyruvate decarboxylase*

Indolepyruvate decarboxylase

Benzoylformate decarboxylase*

Glyoxylate carboligase

Acetohydroxy acid synthase (acetolactate synthase)

1-Deoxy-d-xylulose 5-phosphate synthase

Transketolase*

Phosphoketolase

2. Oxidative decarboxylase

Pyruvate oxidase (FAD)*

Pyruvate dehydrogenase (Lipoyl, FAD, NAD+)

multienzyme complex

Pyruvate:ferredoxin oxidoreductase

Indolepyruvate:ferredoxin oxidoreductase

TABLE 14-2
Enzymes Dependent upon Thiamin Diphosphate
as a Coenzyme

* Three-dimensional structures for these enzymes had been
determined by 1998.
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configurations, is also formed by pyruvate decarboxy-
lases acting on acetaldehyde.103,131  The ketol conden-
sation of two molecules of glyoxylate with decarboxy-
lation to form tartronic semialdehyde (see Fig. 17-6) is
an important reaction in bacterial metabolism.  It is
catalyzed by glyoxylate carboligase,132 another
thiamin diphosphate-dependent enzyme.  Formation
of 1-deoxy-D-xylulose 5-phosphate, an intermediate in
the nonmevalonate pathway of isoprenoid synthesis,
is formed in a thiamin diphosphate-catalyzed conden-
sation of pyruvate with glyceraldehyde 3-phosophate
(Fig. 22-2)132a  However, there is an unresolved prob-
lem.  As previously mentioned, the same intermediate
is thought to be a precursor to thiamin diphosphate
(Eq. 25-21).  This suggests the presence of an alternative
pathway.

Ketols can also be formed enzymatically by cleavage
of an aldehyde (step a, Fig. 14-3) followed by conden-
sation with a second aldehyde (step c, in reverse).  An
enzyme utilizing these steps is transketolase (Eq.
17-15),132b which is essential in the pentose phosphate
pathways of metabolism and in photosynthesis.
α-Diketones can be cleaved (step d) to a carboxylic
acid plus active aldehyde, which can react either via
a or c in reverse.  These and other combinations of
steps are often observed as side reactions of such
enzymes as pyruvate decarboxylase.  A related thia-
min-dependent reaction is that of pyruvate and acetyl-
CoA to give the α-diketone, diacetyl, CH3COCOCH3.133

The reaction can be viewed as a displacement of the
CoA anion from acetyl-CoA by attack of thiamin-
bound active acetaldehyde derived from pyruvate
(reverse of step d, Fig. 14-3 with release of CoA).

5.  Oxidative Decarboxylation and
2-Acetylthiamin Diphosphate

The oxidative decarboxylation of pyruvate to
form acetyl-CoA or acetyl phosphate plays a central
role in the metabolism of our bodies and of most other

S

N

C

HO

H3C

Pyrimidine

S

N

C

O

H3C

Pyrimidine

+

2-Acetylthiamin diphosphate

H+ + 2e–

(14-22)

organisms.  This reaction is usually formulated as the
reverse of step e of Fig. 14-3, which shows the cleavage
of an acyl-dihydrolipoyl derivative. However, there
is a possibility that the lipoyl group functions not as
shown in Fig. 14-3 but as an oxidant that converts the
TDP enamine to 2-acetylthiamin diphosphate (Eq. 14-
22)134,135 and only after that as an acyl group carrier.
A related reaction that is known to proceed through
acetyl-TDP is the previously mentioned bacterial
pyruvate oxidase.  As seen in Fig. 14-2, this enzyme
has its own oxidant, FAD, which is ready to accept the
two electrons of Eq. 14-22 to produce bound acetyl-
TDP.  The electrons may be able to jump directly to the
FAD, with thiamin and flavin radicals being formed
at an intermediate stage.135a  The electron transfers as
well as other aspects of oxidative decarboxylation are
discussed in Chapter 15, Section C.

A reaction that is related to that of transketolase but
is likely to function via acetyl-TDP is phosphoketolase,
whose action is required in the energy metabolism of
some bacteria (Eq. 14-23).  A product of phosphoketolase is
acetyl phosphate, whose cleavage can be coupled to
synthesis of ATP.  Phosphoketolase presumably cata-
lyzes an α cleavage to the thiamin-containing enamine
shown in Fig. 14-3.  A possible mechanism of formation
of acetyl phosphate is elimination of H2O from this
enamine, tautomerization to 2-acetylthiamin, and
reaction of the latter with inorganic phosphate.

6.  Thiamin Coenzymes in Nerve Action

The striking paralysis caused by thiamin deficiency
together with studies of thiamin analogs as metabolites
suggested a special action for this vitamin in nerves.136

The thiamin analog pyrithiamin (p. 731) both induces
paralytic symptoms and displaces thiamin from nerve
preparations.  The nerve poison tetrodotoxin (Chap-
ter 30) blocks nerve conduction by inhibiting inward
diffusion of sodium, but it also promotes release of
thiamin from nerve membranes.  Evidence for a meta-
bolic significance of thiamin triphosphate comes from
identification of soluble and membrane-associated
thiamin triphosphatases137 as well as a kinase that
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forms protein-bound thiamin triphosphate in the
brain.138 Mono-, tri-, and tetraphosphates also occur
naturally in smaller amounts.  One might speculate
about a possible role for the rapid interconversion of
cationic and yellow anionic forms of thiamin via the
tricyclic form (Eq. 7-19) in some aspect of nerve con-
duction.

E.  Pyridoxal Phosphate

The phosphate ester of the aldehyde form of vitamin
B6, pyridoxal phosphate (pyridoxal-P or PLP), is
required by many enzymes catalyzing reactions of
amino acids and amines.  The reactions are numerous,
and pyridoxal phosphate is surely one of nature’s most
versatile catalysts.  The story begins with biochemical
transamination, a process of central importance in
nitrogen metabolism.  In 1937, Alexander Braunstein
and Maria Kritzmann, in Moscow, described the trans-
amination reaction by which amino groups can be
transferred from one carbon skeleton to another.139,140

For example, the amino group of glutamate can be
transferred to the carbon skeleton of oxaloacetate to
form aspartate and 2-oxoglutarate (Eq. 14-24).

This transamination reaction is a widespread process
of importance in many aspects of the nitrogen metabo-
lism of organisms. A large series of transaminases
(aminotransferases), for which glutamate is most
often one of the reactants, have been shown to catalyze
the reactions of other oxoacids and amino acids.141– 143

In 1944, Esmond Snell reported the nonenzymatic
conversion of pyridoxal into pyridoxamine (Box 14-C)
by heating with glutamate.  He recognized that this
was also transamination and proposed that pyridoxal
might be a part of a coenzyme needed for aminotrans-
ferases and that these enzymes might act via two half-
reactions that interconverted pyridoxal and pyridox-
amine (Eq. 14-25).  The hypothesis was soon verified
and the coenzyme was identified as pyridoxal 5'-phos-
phate or pyridoxamine 5'-phosphate (Fig. 14-5).144,145

At about the same time, Gunsalus and coworkers
noticed that the activity of tyrosine decarboxylase
produced by lactic acid bacteria was unusually low
when the medium was deficient in pyridoxine.  Addi-
tion of pyridoxal plus ATP increased the decarboxylase
activity of cell extracts.146  PLP was synthesized and
was found to be the essential coenzyme for this and a
variety of other enzymes.147

1.  Nonenzymatic Models

Pyridoxal or PLP, in the complete absence of en-
zymes, not only undergoes slow transamination with
amino acids but also catalyzes many other reactions
of amino acids that are identical to those catalyzed by
PLP-dependent enzymes.  Thus, the coenzyme itself can
be regarded as the active site of the enzymes and can be
studied in nonenzymatic reactions.  The latter can be
thought of as models for corresponding enzymatic
reactions.  From such studies Snell and associates
drew the following conclusions.148

a. The aldehyde group of PLP reacts readily and
reversibly with amino acids to form Schiff bases
(Fig. 14-4) which react further to give products.

b. For an aldehyde to be a catalyst, a strong electron-
attracting group, e.g., the ring nitrogen of pyridine
(as in PLP), must be ortho or para to the – CHO
group.  A nitro group, also strongly electron
attracting, can replace the pyridine nitrogen in
model reactions.

E.  Pyridoxal Phosphate

Amino acid 1

Oxoacid 1

Oxoacid 2

Amino acid 2

First half-reaction

Second half-reaction

PMP-Enzyme PLP-Enzyme

Sum: Amino acid 1 + oxoacid 2
oxoacid 1 + amino acid 2 (14-25)
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BOX 14-C  THE VITAMIN B6 FAMILY: PYRIDOXINE, PYRIDOXAL, AND PYRIDOXAMINE

Pyridoxine, the usual commercial form of
vitamin B6, was isolated and synthesized in 1938.
However, studies of bacterial nutrition soon indicated
the existence of other naturally occurring forms of
the new vitamin which were more active than pyri-
doxine in promoting growth of certain lactic acid
bacteria.  The amine pyridoxamine and the aldehyde
pyridoxal were identified by Snell, who found that
pyridoxal could be formed from pyridoxine by mild
oxidation and that pyridoxamine could be formed
from pyridoxal by heating in a solution with gluta-
mic acid via a transamination reaction.  These simple
experiments also suggested the correct structures of
the new forms of vitamin B6.  Animal tissues contain
largely pyridoxal, pyridoxamine, and their phosphate
esters.  The lability of the aldehyde explains the ease
of destruction of the vitamin by excessive heat or by
light.  On the other hand, plant tissues contain mostly
pyridoxine, which is more stable.  Kinases use ATP
to form the phosphate esters, which are intercon-
vertible within cells.a–e  Pyridoxine 5'-phosphate can
be oxidized to PLPd,e,f and the latter may undergo
transamination to PMP.  The acid–base chemistry
and tautomerism of pyridoxine were discussed in
Chapter 6, Section E,2.

Many poisonous substances as well as useful
drugs react with PLP-requiring enzymes.  Thus,
much of the toxic effect of the “carbonyl reagents”
hydroxylamine, hydrazine, and semicarbazide
stems from their formation of stable derivatives
analogous to Schiff bases with PLP.

Isonicotinyl hydrazide (INH), one of the most
effective drugs against tuberculosis, is inhibitory to
pyridoxal kinase, the enzyme that converts pyridoxal
to PLP.c  Apparently, the drug reacts with pyridoxal
to form a hydrazone which blocks the enzyme.
Pyridoxal kinase is not the primary target of INH
in mycobacteria.  However, patients on long-term
isonicotinyl hydrazide therapy sometimes suffer
symptoms of vitamin B6
deficiency.g

PLP-dependent enzymes
are inhibited by a great variety
of enzyme-activated inhibitors
that react by several distinctly
different chemical mechanisms.h

Here are a few.  The naturally
occurring gabaculline mimics
γ-aminobutyrate (Gaba) and
inhibits γ-aminobutyrate amino-
transferase as well as other PLP-
dependent enzymes.  The inhi-
bitor follows the normal catalytic pathway as
far as the ketimine.  There, a proton is lost from the
inhibitor permitting formation of a stable benzene
ring and leaving the inhibitor stuck in the active site:
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in pyridoxamine
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BOX 14-C  (continued)

Beta-chloroalanine and serine O-sulfate can
undergo β elimination (as in Eq. 14-29) in active sites of
glutamate decarboxylase or aspartate aminotrans-
ferase.  The enzymes then form free aminoacrylate,
a reactive molecule that can undergo an aldol-type
condensation with the external aldimine to give the
following product.i

Nucleophilic groups from enzymes can add to
double bonds, e.g., in an aminoacrylate Schiff base,
or to multiple bonds present in the inhibitor.  An
example is γ-vinyl γ-aminobutyrate (4-amino-5-
hexenoic acid), another inhibitor of brain γ-amino-
butyrate aminotransferase which is a useful anti-
convulsant drug.

Another enzyme-activated inhibitor is the
streptomyces antibiotic D-cycloserine (oxamycin),
an antitubercular drug that resembles D-alanine in
structure.  A potent inhibitor of alanine racemase, it
also inhibits the non-PLP, ATP-dependent, D-alanyl-
D-alanine synthetase which is needed in the bio-
synthesis of the peptidoglycan of bacterial cell walls.

L-Cycloserine inhibits many PLP enzymes and
is toxic to humans.  This observation led Khomutov
et al. to synthesize the following more specific “cyclo-
glutamates,”  structural analogs of glutamic acid
with fixed conformations.j,k  Nature apparently 
anticipated the synthetic chemist, because it has
been reported that the mushroom Tricholoma muscar-

ium contains one of the same compounds.  It is said
to impart two interesting properties to the mush-
room:  a delicious flavor and a lethal action on flies
that alight on the mushroom’s surface!l

The substituted cysteine derivative L-penicil-
lamine causes convulsions and low glutamate decar-
boxylase levels in the brain, presumably because
the Schiff base formed with PLP can then undergo
cyclization, the SH group adding to the C = N to
form a stable thiazolidine ring.

Toxopyrimidine, the alcohol derived from the
pyrimidine portion of the thiamin molecule, is a
structural analog of pyridoxal.  When fed to rats or
mice it induces running fits which can be stopped
by administration of vitamin B6.  Phophorylation of
toxopyrimidine by pyridoxal kinase may produce
an antagonistic analog of PLP.  In a similar fashion,
4-deoxypyridoxine, which was tested as a possible
anticancer drug, caused convulsions and other
symptons of vitamin B6 deficiency in humans.  A
host of synthetic PLP derivatives have been made,
some of which are effective in blocking PLP enzymes.h

a Lepkovsky, S. (1979) Fed. Proc. 38, 2699– 2700
b McCormick, D. B., Gregory, M. E., and Snell, E. E. (1961) J. Biol.

Chem. 236, 2076 – 2084
c Snell, E. E., and Haskell, B. E. (1970) Comprehensive Biochemistry

21, 47– 71
d McCormick, D. B. and Chen, H. (1999) J. Nutr. 129, 325 –327
e Hanna, M. L., Turner, A. J., and Kirkness, E. F. (1997) J. Biol.

Chem. 272, 10756– 10760
f Ngo, E. O., LePage, G. R., Thanassi, J. W., Meisler, N., and

Nutter, L. M. (1998) Biochemistry 37, 7741 –7748
g Lui, A., and Lumeng, L. (1986) in Vitamin B6, Pyridoxal

Phosphate: Chemical, Biochemical and Medical Aspects, Vol. 1B
(Dolphin, D., Poulson, R., and Avramovíc, O., eds), pp.
601– 674, Wiley, New York

h Walsh, C. T. (1986) in Vitamin B6, Pyridoxal Phosphate: Chemical,
Biochemical and Medical Aspects, Vol. 1B (Dolphin, D., Poulson,
R., and Avramovíc, O., eds), pp. 43– 70, Wiley, New York

i Likos, J. J., Ueno, H., Fedhaus, R. W., and Metzler, D. E. (1982)
Biochemistry 21, 4377 – 4386

j Khomutov, R. M., Koveleva, G. K., Severin, E. S., and Vdovina,
L. V. (1967) Biokhim. 32, 900 – 907

k Sastchenko, L. P., Severin, E. S., Metzler, D. E., and Khomutov,
R. M. (1971) Biochemistry 10, 4888 – 4894

l Iwasaki, H., Kamiya, T., Oka, O., and Veyanagi, J. (1969) Chem.
Pharm. Bull. 17, 866 – 872
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c. The presence of an – OH group adjacent to the
– CHO group greatly enhances the catalytic activity.
Since certain metal ions, such as Cu2+ and Al3+,
increase the rates in model systems and are known
to chelate with Schiff bases of the type formed
with PLP, it was concluded that either a metal ion
or a proton formed a chelate ring and helped to
hold the Schiff  base in a planar conformation
(Fig. 14-6). However, such a function for metal ions
has not been found in PLP-dependent enzymes.

d. In model systems the 5-hydroxymethyl and
2-methyl groups are not needed for catalysis.
However, in enzymes the 5-CH2OH group is
essential for attachment of the phosphate handle.
The 2-CH3 group is usually not necessary for
coenzymatic activity.

Many investigations of nonenzymatic reactions of
PLP and related compounds have been and are still
being conducted149,150

2.  A General Mechanism of Action of PLP

Based upon consideration of the various known
PLP-dependent enzymes of amino acid metabolism,
Braunstein and Shemyakin in 1952 proposed a general
mechanism of PLP action151,152 which, in most details,
was the same as the one proposed independently by
Snell and associates on the basis of the nonenzymatic
reactions.148  The general mechanism, which has been
verified by studies of many enzymes, can be stated as
follows: Pyridoxal phosphate reacts to convert the amino
group of a substrate into a Schiff base that is electronically
the equivalent of an adjacent carbonyl (Fig. 14-4).  However,
a Schiff base of an amino acid with a simple aldehyde
(for example, acetaldehyde) has the opposite polarity
from that of C = O (see the following structures).  Such
an imine could not substitute for a carbonyl group in
activating an α-hydrogen nor in facilitating C –C bond
cleavage in the amino acid.  It is necessary to have the
strongly electron-attracting pyridine group conjugated
with the C = N group in such a way that electrons can
flow from the substrate into the coenzyme.

Pyridoxal phosphate (PLP) exists
mainly as the dipolar ion

Carbonyl group reacts
with amino group to
form a Schiff base Bridging H+

holds conjugated
π-system planar

Phosphate
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Strong electron-attracting
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Figure 14-4  Pyridoxal 5'-phosphate (PLP), a special coenzyme for reactions of amino acids.
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Before discussing the reactions of Schiff bases of
PLP we should consider one fact that was not known
in 1952.  PLP is bound into an enzyme’s active site as
a Schiff base with a specific lysine side chain before
a substate binds .  This is often called the internal
aldimine.  When the substrate binds it reacts with
the internal Schiff base by a two-step process called
transimination (Eq. 14-26) to form the substrate Schiff
base, which is also called the external aldimine.

C

C C
H
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H
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3.  The Variety of PLP-Dependent Reactions

In Fig. 14-5 the reactions of PLP-amino acid Schiff
bases are compared with those of β-oxo-acids.  Beta-
hydroxy-α-oxo acids and Schiff bases of PLP with
β-hydroxy-α-amino acids can react in similar ways.
The reactions fall naturally into three groups (a,b,c)
depending upon whether the bond cleaved is from the
α-carbon of the substrate to the hydrogen atom, to the
carboxyl group, or to the side chain.  A fourth group of
reactions of PLP-dependent enzymes (d) also involve
removal of the α-hydrogen but are mechanistically
more complex.  Some of the many reactions catalyzed
by these enzymes are listed in Table 14-3.

Loss of the �-hydrogen (Group a).  Dissociation
of the α-hydrogen from the Schiff base leads to a
quinonoid–carbanionic intermediate whose struc-
ture in depicted in Fig. 14-5.  The name reflects the
characteristics of the two resonance forms drawn.
Like an enolate anion, this intermediate can react in
several ways (1-4).

(1) Racemization.  A proton can be added back
to the original alpha position but without stereospeci-
ficity.  A racemase which does this is important to
bacteria.  They must synthesize D-alanine and D-glu-
tamic acid from the corresponding L-isomers for use
in formation of their peptidoglycan envelopes.153–154a

The combined actions of alanine racemase plus D-alanine
aminotransferase, which produces D-glutamate as a
product, provide bacteria with both D  amino acids.
A fungal alanine racemase is necessary for synthesis
of the immunosuppresant cyclosporin (Box 9-F).155,155a

High concentrations of free D-alanine are found in
certain regions of the brain and also in various glands.156

The carboxyl group of an amino acid can also
activate the α-hydrogen.  This may be the basis for an
aspartate racemase and other racemases that are not
dependent upon PLP.156– 158  See also Chapter 13,
Section B,4.

(2) Cyclization.  A second kind of reaction is
represented by the conversion of S-adenosylmethionine
to aminocyclopropanecarboxylic acid, a precursor
to the plant hormone ethylene (see Chapter 24).159

The quinonoid intermediate cyclizes with elimination
of methylthioadenosine to give a Schiff base of the
product (Eq. 14-27).160–161a  The cyclization step appears
to be a simple SN2-like reaction.162

(3) Transamination.  A proton can add to the
carbon attached to the 4 position of the PLP ring (Fig.
14-5) to form a second Schiff base, often referred to as
a ketimine (Eq. 14-28).  The latter can readily undergo
hydrolysis to pyridoxamine phosphate (PMP) and
an α-oxo acid.  This sequence represents one of the
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two half-reactions (Eqs. 14-24 and 14-25) required for
enzymatic transamination.

Transaminases participate in metabolism of most
of the amino acids, over 60 different enzymes have
been identified.142,163  Best studied are the aspartate
aminotransferases, a pair of cytosolic and mitochon-
drial isoenzymes which can be isolated readily from
animal hearts.  Their presence in heart muscle and
brain in high concentration is thought to be a result
of their functioning in the malate–aspartate shuttle

(Chapter 18).  The sequences of the
two proteins differ greatly, with
only 50% of the residues being the
same in both isoenzymes.  However,
these differences are largely on the
outside surface, the folding pattern
(Fig. 2-6) and internal structure (Fig.
14-6) are almost identical.142,163– 167a

Three-dimensional structures of
aspartate aminotransferases of E.
coli, yeast, chickens, and mammals
are extremely similar, even though
sequence identity may be as low as
20%.167a  Most other transaminases
also use the L-gutamate–oxoglut-
arate pair as one of the product–
reactant pairs but a few prefer
smaller substrates with uncharged
side chains.  An example is serine:
pyruvate (or alanine:glyoxylate)
aminotransferase, an important mito-
chondrial and peroxisomal enzyme
in both animals and plants.168  Other
specialized aminotransferases act
on aromatic amino acids,168a the
branched chain amino acids valine,
leucine, and isoleucine,168b,c and
D-amino acids.168d  Many of them are
highly specific for individual amino
acids such as phosphoserine,168e

ornithine,168f,g N-acetylornithine,168h,i

and 8-amino-7-oxononanoate (see
banner, p. 719).168j  An apparently
internal transamination, which
requires PMP and PLP, converts
glutamate-1-semialdehyde into
δ-aminolevulinate (see Eq. 24-44)
in the pathway of porphyrin bio-
synthesis used by bacteria and
plants.168k

(4) Elimination and � replace-
ment.  When a good leaving group
is present in the β position of the
amino acid it can be eliminated
(Fig. 14-5, Eq. 14-29).170  A large
number of enzymes catalyze such

reactions.  Among them are serine and threonine
dehydratases, which  eliminate OH – as H2O;171 – 173a

tryptophan indole-lyase (tryptophanase) of bacteria,
which eliminates indole;174–176c tyrosine phenol-lyase
(elimination of phenol);177–178a and alliinase of garlic
(elimination of 1-propenylsulfenic acid).179,180  Cysta-
thionine, a precursor to methionine, eliminates L-homo-
cysteine through the action of cystathionine � lyase
(cystathionase).181,182  Ammonia is eliminated from the β
position of 2,3-diaminopropionate by a bacterial lyase.183
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Figure 14-5  Some reactions of Schiff bases of pyridoxal phosphate.  (a)
Formation of the quinonoid intermediate, (b) elimination of a β substituent,
and (c) transamination.  The quinonoid–carbanionic intermediate can react
in four ways (1–4) if enzyme specificity and substrate structure allow.
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E.  Pyridoxal Phosphate

(a) Removing alpha hydrogen as H+

(1) Racemization
Alanine racemase*

(2) Cyclization
Aminocyclopropane carboxylate synthase

(3) Amino group transfer
Aspartate aminotransferase*
Alanine aminotransferase
D-Amino acid aminotransferase*
Branched chain aminotransferase
Gamma-aminobutyrate aminotransferase
ω-Amino acid:pyruvate aminotransferase*
Tyrosine aminotransferase
Serine:pyruvate aminotransferase

(4) Beta elimination or replacement
D- and L- Serine dehydratases (deaminases)
Tryptophan indole-lyase (tryptophanase)*
Tyrosine phenol-lyase*
Alliinase
Cystathionine β-lyase (cystathionase)*
O-Acetylserine sulfhydrylase (cysteine

synthase)
Cystathionine β-synthase
Tryptophan synthase*

(b) Removal of alpha carboxylate as CO2
Diaminopimelate decarboxylase
Glycine decarboxylase  (requires lipoyl group)
Glutamate decarboxylase
Histidine decarboxylase
Dopa decarboxylase
Ornithine decarboxylase*
Tyrosine decarboxylase
Dialkylglycine decarboxylase (a decarboxylating

transaminase)*
(c) Removal or replacement of side chain (or –H) by aldol

cleavage
Serine hydroxymethyltransferase
Threonine aldolase
δ-Aminolevulinate synthase
Serine palmitoyltransferase
2-Amino-3-oxobutyrate-CoA ligase

(d) Reactions of ketimine intermediates
Aspartate γ-decarboxylase
Selenocysteine lyase
Nif S protein of nitrogenase
Gamma elimination and replacement

Cystathionine γ-synthase
Cystathionine γ-lyase
Threonine synthase

(e) Other enzymes
Lysine 2,3-aminomutase
Glycogen phosphorylase*
Pyridoxamine phosphate (PMP) in synthesis of

3,6-dideoxy hexoses

* The three-dimensional structures of these and other PLP-
dependent enzymes were determined by 2000.

TABLE 14-3
Some Enzymes That Require Pyridoxal Phosphate
as a Coenzyme
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proton at the β-C atom of 2-oxobutyrate189 suggests
that these steps may occur with the participation of
groups from the enzyme.  Before indole can be elim-
inated by tryptophan indolelyase the indole ring must
presumably be tautomerized to the following form of
the quinonoid intermediate.  The same species may
be created by tryptophan synthase upon addition of
indole to the enzyme-bound aminoacrylate.  The green
arrows on the structure indicate the tautomerization
that would occur to convert the indole ring to the
structure found in tryptophan.  The three-dimensional
structure of tryptophan synthase is shown in Fig. 25-3.
It is a complex of two enzymes with a remarkable
tunnel through which the intermediate indole can
pass.184,190  An unusual PLP-dependent β replacement
is used to synthesize a transfer RNA ester of seleno-
cysteine prior to its insertion into special locations in
a few proteins (Chapter 15, Section G, and Chapter 29).

Decarboxylation (Group b).  The bond to the car-
boxyl group of an amino acid substrate is broken in reac-
tions catalyzed by amino acid decarboxylases.191,192

These also presumably lead to a transient quinonoid-
carbanionic intermediate.   Addition of a proton at the
original site of decarboxylation followed by breakup
of the Schiff base completes the sequence.  Decarboxy-
lation of amino acids is nearly irreversible and frequently
appears as a final step in synthesis of amino compounds.
For example, in the brain glutamic acid is decarboxy-
lated to �-aminobutyric acid (Gaba),193– 196b while
3,4-dihydroxyphenylalanine (dopa) and 5-hydroxy-
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Beta replacement is catalyzed by such enzymes
of amino acid biosynthesis as tryptophan synthase
(Chapter 25),184 O-acetylserine sulfhydrylase
(cysteine synthase),185–186a and cystathionine �-synthase
(Chapter 24).187–188c  In both elimination and β replace-
ment an unsaturated Schiff base, usually of aminoacryl-
ate or aminocrotonate, is a probable intermediate (Eq.
14-29).  Conversion to the final products is usually
assumed to be via hydrolysis to free aminoacrylate,
tautomerization to an imino acid, and hydrolysis of the
latter, e.g., to pyruvate and ammonium ion (Eq. 14-29).
However, the observed stereospecific addition of a

Figure 14-6  Drawing showing pyridoxal phosphate (shaded)
and some surrounding protein structure in the active site of
cytosolic aspartate aminotransferase.  This is the low pH
form of the enzyme with an N-protonated Schiff base linkage
of lysine 258 to the PLP.  The tryptophan 140 ring lies in front
of the coenzyme.  Several protons, labeled Ha, Hb, and Hd, are
represented in 1H NMR spectra by distinct resonances whose
chemical shifts are sensitive to changes in the active site.169
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tryptophan are acted upon by an aromatic amino
acid decarboxylase to form, respectively, the neuro-
transmitters dopamine and serotonin.197– 199b  Histi-
dine is decarboxylated to histamine.200– 202  However,
not all histidine decarboxylases use PLP as a coen-
zyme (Section F).

Arginine is converted by a PLP-dependent decar-
boxylase to agmatine (Fig. 24-12) which is hydrolyzed
to 1,4-diaminopropane.191  This important cell con-
stituent is also formed by hydrolysis of arginine to
ornithine (Fig 24-10) and decarboxylation of the lat-
ter.203– 206c Lysine is formed in bacteria by decarboxyla-
tion of meso-diamino-pimelic acid (Fig. 24-14). Glycine
is decarboxylated oxidatively in mitochondria in a
sequence requiring lipoic acid and tetrahydrofolate as
well as PLP (Fig. 15-20).207– 209b  A methionine decar-
boxylase has been isolated in pure form from a fern.210

The bacterial dialkylglycine decarboxylase is both a
decarboxylase and an aminotransferase which uses
pyruvate as its second substrate forming a ketone and
L-alanine as products (See Eq. 14-37)210a, 210b

Side chain cleavage (Group c).  In a third type
of reaction the side chain of the Schiff base of Fig. 14-5
undergoes aldol cleavage.  Conversely, a side chain can
be added by β condensation.  The best known enzyme
of this group is serine hydroxymethyltransferase,
which converts serine to glycine and formaldehyde.211–213b

The latter is not released in a free form but is transferred
by the same enzyme specifically to tetrahydrofolic
acid (Eq. 14-30), with which it forms a cyclic adduct.

Threonine is cleaved to acetaldehyde by the same
enzyme.  A related reaction is indicated in Fig. 24-27
(top).  In a more important pathway of degradation
of threonine the hydroxyl group of its side chain is
dehydrogenated to form 2-amino-3-oxobutyrate which
is cleaved by a PLP-dependent enzyme to glycine and
acetyl-CoA (Eq. 14-31).214,215

Conversely, ester condensation reactions join acyl
groups from CoA derivatives to Schiff bases derived
from glycine or serine.  Succinyl-CoA is the acyl donor

l-Serine

Glycine

THF (Tetrahydrofolate)

See Fig 15-18

N5, N10-Methylene-THF (14-30)

H3C
C

C

O

H

COO–

NH3
+

Glycine

CoA-SH Acetyl-S-CoA
(14-31)

in Eq. 14-32 for the second known pathway for biosyn-
thesis of �-aminolevulinic acid, an intermediate in
porphyrin synthesis (Chapter 24).216 – 218b  The enzyme
does not catalyze decarboxylation of glycine in the
absence of succinyl-CoA, and the decarboxylation
probably follows the condensation as indicated in Eq.
14-32.219  In a similar reaction in the biosynthesis of
sphingosine serine is condensed with palmitoyl-CoA
and decarboxylated to form an aminoketone interme-
diate (Fig. 21-6).219a  8-Amino-7-oxonanonoate synthase
forms a precursor of biotin (see banner, p. 719).220

Ketimine intermediate as electron acceptor
(Group d).  The fourth group of PLP-dependent reac-
tions are thought to depend upon formation of the
ketimine intermediate of Eq. 14-28.  In this form the
original α-hydrogen of the amino acid has been
removed and the C = NH+ bond of the ketimine is
polarized in a direction that favors electron with-
drawal from the amino acid into the imine group.
This permits another series of enzymatic reactions
analogous to those of the β-oxo acid shown at the top
of Fig. 14-5.  Both elimination and C– C bond cleavage
α,β to the C = N group of the ketimine can occur.

Enzymes of this group catalyze elimination of γ
substituents from amino acids as illustrated in Fig.
14-7.  Eliminated groups may be replaced by other
substituents, either in the α or the β positions.  The
ketimine formed initially by such an enzyme (step a)
undergoes elimination of the γ substituent (β with
respect to the C = N group) along with a proton from
the β position of the original amino acid to form an
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unsaturated intermediate which can
react in one of three ways, depending
upon the enzyme.  Addition of HY’
leads to γ replacement (step c), while
addition of a proton at the α position
leads, via reaction step d, to an α,β-
unsaturated Schiff base.  The latter can
react by addition of HY’ (β replace-
ment, step e) or it can break down to an
α-oxo acid and ammonium ion (step f),
just as in the β elimination reactions of
Eq. 14-29.  An important γ replacement
reaction is conversion of O-acetyl-,
O-succinyl-, or O-phosphohomoserine
to cystathionine (Eq. 14-33).  This
cystathionine �-synthase reaction220a

lies on the pathway of biosynthesis of
methionine by bacteria, fungi, and
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NH3
+

COO–H
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+

O
COO–H
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C

NH3
+

COO–H

Homocysteine

Pyruvate + NH4
+

γ Replacement

β Elimination

(14-33)

Figure 14-7  Some PLP-dependent reactions involving
elimination of a γ substituent.  Replacement by another γ
substituent or by a substituent in the β position is possible,
as is deamination to an α-oxo acid.
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higher plants.  Subsequent reactions include β elimina-
tion from cystathionine of homocysteine220b which is
then converted to methionine (Eq. 14-33).  Threonine is
formed from O-phosphohomoserine via γ elimina-
tion followed by β replacement with HO –, a reaction
catalyzed by threonine synthase (Fig. 24-13).220c

The loss of a β-carboxyl group as CO2 can also occur
through a ketimine or quinonoid intermediate.  For
example, the bacterial aspartate �-decarboxylase221

converts aspartate to alanine and CO2. Selenocysteine
is utilized to create the active sites of several enzymes
(Chapter 15).  Excess selenocysteine is degraded by the
PLP-dependent selenocysteine lyase,222–223b which
evidently eliminates elemental selenium from a ket-
imine or quinonoid state of an intermediate Schiff base
(Eq. 14-34).  A similar reaction may occur in the bio-
synthesis of iron–sulfur clusters.  The Nif S protein is
essential for formation of Fe4S4 clusters in the nitrogen-
fixing enzyme nitrogenase.  This enzyme is in some
way involved in transferring the sulfur atom of cysteine
into an iron–sulfur cluster.224  Alanine is the other
product suggesting transfer of S0 into the cluster using
the sequence of Eq. 14-34.

Another related reaction that goes through a ket-
imine is the conversion of the amino acid kynurenine
to alanine and anthranilic acid.225  It presumably depends
upon hydration of the carbonyl group prior to β cleav-
age (Eq. 14-35).  An analogous thiolytic cleavage utilizes
CoA to convert 2-amino-4-ketopentanoate to acetyl-
CoA and alanine.226

Glycogen phosphorylase.  While PLP is ideally
designed to catalyze reactions of amino compounds
it was surprising to find it as an essential cofactor for
glycogen phosphorylase (Fig. 11-5).  The PLP is linked
as a Schiff base in the same way as in other PLP-depen-
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dent enzymes, but there is no obvious function for the
coenzyme ring.  As suggested in Chapter 12, the phos-
phate group probably acts as an acid–base catalyst.  It
has been estimated that 50% of the vitamin B6 in our
body is present as PLP in muscle phosphorylase.227

Studies of vitamin B6-deficient rats suggest that PLP
in phosphorylase serves as a reserve supply, much of
which can be taken for other purposes during times
of deficiency.

4.  Pyridoxamine Phosphate as a Coenzyme

If PLP is a cofactor designed to react with amino
groups of substrates, might not pyridoxamine phosphate
(PMP) act as a coenzyme for reactions of carbonyl
compounds?  An example of this kind of function has
been found228 – 230 in the formation of 3,6-dideoxyhexoses
needed for bacterial cell surface antigens (Fig. 4-15).
Glucose (as cytidine diphosphate glucose; CDP-glu-
cose) is first converted to 4-oxo-6-deoxy-CDP-glucose.
The conversion of the latter to 3,6-dideoxy-CDP-glucose
(Eq. 14-36) requires PMP as well as NADH or NADPH.

The student may find it of interest to propose a
mechanism for this reaction, taking into account the
expected direct transfer of a hydrogen from NADH as
described in Chapter 15, before consulting published
papers.  Part of the reaction cycle appears to involve a
free radical derived from the PMP.  This is discussed
further in Chapter 20 together with free radical-form-
ing PLP enzymes

5.  Stereochemistry of PLP-Requiring Enzymes

According to stereoelectronic principles, the bond
in the substrate amino acid that is to be broken by a
PLP-dependent enzyme should lie in a plane perpen-
dicular to the plane of the cofactor–imine π system
(Fig. 14-8).  This would minimize the energy of the
transition state by allowing maximum σ–π overlap
between the breaking bond and the ring–imine π system.
It also would provide the geometry closest to that of
the planar quinonoid intermediate to be formed, thus
minimizing molecular motion in the approach to the
transition state.  Figure 14-8 shows three orientations
of an amino acid in which the α-hydrogen, the carboxyl
group, and the side chain, respectively, are positioned
for cleavage.  For each orientation shown, another
geometry suitable for cleavage of the same bond is

E.  Pyridoxal Phosphate
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obtained by rotating the amino acid through 180°.
Dunathan suggested that this stereoelectronic

requirement explains certain side reactions observed
with PLP-requiring enzymes.  The idea also received
support from experiments with a bacterial α-dialkyl-
glycinedecarboxylase.231,232  The enzyme ordinarily
catalyzes, as one half-reaction, the combination decarb-
oxylation–transamination reaction shown in Eq. 14-37.
It also acts on both D- and L-alanine, decarboxylating
the former but catalyzing only removal of the α-H

from L-alanine.  The results can be rationalized by
assuming that the enzyme possesses a definite site for
one alkyl group but that the position of the second
alkyl group can be occupied by – H or – COO – and that
the group labilized lies perpendicular to the π system:

Glycine is unreactive, suggesting that occupation of
the alkyl binding site is required for catalysis.

According to Dunathan’s postulate, there are only
two possible orientations of the amino acid substrate
in an aminotransferase.  One is shown in Fig. 14-8.
In the other, the amino acid is rotated 180° so that the
α-hydrogen protrudes behind the plane of the paper.
Dunathan studied pyridoxamine:pyruvate amino-
transferase, an enzyme closely related to PLP-requir-
ing aminotransferases and which catalyzes the trans-
amination of pyridoxal with L-alanine to form pyridox-
amine and pyruvate.  The same reaction is catalyzed
by the apoenzyme of aspartate aminotransferase.  In
both cases, when the alanine contained 2H in the α
position the 2H was transferred stereospecifically into
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Figure 14-8  Some stereochemical aspects of catalysis of PLP-requiring enzymes.
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the pro-S position at C-4' of the pyridoxam-
ine (indicated by asterisks in Fig. 14-8).233

The results suggested that a group from
the protein abstracts a proton from the α
position and transfers it on the same side
of the π system (suprafacial transfer),
adding it to the si face of the C = N group
as shown in Fig. 14-8.  Later, the same
stereospecific proton transfer was demon-
strated for the PLP present in the holoen-
zyme.234  Not surprisingly, the D-amino
acid aminotransferase adds the proton to
the re face of the C = N group.235

When a decarboxylase acts on an
amino acid in 2H2O, an atom of 2H is incorporated in
the pro-R position, the position originally occupied by
the carboxyl group (Fig. 14-8).  Cleavage of serine by
serine hydroxymethyltransferase in 3H-containing
water leads to incorporation of 3H in the pro-S position.
Stereospecific introduction of 2H or 3H has been ob-
served in the β position of 2-oxobutyrate formed in
β or γ elimination reactions.  Conversion of serine to
tryptophan by tryptophan synthetase occurs without
inversion at C-3.236  These and many other observations
on PLP-dependent enzymes189,237,238 can be generalized
by saying that enzymatic reactions of PLP Schiff bases
usually take place on only one face of the relatively
planar structure.  This is the si face at C-4' of the coen-
zyme (see Fig. 14-8).  This result is expected if a single
acid–base group serves as proton acceptor in one step
and as proton donor in a later step.  This leads naturally
to the observed retention of configuration in steps
involving replacement and the suprafacial transfer of
protons from one position on that face to another.

6.  Seeing Changes in the Optical Properties
of the Coenzyme

The absorption of light in the ultraviolet and visible
regions is a striking characteristic of many coenzymes.
It can be measured accurately and displayed as an
absorption spectrum and may also give rise to circular
dichroism and to fluorescence (Chapter 23).  The optical
properties of the vitamin B6 coenzymes are sensitive to
changes both in environment and in the state of proto-
nation of groups in the molecule.  For example, PMP
in the neutral dipolar ionic form, which exists at pH 7,
has three strong light absorption bands centered at
327, 253, and 217 nm.239  The other ionic forms of PMP
and other derivatives of vitamin B6 also each have
three absorption bands spaced at roughly similar
intervals, but with varying positions and intensities.
The minor tautomer of PMP containing an uncharged
ring (Eq. 14-38) has its low-energy (long-wavelength)
band at 283 nm.  When both the ring nitrogen and
phenolic oxygen are protonated, the band shifts again

to 294 nm and if both groups are deprotonated the
resulting anion absorbs at 312 nm.  Thus, observation
of the absorption spectrum of the coenzyme bound to
an enzyme surface can tell us whether particular groups
are protonated or unprotonated.  The peak of bound
PMP at 330 nm in aspartate aminotransferase (Fig. 14-9)
is indicative of the dipolar ionic form (Eq. 14-38).  How-
ever, the 5-nm shift from the position of free PMP sug-
gests a distinct change in environment.

E.  Pyridoxal Phosphate

(14-38)
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Figure 14-9  Absorption spectra of various forms of aspar-
tate aminotransferase compared with that of free pyridoxal
phosphate.  The low pH form of the enzyme observed at pH
< 5 is converted to the high pH form with pKa ~ 6.3.  Addi-
tion of erythro-3-hydroxyaspartate produces a quinonoid
form whose spectrum here is shown only 1/3 its true height.
The spectrum of free PLP at pH 8.3 is also shown .  The
spectrum of the apoenzyme (- - -) contains a small amount of
residual absorption of uncertain origin in the 300- to   400-nm
region.
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 Pyridoxal phosphate exists in an equilibrium
between the aldehyde and its covalent hydrate (as in
Eq. 13-1).  The aldehyde has a yellow color and absorbs
at 390 nm (Fig. 14-9), while the hydrate absorbs at nearly
the same position as does PMP.  The absorption bands
of Schiff bases of PLP are shifted even further to longer
wavelengths, with N-protonated forms absorbing at
415– 430 nm.  Forms with an unprotonated C = N
group absorb at shorter wavelengths.149,240

Imine groups in free enzymes.  When, in 1957,
W. T. Jenkins examined one of the first highly purified
aspartate aminotransferase preparations he noted a
surprising fact:  The bound coenzyme, at pH 5, absorbed
not at 390 nm, as does PLP, but at 430 nm, like a Schiff
base (Fig. 14-9).  When the pH was raised, the absorp-
tion band shifted to 363 nm.  The result suggests disso-
ciation of a proton (with a pKa of ~ 6.3) from the
hydrogen-bonded position in a Schiff base of the type
shown in Fig. 14-6.  It was quickly demonstrated for
this enzyme and for many other PLP-dependent en-
zymes that reduction with sodium borohydride caused
the spectrum to revert to one similar to that of PMP
and fixed the coenzyme to the protein.  After complete
HCl digestion of such borohydride-reduced proteins a
fluorescent amino acid containing the reduced pyridoxyl
group was obtained and in every case was identified as
ε-pyridoxyl-lysine.  Thus, PLP-containing enzymes in
the absence of substrates usually exist as Schiff bases
with lysine side chains of the proteins.  Even the PLP
in glycogen phosphorylase is joined in this way.
However, its absorption maximum at 330 nm shows

that in phosphorylase it is present as the nondipolar
ionic tautomer with a 3-OH group on the ring as in
Eq. 14-38.

Absorption bands at 500 nm.  With many PLP
enzymes certain substrates and inhibitors cause the
appearance of intense and unusually narrow bands
at ~ 500 nm.  Such a band is observed with aspartate
aminotransferases acting on erythro-3-hydroxyaspartate
(Fig. 14-9).  This substrate undergoes transamination
very slowly, and the 500-nm absorbing form which
accumulates is probably an intermediate in the normal
reaction sequence.  A similar spectrum is produced
by tryptophan indole-lyase acting on the competitive
inhibitor L-alanine.  Under the same conditions the

enzyme promotes a rapid exchange of the α-hydrogen
of the alanine with 2H of 2H2O.  Serine hydroxymethyl-
transferase gives a 495 - to  500-nm band with both
D-alanine and the normal product glycine.241  Similar
spectra have been produced in nonenzymatic model
reactions242  and probably represent the postulated
quinonoid–carbanionic intermediates.

7.  Atomic Structures

The three-dimensional structures of aspartate
aminotransferases from E. coli to humans are very
similar.163–167a  The folding pattern (Fig. 2-6) and active
site structure (Figs. 14-6 and 14-10) are completely
conserved.  The major domain of the protein contains
a central β sheet surrounded by helices with coenzyme
attached to a lysine at the C terminus of one of the β
strands.  The protein is a dimer with the two major
domains held together by both polar and nonpolar
interactions.  The two active sites are located at the
interface between the subunits and residues from both
subunits participate in forming the active site (Fig. 14-10).
The internal Schiff base is formed with Lys 258.  The
protonated ring nitrogen of the dipolar ionic PLP
forms an ion pair with the carboxylate of Asp 222
which protrudes from a central seven-stranded β sheet.
The phenolic –O – forms a hydrogen bond with the
–OH of Tyr 225.  The interactions of Asp 222 and Tyr
225 fix the ring as the dipolar ionic tautomer.

The phosphate group of the coenzyme, which 31P
NMR shows to be predominantly dianionic,243 forms
an ion pair with the side chain of Arg 266 and hydrogen
bonds to a backbone N – H at the N terminus of a long
helix where it can interact with the positive end of the
helix dipole.  In addition, the phosphate forms hydro-
gen bonds to four OH groups of Ser, Thr, and Tyr side
chains.  In front of the coenzyme ring are two guani-
dinium groups from the side chains of Arg 386 and of
Arg 292* (from the second subunit).  These have been
shown by X-ray crystallography to bind the two car-
boxylate groups of a substrate such as glutamate,
2-oxoglutarate, aspartate, oxaloacetate, or cysteine
sulfinate; of quasi-substrates such as 2-methylaspartate
and erythro-β-hydroxyaspartate; or of dicarboxylic
inhibitors (Fig. 14-10).

Comparison of amino acid sequences suggests
that many other PLP-dependent enzymes have folding
patterns similar to those of aspartate aminotransferase
but that there are four or more additional different
folding patterns.205,243a,b  Among the enzymes resem-
bling aspartate aminotransferase are ω-amino acid:
pyruvate aminotransferase,244 2,3-dialkylglycine decar-
boxylase,232 tyrosine phenol-lyase,177 a bacterial orni-
thine decarboxylase,182,204 and cystathionine β-lyase.182

The tryptophan synthase β subunit has a second folding
pattern,184 while alanine racemase153 and eukaryotic
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ornithine decarboxylases205 have (αβ)8-barrel structures
resembling that in Fig. 2-28.  A fourth structural pattern
is that of D-amino acid aminotransferase.235  It is anti-
cipated that the branched-chain aminotransferase245

will have a similar stucture.  Glycogen phosphorylase
(Fig 11-5) has a fifth folding pattern.

8.  Constructing a Detailed Picture of the
Action of a PLP Enzyme

Consider the number of different steps that must
occur in about one-thousanths of a second during the
action of an aminotransferase.  First, the substrate
binds to form the “Michaelis complex.”  Then the
transimination (Eq. 14-26) takes place in two steps and
is followed by the removal of the α-hydrogen to form
the quinonoid intermediate.  An additional four steps
are needed to form the ketimine, to hydrolyze it, and
to release the oxoacid product to give the PMP form
of the enzyme.  The reaction sequences in some of the
other enzymes are even more complex.  How can one
enzyme do all this?

The first step in the sequence is the binding of the
substrate to form the “Michaelis complex.”  The posi-
tive charges on Arg 386 and Arg 292 doubtless attract
the carboxylate groups of the substrate and aid in
guiding it toward a correct fit.  In a similar manner the
– O – of the coenzyme, which is distributed by resonance
into the – C = N of the Schiff base linkage, attracts the
– NH3

+ of the substrate. When a substrate or inhibitor
binds to the two guanidinium groups a small structural
domain of the enzyme moves and closes around the
substrate which now has very little contact with the
external solvent.  In the initial “Michaelis complex”
the – NH3

+ group of the substrate lies directly in front
of the C-4' carbon of the coenzyme (Fig. 14-10), where
it can initiate the transimination reaction of Eq. 14-26.
However, before this can happen a proton must be
removed to convert the – NH3

+ to – NH2.
Long before the three-dimensional structures were

known, Ivanov and Karpeisky246 suggested that in the
free enzyme the positively charged group (Arg 386)
that binds the α-carboxylate of the substrate interacts
electrostatically with the – O – of the coenzyme.  This is
one of the factors that keeps the pKa of the – CH=N+H–
that is conjugated with this – O – at a low value of
~ 6.3 (at 0.1 M anion concentration).  However, in the
Michaelis complex this interaction of the + charge of
Arg 386 with the imine group must be weakened
because of the pairing of the α– COO – of the substrate
with the + charge.  This will increase the basicity of the
imine nitrogen and will also cause a decrease in the
pKa of the substrate – NH3

+, making is easier for a
proton to jump from the – NH3

+ to the imine group.
This proton transfer is shown in Eq. 14-39, step a.
Thus, the nucleophilic – NH2 group is generated by a

process that at the same time increases the electrophilic
properties of the carbon atom of the imine group.  This
favors the immediate addition of – NH2 to – C = N+H– to
give the adduct a geminal diamine (Eq. 14-39, step b),
which is shown in three dimensions in Fig. 14-10B.

Notice that each step in the overall sequence
changes the electronic or steric characteristics of the
complex in a way that facilitates the next step.246  This
is an important principle that is applicable throughout
enzymology: For an enzyme to be an efficient catalyst
each step must lead to a change that sets the stage for the
next.  These consecutive steps often require proton
transfers, and each such transfer will influence the
subsequent step in the sequence.  Some steps also
require alterations in the conformation  of substrate,
coenzyme, and enzyme.  One of these is the transimi-
nation sequence (Eqs. 14-26, 14-39).  On the basis of
the observed loss of circular dichroism in the external
aldimine, Ivanov and Karpeisky suggested that a
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A

B

C

rotation of the coenzyme occurs as the – NH2 of  the
substrate adds to the C = N bond during transimination
(Eq. 14-39, step b).  This accomplishes the essential
shortening by ~ 0.15 nm of the distance between C-4'
and the N atom from a van der Waals contact distance
to a covalent bond distance while the carboxylate

groups of the substrate remain
bound in their initial positions.

That the coenzyme really
does change its orientation was
suggested by a dramatic change
in the absorption spectrum of
a crystal recorded with plane
polarized light (linear dichroism)
when 2-methylaspartate was
soaked into a crystal (Fig. 23-9).247

X-ray crystallography confirmed
rotation of the ring by ~30°.163,242,247

To complete the transimination
sequence, which is shown only
partially by Eq. 14-39, another
proton transfer is needed to move
the positive charge on the sub-
strate – N+H2– to that of lysine
258, whose amino group is then
eliminated.  This requires addi-
tional tilting of the ring.  The
crystal structure of the external
aldimine with α-methylaspartate
has been determined248 as have
those of ketimines with glutamate
and aspartate,249,250  a carbinol-
amine,251 and quinonoid com-
plexes of related enzymes.212a

The ε-amino group, which is
eliminated in Eq. 14-26, is basic
and functions in the next several
steps of catalysis, including the
abstraction of the α-hydrogen
and in its transfer to the 4'-carbon
(Eq. 14-28).  This amino group
can be seen in Fig. 14-10C, where
it is positioned beside a water
molecule that is needed to hydro-
lyze the ketimine.  From this
figure it can be seen that the
group is able to move from site
to site on one side of the planar
external aldimine, quinonoid–
carbanionic, and nearly planar
ketimine forms.  If the Lys 258
amino group is the catalytic base
for these reactions it must be
present at pH 7.  What is its pKa?
And why doesn’t this pKa show
up in the plot of Vmax vs pH as in
Fig 9-9?  In fact, the maximum

velocity of aspartate aminotransferase and many other
PLP-dependent enzymes is independent of pH over a
broad range.  The answer is probably that the pKa’s of
both the – NH2 groups of Lys 258 and the amino acid in
the Michalis complex are high when there is no posi-
tive charge on the adjacent Schiff base – C = N – but

Figure 14-10 Models of catalytic intermediates for aspartate aminotransferase in a
half-transamination reaction from aspartate to oxalocetate.  For clarity, only a selec-
tion of the active site groups are shown.  (A)  Michaelis complex of PLP enzyme with
aspartate.  (B)  Geminal diamine.  (C)  Ketimine intermediate.  The circle indicates a
bound water molecule.  See Jansonius and Vincent in Jurnak and McPherson.163

Courtesy of J.N. Jansonius.
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act as built-in sensors able to detect small changes in
the electronic environment.  For example, when the
Schiff base proton dissociates around the pKa of ~ 6.2
the NMR resonance of Ha shifts upfield from 17.2 to
15.2 ppm as a result of donation of electons into the
ring from the – O – of the coenzyme.169  This shift illus-
trates the reality of the strong electrostatic forces that
operate across heterocyclic aromatic rings within
active sites of proteins.  In alanine racemase a different
histidine cluster is present beneath the active site and
constitutes part of the “solvent” in which the catalyzed
reaction takes place.  At least in the case of aspartate
aminotransferase, none of the histidines are absolutely
essential for activity but the hydrogen-bonded network,
which can be altered in mutant forms, may be important.

The detailed description of a reaction sequence
given here has to be altered for each specific enzyme.
A vast amount of work, only a little of which is cited
here, has been done on PLP enzymes.253– 254a  These
studies involve calorimetry,255  kinetics,210,256– 259 crystal-
lography, optical spectroscopy,188,260,261 NMR,243,262– 264

and genetic engineering and chemical modifica-
tion.178,185,186,265

F.  Pyruvoyl Groups and Other Unusual
Electrophilic Centers

A few enzymes that might be expected to have
PLP at their active sites have instead a prosthetic
group consisting of pyruvic acid bound by an amide
linkage, a pyruvoyl group (Table 14-4).  These and
several apparently related enzymes are the subject of
this section.

very low when the Schiff base is protonated (– C =
NH+–).  This is a result of the large electrostatic effect
of a closely adjacent charge in a medium of low dielec-
tric constant (see Chapter 7, Section A).  When the
Schiff base is unprotonated, as in the first structure of
Eq. 14-39, the adjacent amino group has a high pKa and
is mostly protonated.  However, the proton can jump
as in step a of that equation to give a protonated Schiff
base.  Now the unprotonated – NH2 group has a very
low pKa, but it is still strongly nucleophilic and can
readily add to the Schiff base double bond in step b of
Eq. 14-39.  In a similar fashion the amino group of Lys
258 will alternately be unprotonated and then proto-
nated, its microscopic pKa alternating between low
and high, as it catalyzes the steps of abstracting the α-
hydrogen and forming and hydrolyzing the ketimine.
Only two microscopic pKa values, one very high and
one very low appear in the Vmax vs pH profile.  This
alternation of microscopic pKa values may be a com-
mon characteristic of enzymes that bind ionized sub-
strates and can make good use of the strong
electrostatic effects that arise in the active sites to
facilitate essential proton transfers.

Aspartate aminotransferases are distinguished
from most other PLP-dependent enzymes including
transaminases by the relatively low pKa of ~ 6.3 for the
free enzyme.  The unprotonated Schiff base in the free
enzyme can then react with the protonated amino
group of the substrate.  How can other PLP enzymes
react with amino acids when they have protonated
Schiff bases even at relatively high pH?  A logical answer
is that some basic group with a low pKa is close to the
Schiff base and acts to deprotonate the substrate –NH3

+

so that transimination can occur.  Clausen et al. sug-
gested that in cystathionine β-lyase this is probably
tyrosine (Y111), which is adjacent to the Schiff base
– C = NH+– of the external aldimine and is thought to
be ionized in the active enzyme.182  NMR evidence
suggests that protonation of an adjacent catalytic base
occurs upon substrate binding in D-serine dehydratase
as well.252  Many other variations in active site environ-
ments are seen among PLP-dependent enzymes.  As
with aspartate aminotransferases, there is often an
essential carboxylate group that holds a proton onto
the pyridine ring of the coenzyme.  However, in alanine
racemase a guanidinium group from arginine is hydro-
gen bonded to the coenzyme ring.153

Below the active site of aspartate aminotransferase,
as shown in Fig. 14-6, is a cluster of three buried his-
tidine side chains in close contact with each other.  The
imidazole of H143 is hydrogen bonded to the D222
carboxylate, the same carboxylate that forms an ion
pair with the coenzyme.  This system looks somewhat
like the catalytic triad of the serine proteases in reverse.
As with the serine proteases, the proton-labeled Hb in
Fig. 14-6 can be “seen” by NMR spectroscopy (Fig. 3-30).
So can the proton Ha on the PLP ring.  These protons

Decarboxylases Product

Histidine (bacterial)

S-Adenosylmethionine

Aspartate α- decarboxylase β-Alanine

Phosphatidylserine Phosphatidyl-

ethanolamine

4' - Phosphopantothenylcysteine 4' - Phosphopan-

tetheine

Reductases (clostridial)

Proline

Glycine

TABLE 14-4
Some Pyruvoyl Enzymes

Adapted from van Peolje and Snell.267

F.  Pyruvoyl Groups and Other Unusual Electrophilic Centers
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1.  Decarboxylases

Mammalian histidine decarboxylase contains
PLP but the enzyme from many bacteria contains a
pyruvoyl group, as do a few other decarboxylases
both of bacterial and eukaryotic origin.266,267  These
enzymes are inhibited by carbonyl reagents and by
borohydride.  When 3H-containing borohydride was
used to reduce the histidine decarboxylase of Lactoba-
cillus, 3H was incorporated and was recovered in lactic
acid following hydrolysis.  This suggested the presence
of a pyruvoyl group attached by an amide linkage and
undergoing the chemical reactions that are shown in
Eq. 14-40.  Reduction in the presence of the substrate
histidine resulted in covalent binding of the histidine
to the bound pyruvate.  Thus, as with the PLP-contain-
ing decarboxylases, a Schiff base is formed with the
substrate.  Decarboxylation is presumably accomplished
by using the electron-attracting properties of the car-
bonyl group of the amide:

carry the N-terminal pyruvoyl group, which was formed
from Ser 82.  The activation occurs spontaneously by
incubations of the proenzyme for 24 – 48 h at pH ~ 7 in
the presence of divalent metal ions.

Substituted serine residues under mildly alkaline
conditions readily undergo α,β elimination to form
dehydroalanine residues.  When prohistidine decarb-
oxylase containing 18O in its serine side chains was
activated 18O was found in the carboxylate group of
Ser 81 of the β chains.  It was shown that it had been
transferred from the side chain of Ser 82.  This suggested
the formation of an intermediate oxygen ester of Ser 81
during formation of the pyruvoyl group (Eq. 14-41).272

S-Adenosylmethionine decarboxylase is the
first enzyme in the biosynthetic pathway to spermi-
dine (Chapter 24).  Whether isolated from bacteria,
yeast, animals, or other eukaryotes, this enzyme always
contains a bound pyruvoyl group.273–274b  Both the
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When 14C-labeled serine was fed to organisms
producing histidine decarboxylase, 14C was incorporated
into the bound pyruvoyl group (Fig. 14-11).  Thus,
serine is a precursor of the bound pyruvate.  The
enzyme is manufactured in the cell as a longer 307-
residue proenzyme which associates as hexamers
(designated π6).  The active enzyme was found to be
formed by cleavage of the π chains between Ser 81 and
Ser 82 to form 226-residue α chains and 81-residue β
chains which associate as (αβ)6.270,271  The α chains

N
C

C
N

C
C

N

H O

OHH2C H

H
CH2

O

H

OH

N
C

C
N

C
C

N

H

OH2C H

H

OH

O CH2–O

N
C

C
O

CH2

C

O

H2C H

OH

C

O

N

H

H2N

H

N
C

COO–

H2C H

OH

C C

O

N
H

H

H2N

H2C

82

C

H2

C

O

N
H

Dehydroalanine

H

+

H

O

H3C

81

H

Pyruvoyl group

Tautomerization
and hydrolysisNH4

+

CH2

CH2

CH2

H2C

H3C

(14-41)



755

Figure 14-11 Schematic diagram of the active site of the
pyruvoyl enzyme histidine decarboxylase showing key polar
interactions between the pyruvoyl group and groups of the
inhibitor O-methylhistidine and surrounding enzyme groups.
Aspartate 63 appears to form an ion pair with the imidazolium
group of the substrate.268  Hydrogen bonds are indicated by
dotted lines.  See Gallagher et al.269
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mammalian enzyme and that from E. coli are (αβ)4
tetramers formed in a manner similar to that of bacte-
rial histidine decarboxylase.  Other pyruvoyl decarbo-
xylases are phosphatidylserine decarboxylase,275,276

an intrinsic membrane protein used to form phospha-
tidylethanolamine, aspartate �-decarboxylase,277

which forms β alanine needed for biosynthesis of
coenzyme A, and 4'-phosphopantethenoylcysteine
decarboxylase,278 the second of two decarboxylases
required in the synthesis of coenzyme A.  Because of
the lack of a primary amino group, its mechanism
must be somewhat different from that of other en-
zymes in this group.267

2.  Proline and Glycine Reductases

An enzyme required in the anaerobic breakdown
of proline by clostridia utilizes a dithiol-containing
protein to reductively open the ring (Eq. 14-42).279,280
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This enzyme also contains an N-terminal pyruvoyl
residue as does one subunit of a selenium-containing
glycine reductase which utilizes a dithiol to convert
glycine into acetate with coupled formation of ATP:

Glycine + ADP + Pi + 2 e– →
acetate- + NH4

+ + ATP

In both cases it has been proposed that the pyruvoyl
group forms a positively charged Schiff base with the
substrate.  The bond-breaking mechanisms are not
obvious but some ideas have been proposed.281– 283a

The ATP may arise from reaction with an intermediate
acetyl phosphate.282  See Eq. 15-61.

3.  Dehydroalanine and Histidine and
Phenylalanine Ammonia-Lyases

Catabolism of histidine in most organisms proceeds
via an initial elimination of NH3 to form urocanic acid
(Eq. 14-44).  The absence of the enzyme L-histidine
ammonia-lyase (histidase) causes the genetic disease
histidinemia.284,285   A similar reaction is catalyzed by the
important plant enzyme L-phenylalanine ammonia-
lyase.  It eliminates – NH3

+ along with the pro-S
hydrogen in the β position of phenylalanine to form
trans-cinnamate (Eq. 14-45).  Tyrosine is converted to
p-coumarate by the same enzyme.  Cinnamate and
coumarate are formed in higher plants and are con-
verted into a vast array of derivatives (Box 21-E,
Fig. 25-8).

The reactions of Eqs. 14-44 and 14-45 are unusual
because the nucleophilic substituent eliminated is on
the α-carbon atom rather than the β.  There is nothing
in the structures of the substrates that would permit an
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easy elimination of the α-amino group.  Thus, it
should not be surprising that both enzymes contain a
special active center.  When 2H is introduced into the β
position of phenylalanine, no isotope effect on the rate
is observed.  Rather, the rate-limiting step appears to
be the release of ammonia from the coenzyme group.
It appears that the enzyme must in some way make
the amino group a much better leaving group than it
would be otherwise.

F.  Pyruvoyl Groups and Other Unusual Electrophillic Centers

BOX 14-D  DIETARY REQUIREMENTS FOR B VITAMINS

It is difficult to determine the amounts of vita-
mins needed for good health and they may differ
considerably from one individual to another.  The
quantities listed below are probably adequate for
most young adults but must be increased during
pregnancy and lactation and after very strenuous
exercise.

Pantothenic acid:  10– 15 mg/day.  Deficiency
causes apathy, depression, impaired adrenal function,
and muscular weakness. ω -Methylpantothenic acid
is a specific antagonist.  The calcium salt, calcium
pantothenate, is the usual commercial form.

Biotin:  0.15 – 0.3 mg/day.  The discovery that
biotin deficiency in young chickens can lead to
sudden death resulted in a recommendation to
supplement infant formulations with biotin.a

Desthiobiotin, in which the sulfur has been re-
moved and replaced by two hydrogen atoms, can
replace biotin in some organisms and appears to lie
on one pathway of biosynthesis.b,c Oxybiotin, in
which the sulfur has been replaced by oxygen, is
active for many organisms and partially active for
others.  No evidence for conversion to biotin itself
has been reported, and oxybiotin may function
satisfactorily in at least some enzymes.

Thiamin:  0.23 mg or more per 1000 kcal of food
consumed and a minimum total of 0.8 mg/day.
Replacement of the methyl group on the pyrimidine
ring by ethyl, propyl, or isopropyl gives compounds
with some vitamin activity, but replacement by hydro-
gen cuts activity to 5% of the original.  The butyl
analog is a competitive inhibitor.

Vitamin B6:  1.5 – 2 mg/day;  0.4 mg/day for
infants.  Vitamin B6 is widely distributed in foods,
and symptoms of severe deficiency are seldom
observed.  However, a number of cases of convul-
sions have been attributed to partial destruction of
vitamin B6 in infant liquid milk formulas.  Convul-
sions occurred when the vitamin B6 content was
reduced to about one-half that normally present in
human milk.

Several cases of children with an abnormally
high vitamin B6 requirement (2 – 10 mg/day) have

been reported, and rare metabolic diseases are
knownd–  f in which specific enzymes, such as cysta-
thionine synthase, have a reduced affinity for PLP.
Patients with these diseases also benefit from a higher
than normal intake of the vitamin.  Excessive excre-
tion of the vitamin may also occur, an example
being provided by a strain of laboratory mice that
require twice the normal amount of vitamin B6 and
which die in convulsions after a brief period of
vitamin B6 depletion.d  Dietary supplementation
with large amounts of vitamin B6 for treatment of
medical conditions such as carpal tunnel syndrome
has been controversial.g  Amounts of pyridoxine
over 50 mg per day may damage peripheral nerves,
probably because of the chemical reactivity of pyri-
doxal and PLP.

Nicotinamide: About 7.5 mg/day.  Tryptophan
can substitute to some extent.  See also Box 15-A.

Riboflavin:  About 1.5 mg/day.  See also Box 15-B.
Folic acid:  About 0.2 – 0.4 mg/day.  See also

Box 15-D.
Vitamin B12: About 2 µg/day.  See also Box

16-B.
Vitamin C (ascorbic acid):  50– 200 mg/day.

See also Box 18-D.
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Study Questions

1. Discuss the role of biotin in metabolism and the
chemical mechanism of its action.  Illustrate with
examples.

2. Biotin has been shown to be an essential compo-
nent of a bacterial oxaloacetate decarboxylase that
pumps two sodium ions out of a cell for each
oxaloacetate molecule decarboxylated. Propose a
chemical mechanism for the functioning of biotin
and also any ideas that you may have for the
operation of the sodium pump.

3. Write out the equation by which acetyl-CoA and
pyruvate can be converted into L-glutamate,
which can be observed in living animals by 13C
NMR.  If [2-13C] sodium acetate were injected into
the animal what labeling pattern could be antici-
pated in the L-glutamate?

4. Compare mechanisms and coenzyme requirements
for  biological decarboxylation of the following
three groups of compounds:

β-oxoacids
α-oxoacids
α-amino acids

5. Illustrate, using structural equations, the chemical
mechanisms of the following biochemical reactions.

a) Pyruvate → acetaldehyde + CO2
b) 2-Pyruvate → α-acetolactate + CO2
c) Pyruvate + NAD+ + CoA-SH → acetyl-CoA +

NADH + H+ + CO2
d) Fructose 6-P + glyceraldehyde-3-P →

xylulose-5-P + erythrose-4-P

6. 3-Fluoropyruvate is converted quantitatively by
pyruvate decarboxylase from wheat germ into
acetate, fluoride (F –), and carbon dioxide.  Propose
a reaction mechanism.  See Gish, G., Smyth, T.,
and Kluger, R. (1988) J. Am. Chem. Soc. 110, 6230-
6234.

7. In E. coli L-cysteine is formed from L-serine and
the sulfide ion S2– in a reaction that also requires
acetyl-CoA and is catalyzed by the consecutive
action of an acyl transferase and cysteine synthase.
Outline the mechanism of this conversion indicat-
ing participation of any essential coenzymes.

8. Illustrate, using structural equations, the chemical
mechanisms of the following biochemical reactions.

a) L-Glutamate + oxaloacetate → 2-oxoglutarate +
L-aspartate

b) L-Serine → pyruvate + NH4
+

c) L-Serine + indole (from cleavage of indole-3-
glycerol phosphate) → L-tryptophan

d) L-Serine + tetrahydrofolate → glycine + N5,
N10-methylene-tetrahydrofolate

e) L-Selenocysteine → L-alanine + Se0

9. Threonine is formed by E. coli from homoserine
via the intermediate γ-phosphohomoserine.
Write out an abbreviated reaction sequence for
its conversion to L-threonine by the action of
threonine synthase.

10. Write out a plausible step-by-step mechanism by
which 1-aminocyclopropane-1-carboxylate syn-
thase (ACC synthase) of plant tissues can form
ACC from S-adenosylmethionine.  This reaction
requires a specific cofactor

11. Tissues of the mammalian central nervous system
contain a pyridoxal phosphate-dependent gluta-
mate decarboxylase that catalyzes conversion of
Glu to γ-aminobutyrate (GABA), an inhibitory
synaptic transmitter.  GABA is degraded by trans-
imination with α-oxoglutarate as the acceptor to
yield succinic semialdehyde, which then is oxidized
to succinate by an NAD-linked dehydrogenase.

a) Show how these reactions can operate as a
shunt pathway that allows the citric acid cycle
to function without the enzymes α-oxoglutarate
dehydrogenase and succinate thiokinase.

b) Is the shunt more or less efficient than the
normal cycle from the standpoint of energy
recovery?  Explain.

COO

NH3

–

+
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The dehydrogenation of an alcohol to a ketone or
aldehyde (Eq. 15-1) is one of the most frequent biological
oxidation reactions.  Although the hydrogen atoms
removed from the substrate are often indicated simply
as 2[H], it was recognized early in the twentieth century
that they are actually transferred to hydrogen-carrying
coenzymes such as NAD+, NADP+, FAD, and riboflavin

5'-phosphate (FMN).  This chapter deals with these
coenzymes and also with a number of other organic
oxidation–reduction coenzymes.  They may be con-
sidered either as carriers of hydrogen or as carriers
of electrons (H = H+ + e–) in metabolic reactions.

When NAD+ becomes reduced by dehydrogena-
tion of an alcohol, one of the hydrogen atoms removed
from the alcohol becomes firmly attached to the NAD+,
converting it to NADH.  The other is released as a
proton (Eq. 15-2).  Study of 2H-labeled alcohols and
their oxidation by NAD+ has shown that dehydrogenases
catalyze direct transfer to NAD+ of the hydrogen that is
attached to carbon in the alcohol.  There is never any
exchange of this hydrogen atom with protons of the
medium.  At the same time, the hydrogen attached to
the oxygen of the alcohol is released into the medium
as H+:

Coenzymes of Oxidation–Reduction Reactions 15

H C OH C O + 2[H]

(15-1)

The foregoing observations suggested that these
biological dehydrogenations may be viewed as removal
of a hydride ion (H–) together with a proton (H+) rather
than as removal of two hydrogen atoms.  NAD+ and
NADP+ are regarded as hydride ion-accepting coen-
zymes.  However, it has been impossible to establish
conclusively that the hydrogen atom and electron are
transferred simultaneously as H–.  Transfer of the
hydrogen atom to or from these coenzymes may con-
ceivably be followed by or preceded by transfer of an
electron.  The situation is even less clear for the flavin
coenzymes FAD and riboflavin phosphate for which
intermediate free radical oxidation states are known
to exist.  However, regardless of the actual mechanism,
it is convenient to classify most hydrogen transfer
reactions of metabolism as if they occurred by transfer
of a hydride ion. The hydride ion can be regarded as a
nucleophile which can add to double bonds or can be elimi-
nated from substrates in reactions of types that we have
already considered.  Some of these reactions are listed
in Table 15-1.

Why are there four major hydrogen transfer coen-
zymes, NAD+, NADP+, FAD, and riboflavin phosphate
(FMN), instead of just one?  Part of the answer is that
the reduced pyridine nucleotides NADPH and
NADH are more powerful reducing agents than are
reduced flavins (Table 6-7).  Conversely, flavin coen-
zymes are more powerful oxidizing agents than are

(15-2)

H C O C O + NADHNAD+ + + H+

This hydrogen is released as a proton, H+

H

This H is transferred directly to NAD+
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NAD+ and NADP+.  This difference reflects the chemi-
cal difference between the vitamins riboflavin and
nicotinamide which form the oxidation–reduction
centers of the coenzymes.  Another difference is that
NAD+ and NADP+ tend to be present in free forms
within cells, diffusing from a site on one enzyme to a
site on another.  These coenzymes are sometimes tightly
bound but flavin coenzymes are usually firmly bound
to proteins, fixed, and unable to move.  Thus, they

Reaction Example (oxidant)

C

Dehydrogenation of an alcohol

Alcohol dehydrogenase (NAD+)

Dehydrogenation of an amine

Amino acid dehydrogenases, amine oxidases
(NAD+ or flavin)

Dehydrogenation of adduct of thiol and aldehyde

Glyceraldehyde 3-phosphate dehydrogenase
(NAD+ or NADP+)

D Dehydrogenation of acyl-CoA, acyl-ACP, or
carboxylic acid

Reduction of desmosterol to cholesterol by NADPH

Reduction of desmosterol to
cholesterol by NADPH

A

TABLE 15-1
Some Biochemical Hydrogen Transfer Reactionsa

Acyl-CoA dehydrogenases (Flavin)

Succinic dehydrogenase (Flavin)

(Y = —S—CoA or —OH) Opposite: enoyl reductase (NADPH)

tend to accept hydrogen atoms from one substrate and
to pass them to a second substrate while attached to a
single enzyme.

The oxidation–reduction potential of a pyridine
nucleotide coenzyme system is determined by the
standard redox potential for the free coenzyme (Table
6-8) together with the ratio of concentrations of oxi-
dized to reduced coenzyme ([NAD+] / [NADH], Eq.
6-64).  If these concentrations are known, a redox

a Reaction type 9 A,B of Table on the inside cover at the end of the book:  A hypothetical hydride ion H– is transferred from the substrate to a
coenzyme of suitable reduction potential such as NAD+, NADP+, FAD, or riboflavin 5’-phosphate.  The reverse of hydrogenation is shown
for E.  Many of the reactions are reversible and often go spontaneously in the reverse direction from that shown here.

HC NH2 C NHH – +

C O

H+ H2O

NH4
+

HC OH H – + C O

H+

R SH C

O

C

OH

SR

C

O

SR

+
H

H – +

H+

H

R C

H
H

C C Y

O

H
H

R C

H

C C Y

O

H

H +–

H+

C CH R– CH CHR+
H+

H
H

E

B
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potential can be defined for the NAD+ system within
a cell.  This potential may vary in different parts of the
cell because of differences in the [NAD+] / [NADH]
ratio, but within a given region of the cell it is constant.
On the other hand, the redox potentials of flavoproteins
vary.  Since the flavin coenzymes are not dissociable,
two flavoproteins may operate at very different poten-
tials even when they are physically close together.

Why are there two pyridine nucleotides, NAD+

and NADP+, differing only in the presence or absence
of an extra phosphate group?  One important answer
is that they are members of two different oxidation–
reduction systems, both based on nicotinamide but
functionally independent.  The experimentally measured
ratio [NAD+] / [NADH] is much higher than the ratio
[NADP+] / [NADPH].  Thus, these two coenzyme
systems also can operate within a cell at different
redox potentials.  A related generalization that holds
much of the time is that NAD+ is usually involved in
pathways of catabolism, where it functions as an oxidant,
while NADPH is more often used as a reducing agent in
biosynthetic processes.  See Chapter 17, Section I for
further discussion.

A.  Pyridine Nucleotide Coenzymes and
Dehydrogenases

In 1897, Buchner discovered
that “yeast juice,” prepared by
grinding yeast with sand and filter-
ing, catalyzed fermentation of sugar.
This was a major discovery which
excited the interest of many other
biochemists.1  Among them were
Harden and Young, who, in 1904,
showed that Buchner’s cell-free yeast
juice lost its ability to ferment glucose
to alcohol and carbon dioxide when
it was dialyzed.  Apparently, fer-
mentation depended upon a low-
molecular-weight substance that
passed out through the pores of the
dialysis membrane.  Fermentation
could be restored by adding back
to the yeast juice either the concen-
trated dialysate or boiled yeast juice
(in which the enzyme proteins had
been destroyed).  The heat-stable
material, which Harden and Young
called cozymase, was eventually
found to be a mixture of inorganic
phosphate ions, thiamin diphosphate,
and NAD+.  However, characteriza-
tion of NAD+ was not accomplished
until 1935.

Pure NADP+ was isolated from red blood cells in
1934 by Otto Warburg and W. Christian, who had been
studying the oxidation of glucose 6-phosphate by
erythrocytes.1a  They demonstrated a requirement for
a dialyzable coenzyme which they characterized and
named triphosphopyridine nucleotide (TPN+, but
now officially NADP+; Fig. 15-1).  Thus, even before
its recognition as an important vitamin in human nutri-
tion, nicotinamide was identified as a component of
NADP+.

Warburg and Christian recognized the relationship
of NADP+ and NAD+ (then called DPN+) and proposed
that both of these compounds act as hydrogen carriers
through alternate reduction and oxidation of the pyri-
dine ring.  They showed that the coenzymes could be
reduced either enzymatically or with sodium dithionite
Na2S2O4.

S2O4
2– + NAD+ + H+ → NADH + 2 SO2

The reduced coenzymes NADH and NADPH were
characterized by a new light-absorption band at 340
nm.  This is not present in the oxidized forms, which
absorb maximally at 260 nm (Fig. 15-2).  The reduced
forms are stable in air, but their reoxidation was found

A.  Pyridine Nucleotide Coenzymes and Dehydrogenases

(15-3)

Figure 15-1  The hydrogen-carrying coenzymes NAD+ (nicotinanide adenine
dinucleotide) and NADP+ (nicotinamide adenine dinucleotide phosphate).
We use the abbreviations NAD+ and NADP+, even though the net charge on
the entire molecule at pH 7 is negative because of the charges on oxygen atoms
of the phospho groups.
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to be catalyzed by certain yellow enzymes which were
later identified as flavoproteins.

1. Three-Dimensional Structures of
Dehydrogenases

Most NAD+- or NADP+- dependent dehydrogenases
are dimers or trimers of 20-  to 40-kDa subunits.  Among
them are some of the first enzymes for which complete
structures were determined by X-ray diffraction
methods.  The structure of the 329-residue per subunit
muscle (M4) isoenzyme of lactate dehydrogenases
(see Chapter 11) from the dogfish was determined to
0.25 nm resolution by Rossmann and associates in
1971.2 – 4  More recently, structures have been determined
for mammaliam muscle and heart type (H4) isoen-
zymes,5 for the testicular (C4) isoenzyme from the

mouse,6 and for bacterial lactate dehydrogenases.6– 8

In all of these the polypeptide is folded nearly identi-
cally.  The structures of the homologous cytosolic and
mitochondrial isoenzymes of malate dehydrogenase
are also similar,9–11 as are those of the bacterial en-
zyme.12,13  All of these proteins consist of two structural
domains and the NAD+ is bound to the nucleotide-
binding domain in a similar manner as is shown in
Fig. 2-13 for glyceraldehyde phosphate dehydrogenase.
The coenzyme-binding domains of the dehydrogenases
of known structures all have this nearly constant
structural feature (often called the Rossmann fold)
consisting of a six-stranded parallel sheet together
with several α helical coils14 (Figs. 2-13 and 2-27).

The coenzyme molecule curls around one end of
the nucleotide-binding domains in a “C” conformation
with the nicotinamide ring lying in a pocket (Figs. 2-13,
15-3).  Even before the crystal structure of lactate dehy-
drogenase was known, the lack of pH dependence of
coenzyme binding from pH 5 to 10 together with
observed inactivation by butanedione suggested that
the pyrophosphate group of NAD+ binds to a guani-
dinium group of an arginine residue.  This was identi-
fied by X-ray diffraction studies as Arg 101.  This ion
pairing interaction, as well as the hydrogen bond
between Asp 53 and the 2' oxygen atom of a ribose ring
(Fig. 15-3), is present in all of the lactate and malate
dehydrogenases.

The adenine ring of the coenzyme is bound in a
hydrophobic pocket with its amino group pointed out
into the solvent.  A second structural domain holds
additional catalytic groups needed to form the active site.

2.  Stereospecificity and Mechanism

When NAD+ is reduced in 2H2O  by dithionite
(Eq. 15-3) an atom of 2H is introduced into the reduced
pyridine.  Chemical degradation showed the 2H to be
present at the 4 position of  the ring para to the nitrogen
atom15 (see Fig. 15-1).  As shown by Westheimer and
associates, during enzymatic reduction of NAD+ by
deuterium-containing ethanol, CH3– C2H2OH, one of
the 2H atoms is transferred into the NADH formed,
thus establishing the direct transfer of a hydrogen atom.16,17

When the NAD2H formed in this way is reoxidized
enzymatically with acetaldehyde, with regeneration
of NAD+ and ethanol, the 2H is completely removed.

This was one of the first recognized examples of
the ability of an enzyme to choose between two iden-
tical atoms at a pro-chiral center (Chapter 9).  The two
sides of the nicotinamide ring of NAD were designated
A and B and the two hydrogen atoms at the 4 position
of NADH as HA (now known as pro-R) and HB (pro-S).
Alcohol dehydrogenase always removes the pro-R
hydrogen.  Malate, isocitrate, lactate, and D-glycerate
dehydrogenases select the same hydrogen.  However,

Figure 15-2  Absorption spectra of NAD+ and NADH.
Spectra of NADP+ and NADPH are nearly the same as these.
The difference in absorbance between oxidized and reduced
forms at 340 nm is the basis for what is probably the single
most often used spectral measurement in biochemistry.
Reduction of NAD+ or NADP+ or oxidation of NADH or
NADPH is measured by changes in absorbance at 340 nm in
many methods of enzyme assay.  If a pyridine nucleotide is
not a reactant for the enzyme being studied, a coupled
assay is often possible.  For example, the rate of enzymatic
formation of ATP in a process can be measured by adding to
the reaction mixture the following enzymes and substrates:
hexokinase + glucose + glucose-6-phosphate dehydrogenase
+ NADP+.  As ATP is formed, it phosphorylates glucose via
the action of hexokinase.  NADP+ then oxidizes the glucose
6-phosphate that is formed with production of NADPH,
whose rate of appearance is monitored at 340 nm.
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BOX 15-A  NICOTINIC ACID AND NICOTINAMIDE

A.  Pyridine Nucleotide Coenzymes and Dehydrogenases

Nicotinic acid was prepared in 1867 by oxida-
tion of nicotine.  Although it was later isolated by
Funk and independently by Suzuki in 1911–1912
from yeast and rice polishings, it was not recog-
nized as a vitamin.  Its biological significance was
established in 1935 when nicotinamide was identi-
fied as a component of NAD+ by von Euler and
associates and of NADP+ by Warburg and Christian.a

Both forms of the vitamin are stable, colorless com-
pounds highly soluble in water.

In 1937, Elvehjem and coworkers demonstrated
that nicotinic acid cured canine “blacktongue.”  In
the same year it was found to cure human pellagra,
a terrible disease characterized by weakness, indi-
gestion, and loss of appetite followed by dermatitis,

a Schlenk, F. (1984) Trends Biochem. Sci. 9, 286 – 288
b Wagner, A. F., and Folkers, K. (1964) Vitamins and Coenzymes,

Wiley (Interscience), New York (p. 73)
c Rosenkrantz, B. G. (1974) Science 183, 949 – 950
d Teply, L. J. (1993) FASEB J. 7, 1300
e Sauberlich, H. E. (1987) in Pyridine Nucleotide Coenzymes:

Chemical, Biochemical and Medical Aspects, Vol. B (Dolphin, D.,
Avramovic, O., and Poulson, R., eds), pp. 599 – 626, Wiley
(Interscience), New York

Figure 15-3  Diagrammatic structure of NAD+ and L-lactate bound into the active site of lactate dehydrogenase.  See
Eventhoff et al.5

diarrhea, mental disorders, and eventual death.  At
that time pellagra was common in the United States,
especially in the south.  The U.S. Public Health
Service estimated that during 1912–1916 there
were 100,000 victims and 10,000 deaths a year.b,c

The daily requirement for an adult is about
7.5 mg.  The amount is decreased by the presence
in the diet of tryptophan, which can be converted
partially to nicotinic acid (Chapter 25).d,e  Trypto-
phan is about 1/60 as active as nicotinic acid itself.
The one-time prevalence of pellagra in the southern
United States was a direct consequence of a diet
high in maize whose proteins have an unusually
low tryptophan content.
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dehydrogenases acting on glucose 6-phosphate, gluta-
mate, 6-phosphogluconate, and 3-phosphoglyceralde-
hyde remove the pro-S hydrogen.  By 1979 this stereo-
specificity had been determined for 127 dehydrogenases,
about half of which were found A-specific and half
B-specific.18  Isotopically labeled substrates

have usually been used for this purpose but a simple
NMR method has been devised.19,20

How complete is the stereospecificity?  Does the
enzyme sometimes make a mistake? Lactate dehydro-
genase displays nearly absolute specificity, transferring a
proton into the “incorrect” pro-S position no more than
once in 5 x 107 catalytic cycles.21  This suggests a differ-
ence in transition-state energies of about 40 kJ / mol for
the two isomers.  X-ray structural studies suggested
that a major factor determining this stereoselectivity
might be the location of hydrogen-bonding groups
that hold the – CONH2 group of the nicotinamide.  If
these are located in such a way that the nicotinamide
ring has a syn orientation with respect to the ribose
ring to which it is attached (Fig. 15-4), the A face of the
coenzyme will be against the substrate undergoing
oxidation or reduction.  If the ring has an anti confor-
mation, the B side will be against the substrate.18,22

However, the explanation cannot be this simple.  High
specificity is still retained when NADH is modified,
for example, by replacement of the –CONH2 on the
pyridine ring with – COCH3 or – CHO or by use of
α-NADH, in which the ribose–nicotinamide linkage
is α instead of β as in normal NADH.23

An intriguing idea is that the enzyme selectively
stabilizes one of the boat conformations of NADH or
NADPH.  According to stereoelectronic principles the
axially oriented hydrogen in such a boat structure
(pro-R in Fig. 15-4) will be the most readily transferred.
On the basis of this principle, together with the idea
that enzymes adjust the Gibbs energies of intermediate
states to achieve optimum catalytic rates, the following
prediction was made by Benner and associates:24  The
thermodynamically most easily reduced carbonyl compounds
will react by enzymatic transfer of the hydride ion from the
pro-R position of NADH.  Conversely, the most difficultly
reduced carbonyl compounds will receive the hydride
ion from the pro-S position of NADH.  The proposal
has been controversial and it has been argued that
evolutionary relationships play a dominant role in
determining stereoselectivity.23  Theoretical computa-
tions suggest that the boatlike puckering of the ring is

N

CONH2

HBHA

1
2

3
4

5

6

pro-Spro-R

flexible, raising some doubts about the rigidity of the
reactants in the active site.12,25  Nevertheless, it is likely
that the coenzyme as well as bound substrates must
assume very specific conformations before the enzyme
is able to move to the transition state for the reaction.
A great deal of effort has been expended in trying to
understand other factors that may explain the high
stereospecificity of dehydrogenases.12,22,26– 28

When a hydrogen atom is transferred by an enzyme
from the 4 position of NADH or NADPH to an aldehyde
or ketone to form an alcohol, the placement of the
hydrogen atom on the alcohol is also stereospecific.
Thus, alcohol dehydrogenase acting on NAD2H con-
verts acetaldehyde to (R)-mono-[2H]ethanol (Eq. 9-73).
Pyruvate is reduced by lactate dehydrogenase to
L-lactate, and so on.  Even mutations that disrupt the
binding of the carboxylate of lactate, e.g., substitution
of arginine 171 (see Fig. 15-3) by tryptophan or phenyl-
alanine and introduction of a new arginine on the other
side of the active site, do not alter the L-stereospecificity.
However, the specificity for lactate is lost.29

One step or two-step transfer?  Another major
question about dehydrogenases is whether the hydro-
gen atom that is transferred moves as a hydride ion,
as is generally accepted, or as a hydrogen atom with
separate transfer of an electron and with an intermedi-
ate NAD or NADPH free radical.  In one study para-
substituted benzaldehydes were reduced with NADH
and NAD2H using yeast alcohol dehydrogenase as a
catalyst.30  This permitted the application of the Ham-
mett equation (Box 6-C) to the rate data.  For a series
of benzaldehydes for which σ+ varied widely, a value

HS

HR

N

C

O

N
H
H

O

CH2
OH HO

Figure 15-4  The nicotinamide ring of NADH in a syn boat
conformation suitable for transfer of an axially oriented pro-R
hydrogen atom from its A face as H–.  The flow of electrons
is shown by the solid arrows.  The dashed arrows indicate
competing resonance which favors planarity of the ring and
opposes the H– transfer.  Hydrogen bonds from the protein
to the carboxamide group (dashed lines) affect both this
tendency and the conformation of the nucleotide.
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of ρ = +2.2 was observed for the rate constant with
both NADH and NAD2H.  Thus, electron-accepting
substituents in the para position hasten the reaction.
While the significance of this observation is not im-
mediately obvious, the relatively low value of ρ is pro-
bably incompatible with a mechanism that requires
complete transfer of a single electron from NADH to
acetaldehyde in the first step.  A primary isotope effect
on the rates was kH /kD = 3.6, indicating that the C–H
bond in NADH is broken in the rate-limiting step.
The fact that the isotope effect is the same for all of the
substituted benzaldehydes also argued in favor of a
hydride ion transfer.

Studies of the kinetics of nonenzymatic model
reactions of NADH with quinones31,32 have also been
interpreted to favor a single-step hydride ion transfer.
Application of Marcus theory (Chapter 9, Section D,4)
to data from model systems also supports the hydride
transfer mechanism.33,34  Quantum mechanical tunneling
may be involved in enzymatic transfer of protons,
hydride ions, and electrons.35–36  Tunneling is often
recognized by unusually large primary or secondary
kinetic isotope effects.  According to semi-classical theory
(Chapter 12), the maximum effects for deuterium and
tritium are given by the following ratios:

(k2H
/k1H

)  =  ( k3H
/k2H

) 3.3 ≈ 7.

Higher ratios, which suggest tunneling, are frequently
observed for dehydrogenases.36a,b  Tunneling is apparently
coupled to fluctuations in motion within the enzyme-
substrate complex.  Study of effects of pressure on
reactions provides a new approach that can aid
interpretation.36c,36d

Coenzyme and substrate analogs. The structures
of enzyme·NAD+·substrate complexes (Fig. 15-3) may
be studied by X-ray crystallography under certain
conditions or can be inferred from those of various
stable enzyme-inhibitor complexes or from enzyme
reconstituted with NAD+ that has been covalently

linked to the substrate.  In the following diagram,27

NAD+ (I) is shown with L-lactate lying next to its A
face, ready to transfer a hydride ion to the pro-R posi-
tion in NADPH.  Also shown (II) is 5-(S)-lac-NAD+,
with the covalently linked lactate portion in nearly the
same position as in diagram I.  This NAD derivative
was used to obtain the first 0.27-nm structure with a
bound substrate-like molecule in lactate dehydro-
genase.37  Since then the structures of many complexes
with a variety of dehydrogenases have been studied.
In coenzyme analog III the ring is bound to ribose
with a C – C bond and it lacks the positive charge on
the nicotinamide ring in NAD+.  It does not react with
substrate.  However, it binds to the coenzyme site of
alcohol dehydrogenase and forms with ethanol a
ternary complex whose structure has been solved.38

A related approach is to study complexes formed
with normal NAD+ but with an unreactive second
substrate.  An example is oxamate, which binds well
to lactate dehydrogenase to form stable ternary com-
plexes for which equilibrium isotope effects have been
studied.39

In the structure of the lactate dehydrogenase active
site shown in Fig. 15-3, the lactate carboxylate ion is
held and neutralized by the guanidinium group of Arg
171, and the imidazole group of His 195 is in position
to serve as a general base catalyst to abstract a proton
from the hydroxyl group of the substrate (Eq. 15-4).
This imidazole group is also hydrogen bonded to the
carboxylate of Asp 168 as in the “charge-relay” system
of the serine proteases (Fig. 12-10).  The same features
are present in the active site of malate dehydrogenases
and have been shown essential by study of various
mutant forms.11,40 – 42   The His:Asp pair of the dehydro-
genases is not part of the nucleotide-binding domain
but is present in the second structural domain, the
“catalytic domain.”  This is another feature reminiscent
of the serine proteases.  A bacterial D-glycerate dehydro-
genase also has a similar structure and the same cata-
lytic groups.  However, the placement of the catalytic
histidine and the arginine that binds the α-carboxylate
group of the substrate is reversed, allowing the enzyme
to act on the D-isomer.43

Conformational changes during dehydrogenase
action. Dehydrogenases bind coenzyme and substrate
in an ordered sequence.  The coenzyme binds first,
then the oxidizable or reducible substrate.  The binding
of the coenzyme to lactate dehydrogenase is accom-
panied by a conformational change by which a loop,
involving residues 98 – 120 and including one helix,
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folds over the coenzyme like a lid.41,44  This conforma-
tional change must occur during each catalytic cycle,
just as in the previously discussed cases of citrate
synthase (Chapter 13) and aspartate aminotransferase
(Chapter 14).  One effect of folding of the loop is to
bring the side chain of Arg 109 into close proximity
to His 195 and to the OH group of the bound lactate
(Eq. 15-4).  The closing of the loop also forces the
positively charged nicotinamide ring more deeply into
a relatively nonpolar pocket.  This may induce a move-

ment of the positive charge toward the 4'
carbon of the ring, assisting in the transfer
of the hydride ion (Eq. 15-4).41  At the end of
this transfer both Arg 109 and His 196 are
positively charged and electrostatic repulsion
between them may help to move the loop
and release the products.  If the reaction pro-
ceeds in the opposite direction the presence
of two positive charges will assist in the
hydride ion transfer.  The importance of Arg
109 is demonstrated by the fact that a mutant
with glutamine in place of Arg 109 has a value
of kcat only 1/ 400 that of native enzyme.45

The loop closure also causes significant
changes in the Raman spectra of the bound
NAD+, especially in vibrational modes that
involve the carboxamide group of the nicoti-
namide ring.  These have been interpreted as
indicating an increased ridigity of binding of
the coenzyme in the closed conformation.46

As with many other enzymes acting on polar
substrates, a characteristic of the pretransition
state complex appears to be formation of a
complex with a network of hydrogen bonds
extending into the protein, exclusion of most
water molecules, and tight packing of protein
groups around the substrate.  It is also signi-
ficant that an overall net electrical charge on
the ES complexes must be correct for tight
binding of substrates to occur for lactate or
malate dehydrogenase.44  Positive and negative
charges are balanced except for one excess posi-
tive charge which may be needed for catalysis.

Zinc-containing alcohol dehydro-
genases. Liver alcohol dehydrogenase is a
relatively nonspecific enzyme that oxidizes
ethanol and many other alcohols.  The much
studied horse liver enzyme47–60 is a dimer of
374-residue subunits, each of which contains
a “catalytic” Zn2+ ion deeply buried in a crevice
between the nucleotide-binding and catalytic
domains.  The enzyme also contains a “struc-
tural” Zn2+ ion48 that is bound by four sulfur
atoms from cysteine side chains but does not
represent a conserved feature of all alcohol
dehydrogenases.  The catalytic Zn2+ is ligated

by sulfur atoms from cysteines 46 and 174 and by a
nitrogen atom of the imidazole group of His 67 (Fig. 15-
5).  In the free enzyme a water molecule is thought to
occupy the 4th coordination position and its dissocia-
tion to form the Zn+–HO– complex (Eq. 15-5) may
account for a pKa of 9.2 in the free enzyme and of 7.6
in the NAD+ complex.48  The apparent pKa drops
further to about 6.4 in the presence of the substrate

(15-4)

Zn2+ –OH2 → Zn+–OH + H+
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ethanol.  The assignment of this pKa value has been
controversial.48,49  Histidine 51 (Fig. 15-5), Glu 68 and
Asp 49 have side chains close to the zinc and, as we have
seen (Chapter 7), macroscopic pKa values of proteins
can be shared by two or more closely placed groups.

Substrate binding also induces a conformational
change in this enzyme.  When both coenzymes and
substrate bind the “closed” conformation of the enzyme
is formed by a rotation of the catalytic domains of the
two subunits relative to the coenzyme-binding do-
mains.50–51a  Structures of ternary complexes with inhibi-
tors and with substrates have also been established.
For example, liver alcohol dehydrogenase was crystal-
lized as the enzyme·NAD+· p-bromobenzyl alcohol
complex with saturating concentrations of substrates
in an equilibrium mixture51b and studied at low reso-
lution.  Transient kinetic studies or direct spectroscopic
determinations led to the conclusion that the internal
equilibrium (E·NAD+·alcohol = E·NADH·aldehyde)
favors the NAD+·alcohol complex.52  Subsequently,
the complex was studied at higher resolution, and
the basic structural features were confirmed with a

Figure 15-5  Structure of the complex of horse liver alcohol dehy-
drogenase with NAD+ and the slow substrate p-bromobenzyl alcohol.
The zinc atom and the nicotinamide ring of the bound NAD+ are
shaded.  Adjacent to them is the bound substrate.   Courtesy of Bryce
Plapp.  Based on Ramaswamy et al.53

F198

I224

D223
K228

OO

H H

O O

O O

O

H3N

O

OP

P

O

O
O

N

N

N

N

NH2

H2N

H2N
N

+

N

N

R271
O

O

I269

H

O O

O
O

H

H
H

N
H

H

N
H

H51

S

S48

S
C46

C 174

O
N

Zn

NH O

O

H67

F93

L141L57

Br

V294

I318

N O

+

SM306

NH

HN

H

R47

+

–

+
–

– R369

–

H

D49

H

H
H

H
H

O317

O292

N
H

NH

H
O

H
NH
H + E68

N

N

O

O

H

H
–

H

H
N

2

structure of the enzyme complexed with NAD+ and
2,3,4,5,6-pentafluorobenzyl alcohol.53  From the crystal
structures of the NAD+ · p-bromobenzyl alcohol com-
plex and the previously mentioned complex with
ethanol and analog III it appears that the oxygen of the
alcohol substrate coordinates with the Zn2+, displacing
the bound water.  Binding of the chromophoric aldehyde
4-trans-(N, N-dimethylamino) cinnamaldehyde shifts
the wavelength of maximum absorbance by 66 nm,

suggesting that Zn2+ binds directly to the
oxygen of this ligand (Eq. 15-6).54 Reso-
nance-enhanced Raman spectroscopy (Chap-
ter 23) of the complex of dimethylamino-
benzaldehyde with alcohol dehydrogenase
also supports an intermediate in which the
Zn2+ becomes coordinated directly with the
substrate oxygen (Eq. 15-6).55 Rapid scanning
spectrophotometry of complexes with an-
other chromophoric substrate, 3-hydroxy-4-
nitrobenzyl alcohol, also suggested that the
alcohol first formed a complex with an undis-
sociated alcoholic – OH group (Eq. 15-7, step
a) and then lost a proton to form a zinc
alcoholate complex (step b)56 which could
react by hydride ion transfer (step c).

Eklund et al. suggested that the side
chains of Ser 48 and His 51 act as a proton relay
system to remove the proton from the alcohol,
in step b of Eq. 15-7, leaving the transient
zinc-bound alcoholate ion, which can then
transfer a hydride ion to NAD+, in step c.52

The shaded hydrogen atom leaves as H+.
The role of His 51 as a base is supported by
studies of the inactivation of the horse liver
enzyme by diethyl pyrocarbonate57 and by
directed mutation of yeast and liver enzymes.
When His 51 was substituted by Gln the pKa
of 7 was abolished and the activity was
decreased ten-fold.58

The functioning of zinc ions in enzymes
has been controversial and other mechanisms
have been proposed.  Makinen et al. suggested
a transient pentacoordinate Zn2+ complex
on the basis of EPR measurements on en-
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zyme containing Co2+.  Such a complex, in which the
side chain of nearby Glu 68 would participate, would
allow the coordinated water molecule to act as the
base in deprotonation of the alcohol.59  Molecular
dynamics calculations indicate that Glu 68 can coordi-
nate the zinc ion in this fashion, but Ryde suggests that
its function may be to assist the exchange of ligands,
i.e., the release of an alcohol or aldehyde product.60  A
variety of kinetic and spectroscopic studies have pro-
vided additional information that makes alcohol dehy-
drogenase one of the most investigated of all enzymes.

Liver alcohol dehydrogenase is important to the
metabolism of ethanol by drinkers.  Human beings
exhibit small individual differences in their rates of
alcohol metabolism which may reflect the fact that
there are several isoenzymes and a number of genetic
variants whose distribution differs from one person
to the next as well as among tissues.61– 64  Inhibition of
these isoenzymes by uncompetitive inhibitors, discussed
in Chapter 9, is a goal in treatment of poisoning by meth-
anol or ethylene glycol.  Inhibition of the dehydrogenases
slows the two-step oxidation of these substrates to toxic
carboxylic acids.65

  Yeast contains two cytosolic alcohol dehydrogen-
ase isoenzymes.66  Alcohol dehydrogenase I, present
in large amounts in cells undergoing fermentation,

functions to reduce acetaldehyde in the fermentation
process.  Alcohol dehydrogenase II is synthesized by
cells growing on such carbon sources as ethanol itself
and needing to oxidize it to obtain energy.  A third
isoenzyme is present in mitochondria.  An alcohol
dehydrogenase isoenzyme of green plants is induced
by anaerobic stress such as flooding.  It permits ethan-
olic fermentation to provide energy temporarily to
submerged roots and other tissues.67  Some bacteria
contain an NADP+-dependent, Zn2+-containing alcohol
dehydrogenase.67a

Other alcohol dehydrogenases and aldo-keto
reductases.  The oxidation of an alcohol to a carbonyl
compound and the reverse reaction of reduction of a
carbonyl group are found in so many metabolic path-
ways that numerous specialized dehydrogenases exist.
A large group of “short-chain” dehydrogenases and
reductases had at least 57 known members by 1995.68–69a

Their structures and functions are variable.  Most
appear to be single-domain proteins with a large β
sheet, a nucleotide-binding pocket, and a conserved
pair of residues: Tyr 152 and Lys 156.  These may
function in a manner similar to that of the His-Asp
pair in lactate dehydrogenase.  A possible role of a
cysteine side chain has been suggested for another
member of this group, 3-hydroxyisobutyrate dehydro-
genase, an enzyme of valine catabolism.70

Dehydrogenases often act primarily to reduce a
carbonyl compound rather than to dehydrogenate an
alcohol.  These enzymes may still be called dehydro-
genases.  For example, in the lactic acid fermentation
lactate is formed by reduction of pyruvate but we still
call the enzyme lactate dehydrogenase.  In our bodies
this enzyme functions in both directions.  However, some
enzymes that act mainly in the direction of reduction
are called reductases.  An example is aldose reductase,
a member of a family of aldo-keto reductases71 – 73

which have (α /β)8-barrel structures.74– 76

The normal physiological function of aldose reduc-
tase is uncertain but it can cause a problem in diabetic
persons by reducing glucose to sorbitol (glucitol),
ribose to ribitol, etc.  The resulting sugar alcohols
accumulate in the lens and are thought to promote
cataract formation and may also be involved in the
severe damage to retinas and kidneys that occurs in
diabetes mellitus.  Inhibitors of aldose reductase delay
development of these complications in animals but the
compounds tested are too toxic for human use.76

The active sites of aldo-keto reductases contain
an essential tyrosine (Tyr 48) with a low pKa value.
The nearby His 110, Asp 43, and Lys 77 may also
participate in catalysis.76,77  The kinetics are unusual.
Both NAD+ and NADH are bound tightly and the
overall rate of reduction of a substrate is limited by
the rate of dissociation of NAD+.78  Citrate is a natural
uncompetitive inhibitor of aldose reductase.79
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3.  Dehydrogenation of Amino Acids and
Amines

The dehydrogenation of an amine or the reverse
reaction, the reduction of a Schiff base (Table 15-1,
reaction type B), is another important pyridine nucle-
otide-dependent process.  Glutamate dehydrogenase,
a large oligomeric protein whose subunits contain 450
or more residues, is the best known enzyme catalyzing
this reaction.  An intermediate Schiff base of 2-oxo-
glutarate and NH3 is a presumed intermediate.80,81

Similar reactions are catalyzed by dehydrogenases for
alanine,82,83 leucine,84 phenylalanine,85 and other amino
acids.83,86,87

4.  Glyceraldehyde-3-Phosphate Dehydrogenase
and the Generation of ATP in Fermentation
Reactions

The oxidation of an aldehyde to a carboxylic acid,
a highly exergonic process, often proceeds through a
thioester intermediate whose cleavage can then be
coupled to synthesis of ATP.  This sequence is of central
importance to the energy metabolism of cells (Chapters
10 and 17) and is shown in Fig. 15-6.

The best known enzyme catalyzing the first step
of this reaction sequence is glyceraldehyde 3-phosphate
dehydrogenase which functions in the glycolytic
sequence (steps a and b of Fig. 10-3).  It is present in
both prokaryotes and eukaryotes as a tetramer of
identical 36 -  to 37-kDa subunits.  Three-dimensional
structures have been determined for enzyme from
several species, including lobster,47,88 E. coli,89 the
thermophilic bacterium Bacillus stearothermophilus
(Fig. 2-13),90–90a and trypanosomes.91  Recall that alde-
hydes are in equilibrium with their covalent hydrates
(Eq. 15-8, step a).  Dehydrogenation of such a hydrate
yields an acid (Eq. 15-8, step b) but such a mechanism
offers no possibility of conserving the energy available
from the reaction.  However, during catalysis by glycer-
aldehyde-phosphate dehydrogenase the SH group of
Cys 149, in the first step (step a, Fig. 15-6), adds to the
substrate carbonyl group to form an adduct, a thio-
hemiacetal.  This adduct is oxidized by NAD+ to a
thioester, an S-acyl enzyme (step b), which is then
cleaved by the same enzyme through a displacement
on carbon by an oxygen atom of Pi (phosphorolysis;
step c).  The sulfhydryl group of the enzyme is released
simultaneously and the product, the acyl phosphate
1,3-bisphosphoglycerate, is formed.  The imidazole
group of His 176 may catalyze both steps a and b.89,92

A separate enzyme then transfers the phospho group
from the 1 position of 1,3-bisphosphoglycerate to ADP
to form ATP and 3-phosphoglycerate (step d).  The
overall sequence of Fig. 15-6 is the synthesis of one
mole of ATP coupled to the oxidation of an aldehyde
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In green plants and in some bacteria an NADP+-
dependent cytoplasmic glyceraldehyde 3-phosphate
dehydrogenase does not use inorganic phosphate to
form an acyl phosphate intermediate but gives 3-phos-
phoglycerate with a free carboxylate as in Eq. 15-8.93,93a

Because it doesn’t couple ATP cleavage to the dehy-
drogenation, it drives the [NADPH] / [NADP+] ratio
to a high value favorable to biosynthetic processes (see
Chapter 17).
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Figure 15-6 Generation of ATP coupled to oxidation of an
aldehyde to a carboxylic acid.  The most important known
example of this sequence is the oxidation of glyceraldehyde
3-phosphate to 3-phosphoglycerate (Fig. 10-3, steps a and b).
Other important sequences for “substrate-level” phosphory-
lation are shown in Eq. 14-23 and in Fig. 15-16.
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Animal tissues also contain aldehyde dehydrogen-
ases of a nonspecific type which are thought to act to
remove toxic aldehydes from tissues.94,95  Like glycer-
aldehyde 3-phosphate, these enzymes form thioester
intermediates as in Fig. 15-6 but which are hydrolyzed
rather than being converted to acyl phosphates.  A
mutation (E487K) in the mitochondrial enzyme occurs
in about 50% of the Asian population.  Although the
structural alteration is not at the active site, the enzyme
activity is low.  Individuals carrying the mutation are
healthy but have an aversion to alcohol, whose con-
sumption causes an elevated blood level of acetalde-
hyde, facial flushing, dizziness, and other symptoms.
A similar effect is exerted by the drug disulfiram
(Antabuse), which has been used to discourage drink-
ing and whose metabolites are thought to inhibit alde-
hyde dehydrogenase.95

Alcohol dehydrogenases also oxidize aldehydes,
probably most often as the geminal diol forms, accord-
ing to Eq. 15-8.  No ATP is formed.  The same enzymes
can catalyze the dismutation of aldehydes, with equal
numbers of aldehyde molecules going to carboxylic
acid and to the alcohol.96– 98

5.  Reduction of Carboxyl Groups

The last two reaction steps in Fig. 15-6, steps c and
d, are in essence the reverse of the  sequence used for
synthesis of a thioester such as a fatty acyl coenzyme
A.  Thus, the chemistry by which ATP is generated
during glycolysis and that by which it is utilized in
biosynthesis is nearly the same.  Furthermore, a stan-
dard biochemical method for reduction of carboxyl
groups to aldehyde groups is conversion, in an ATP-
requiring process, to a thioester followed by reduction
of the thioester (Table 15-1, reaction type C).  For example,
the sequence of Fig. 15-6 is reversed during gluconeo-
genesis (see Fig. 17-17).    The carboxyl group of the
side chain of aspartate can be reduced in two steps to
form the alcohol homoserine (Figs. 11-3; 24-13).

The aldehyde generated by reduction of a
thioester is not always released from the enzyme but
may be converted on to the alcohol in a second reduc-
tion step.99  This is the case for 3-hydroxy-3-methyl-
glutaryl-CoA reductase (HMG-CoA reductase), a
large 887-residue protein that synthesizes mevalonate
(Eq. 15-9).100 – 102  This highly regulated enzyme controls
the rate of synthesis of cholesterol and is a major target
of drugs designed to block cholesterol synthesis.  The
structure of a smaller 428-residue bacterial enzyme is
known.103,104  Aspartate 766 is a probable proton donor
in both reduction steps and Glu 558 and His 865 may
act as a catalytic pair that protonates the sulfur of
coenzyme A.100

A related oxidation reaction is catalyzed by 
glucose-6-phosphate dehydrogenase, the enzyme
that originally attracted Warburg’s attention and led to
the discovery of NADP+.  The substrate, the hemiacetal
ring form of glucose, is oxidized to a lactone which is
then hydrolyzed to 6-phosphogluconate (Eq. 15-10).104a

This oxidation of an aldehyde to a carboxylic acid is
not linked directly to ATP synthesis as in Fig. 15-6.
The ring-opening step ensures that the reaction goes
to completion.  This reaction is a major supplier of
NADPH for reductive biosynthesis and the large Gibbs
energy decrease for the overall reaction ensures that
the ratio [NADPH] / [NADP+] is kept high within
cells.  This is the only source of NADPH for mature
erythrocytes and a deficiency of glucose 6-phosphate
dehydrogenase is a common cause of drug- and food-
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induced hemolytic anemia in human beings.  About
400 variant forms of this enzyme are known.105  Like
the sickle cell trait (Box 7-B) some mutant forms of
glucose-6-phosphate dehydrogenase appear to confer
resistance to malaria.

6.  Reduction of Carbon–Carbon Double
Bonds

Neither NADP+ nor NAD+ is a strong enough
oxidant to carry out the dehydrogenation of an acyl-CoA
(reaction type D of Table 15-1).  However, NADPH or
NADH can participate in the opposite reaction.  Thus,
NADPH transfers a hydride ion to the β-carbon of an
unsaturated acyl group during the biosynthesis of
fatty acids (Chapter 17) and during elongation of
shorter fatty acids (Chapter 21).106–107b  A discovery
of medical importance is that isonicotinyl hydrazide
(INH), the most widely used antituberculosis drug,
forms an adduct (of an INH anion or radical) with
NAD+ of long-chain enoyl-acyl carrier protein
reductase (enoyl-ACP reductase).133a,b  This enzyme
utilizes NADH in reduction of a C = C double bond
during synthesis of mycolic acids.  The same enzyme
is blocked by triclosan, an antibacterial compound
used widely in household products such as antiseptic
soaps, toothpastes, cosmetics, fabrics, and toys.133c– e

Less frequently NADPH is used to reduce an
isolated double bond.  An example is the hydrogenation
of desmosterol by NADPH (Eq. 15-11), the final step
in one of the pathways of biosynthesis of cholesterol
(Fig. 22-7).  In this and in other reactions of the same

type, hydrogen transfer has been shown to be from the
pro-S position in NADPH directly to C-25 of the sterol.
The proton introduced from the medium (designated
by the asterisks in Eq. 15-11) enters trans to the H– ion
from NADPH.  The proton always adds to the more
electron-rich terminus of the double bond, i.e., it follows
the Markovnikov rule.  This result suggests that proto-
nation of the double bond may precede H– transfer.108

Additional pyridine nucleotide-dependent dehy-
drogenases include glutathione reductase (Figs.
15-10, 15-12), dihydrofolate reductase (Fig. 15-19),
isocitrate dehydrogenase, sn-glycerol-3-phosphate
dehydrogenase (Chapter 21), L-3-hydroxyacyl-CoA
dehydrogenase (Chapter 21), retinol dehydrogenase
(Chapter 23), and a bacterial quinone oxidoreduc-
tase.109  Some of these also contain a flavin coenzyme.

7.  Transient Carbonyl Groups in Catalysis

Some enzymes contain bound NAD+ which oxi-
dizes a substrate alcohol to facilitate a reaction step
and is then regenerated.  For example, the malolactic
enzyme found in some lactic acid bacteria and also in
Ascaris decarboxylates L-malate to lactate (Eq. 15-12).
This reaction is similar to those of isocitrate dehydro-
genase,110 – 112 6-phosphogluconate dehydrogenase,113

and the malic enzyme (Eq. 13-45)114 which utilize  free
NAD+ to first dehydrogenate the substrate to a bound
oxoacid whose β carbonyl group facilitates decarboxy-
lation.  Likewise, the bound NAD+ of the malolactic
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enzyme apparently dehydrogenates the malate to a
bound oxaloacetate which is decarboxylated to pyru-
vate.115  The latter remains in the active site and is
reduced by the bound NADH to lactate which is released
from the enzyme.

Another reason for introducing a carbonyl group
is to form a symmetric intermediate in a reaction that
inverts the configuration about a chiral center.  An
example is UDP-galactose 4-epimerase, an enzyme
that converts UDP-galactose to UDP-glucose (Eq. 15-13;
Chapter 20) and is essential in the metabolism of galac-
tose in our bodies.  The enzyme contains bound NAD+

and forms a transient 4-oxo intermediate and bound
NADH.  Rotation of the intermediate allows nonstereo-
specific reduction by the NADH, leading to epimeriza-
tion.116–117a

The enzyme is a member of the short-chain dehy-
drogenase group with a catalytic Tyr–Lys pair in the
active site.118  Another way that formation of an oxo
group can assist in epimerization of a sugar is through
enolization with nonstereospecific return of a proton
to the intermediate enediol.  A third possible mechanism
of epimerization is through aldol cleavage followed
by aldol condensation, with inversion of configuration.
In each case the initial creation of an oxo group by
dehydrogenation is essential.

Bound NAD+ is also present in S-adenosylhomo-
cysteine hydrolase,119,120 which catalyzes the irrevers-
ible reaction of Eq. 15-14.  Transient oxidation at the 3
position of the ribose ring facilitates the reaction.  The
reader can doubtless deduce the function that has
been established for the bound NAD+ in this enzyme.
However, the role of NAD in the urocanase reaction
(Eq. 15-15) is puzzling.  This reaction, which is the
second step in the catabolism of histidine, following
Eq. 14-44, appears simple.  However, there is no obvious
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mechanism and no obvious role for NAD+.  See Frey
for a discussion.117

8.  ADP Ribosylation and Related Reactions
of NAD+ and NADP+

The linkage of nicotinamide to ribose in NAD+

and NADP+ is easily broken by nucleophilic attack on
C-1 of ribose.  In Chapter 11 enzyme-catalyzed ADP
ribosylation, which can be shown as in Eq. 15-16, is
discussed briefly.  The nucleophilic group –Y from an
ADP-ribosyltransferase carries the ADP-ribosyl group
which can then be transferred by a second displace-
ment onto a suitable nucleophilic acceptor group.121,122

Hydrolysis (Eq. 15-16, step a) gives free ADP-ribose.123

Other known products of enzymatic action are indicated
in steps c– f.  Poly-(ADP ribosylation) is discussed
in Chapter 27.  The structure of cyclic ADP-ribose
(cADPR)124 is shown in Chapter 11, Section E,2.  The
acceptor nucleophile is N-1 of the adenine ring which
is made more nucleophilic by electron donation from
the amino group.  A similar reaction with ADP ribose
(Eq. 15-16, step e) produces a dimeric ADP-ribose
(ADPR)2

125 while reaction with free nicotinic acid
(step f) yields, in an overall base exchange, nicotinic
acid adenine dinucleotide (NAADP+).126,127  Some
of these compounds, e.g., cADPR, NAADP+, and
(ADPR)2, are involved in signaling with calcium
ions.124
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the cyanide adduct, whose absorption maximum
is at 327 nm, has been used to introduce deuterium
into the para position of the pyridine nucleotides.
In the adduct, the hydrogen adjacent to the highly
polarized C – N bond is easily dissociated as a proton.
Thiolate anions and bisulfite also add.  Dithionite ion,
S2O4

2–, can lose SO2 and acquire a proton to form the
sulfoxylate ion HSO2

– which also adds to the 4 position
of the NAD+ ring.130  The resulting adduct is unstable
and loses SO2 to give NADH + H+.  Addition can also
occur at the two ortho positions.  The adducts of HO–

to the 4 position of NAD+ are stable but those to the
2 position undergo ring opening (Eq. 15-18) in base-
catalyzed reactions which are followed by further
degradation.128,131

Another base-catalyzed reaction is the addition of
enolate anions derived from ketones to the 4 position
of the pyridine nucleotides (Eq. 15-19).  The adducts
undergo ring closure and in the presence of oxygen
are converted slowly to fluorescent materials.  While
forming the basis for a useful analytical method for
determination of NAD+ (using 2-butanone), these
reactions also have created a troublesome enzyme
inhibitor from traces of acetone present in commercial
NADH.132
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9.  The Varied Chemistry of the Pyridine
Nucleotides

Despite the apparent simplicity of their structures,
the chemistry of the nicotinamide ring in NAD+ and
NADP+ is surprisingly complex.128,129  NAD+ is ex-
tremely unstable in basic solutions, whereas NADH
is just as unstable in slightly acidic media.  These prop-
erties, together with the ability of NAD+ to undergo
condensation reactions with other compounds, have
sometimes caused serious errors in interpretation of
experiments and may be of significance to biological
function.

Addition to NAD+ and NADP+. Many nucleo-
philic reagents add reversibly at the para (or 4) position
(Eq. 15-17) to form adducts having structures resem-
bling those of the reduced coenzymes.  Formation of
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The reactions of Eq. 15-19 occur nonenzymatically
only under the influence of strong base but dehydro-
genases often catalyze similar condensations relatively
rapidly and reversibly.  Pyruvate inhibits lactate dehy-
drogenase, 2-oxoglutarate inhibits glutamate dehydro-
genase, and ketones inhibit a short-chain alcohol
dehydrogenase in this manner.133,69a

Modification of NADH in acid. Reduced pyri-
dine nucleotides are destroyed rapidly in dilute HCl
and more slowly at pH 7 in reactions catalyzed by buffer
acids.128,131,134  Apparently the reduced nicotinamide
ring is first protonated at C-5, after which a nucleophile
Y– adds at the 6 position (Eq. 15-20).  The nucleophile
may be OH–, and the adduct may undergo further
reactions.  For example, water may add to the other
double bond and the ring may open on either side of
the nitrogen.  The glycosidic linkage can be isomerized
from β to α or can be hydrolytically cleaved.  The early
steps in the modification reaction are partially revers-
ible, but the overall sequence is irreversible.  One of
the products, which has been characterized by crystal
structure determination, is shown in Eq. 15-20.128,135  It
can arise if the group Y of Eq. 15-20 is the C-2' hydroxyl
of the ribose ring and if the configuration of the glyco-
sidic linkage is inverted (anomerized).

The foregoing reactions have attracted interest
because glyceraldehyde-3-phosphate dehydrogenase,
in a side reaction, converts NADH to a substance
referred to as NADH-X which has been shown to be

the 6(R) adduct of Eq. 15-20, where Y is – OH.  In an
ATP-dependent reaction an enzyme from yeast recon-
verts NADH-X to NADH.136

Mercury (II) ions can add in place of H+ in the first
step of Eq. 15-20 and subsequent reactions similar to
those promoted by acid can occur.137

Other reactions of pyridine nucleotides. Alka-
line hexacyanoferrate (III) oxidizes NAD+ and NADP+

to 2-,4-, and 6-pyridones.  The 6-pyridone of N-methyl-
nicotinamide is a well-known excretion product of
nicotinic acid in mammals.  Reoxidation of NADH and
NADPH to NAD+ and NADP+ can be accomplished
with hexacyanoferrate (III), quinones, and riboflavin

but not by H2O2 or O2.  However, O2 does react at
neutral pH with uptake of a proton to form a peroxide
derivative of NADH.138  When heated in 0.1 N alkali at
100°C for 5 min, NAD+ is hydrolyzed to nicotinamide
and adenosine-diphosphate-ribose.

Treatment of NAD+ with nitrous acid deaminates
the adenine ring.  The resulting deamino NAD+ as
well as synthetic analogs containing the following
groups in place of the carboxyamide have been used

widely in enzyme studies.  In fact, almost every part
of the coenzyme molecule has been varied systemati-
cally and the effects on the chemical and enzymatic
properties have been investigated.139– 141 “Caged”
NAD+ and NADP+ have also been made.142  These
compounds do not react as substrates until they are
released (“uncaged”) by photolytic action of a laser
beam (see Chapter 23).

B.  The Flavin Coenzymes

Flavin adenine diphosphate (FAD, flavin adenine
dinucleotide) and riboflavin 5'-monophosphate
(FMN,  flavin mononucleotide), whose structures are
shown in Fig. 15-7, are perhaps the most versatile of all
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the oxidation coenzymes.  The name flavin adenine
dinucleotide is not entirely appropriate because the
D-ribityl group is not linked to the riboflavin in a
glycosidic linkage.  Hemmerich suggested that FAD
be called flavin adenine diphosphate.143

The attention of biochemists was first attracted to
flavins as a result of their color and fluorescence.  The
study of spectral properties of flavins (Fig. 15-8) has
been of importance in understanding these coenzymes.
The biochemical role of the flavin coenzymes was
first recognized through studies of the “old yellow
enzyme”144,145 which was shown by Theorell to contain
riboflavin 5'-phosphate.  By 1938, FAD was recognized
as the coenzyme of a different yellow protein, D-amino
acid oxidase of kidney tissue.  Like the pyridine nucle-
otides, the new flavin coenzymes were reduced by
dithionite to nearly colorless dihydro forms (Figs. 15-7
and 15-8) revealing the chemical basis for their function
as hydrogen carriers.

Flavins are also among the natural light receptors
and display an interesting and much studied photo-
chemistry (Fig. 3-5).143  Flavins may function in some
photoresponses of plants, and they serve as light
emitters in bacterial bioluminescence (Chapter 23).146,147

Three facts account for the need of cells for both
the flavin and pyridine nucleotide coenzymes:  (1)
Flavins are usually stronger oxidizing agents than is
NAD+.  This property fits them for a role in the electron
transport chains of mitochondria where a sequence
of increasingly more powerful oxidants is needed and
makes them ideal oxidants in a variety of other  dehy-
drogenations.  (2) Flavins can be reduced either by
one- or two-electron processes.  This enables them to
participate in oxidation reactions involving free radicals
and in reactions with metal ions.  (3) Reduced flavins

Figure 15-7 The flavin
coenzymes flavin adenine
dinucleotide (FAD) and
riboflavin 5'-phosphate
(FMN).  Dotted lines en-
close the region that is
altered upon reduction.
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are “autooxidizable,” i.e., they can be reoxidized directly
and rapidly by O2, a property shared with relatively
few other organic substances.  For example, NADH
and NADPH are not spontaneously reoxidized by
oxygen.  Autooxidizability allows flavins of some
enzymes to pass electrons directly to O2 and also pro-
vides a basis for the functioning of flavins in hydroxy-
lation reactions.

1. Flavoproteins and Their Reduction
Potentials

Flavin coenzymes are usually bound tightly to
proteins and cycle between reduced and oxidized states
while attached to the same protein molecule.  In a free
unbound coenzyme the redox potential is determined
by the structures of the oxidized and reduced forms of
the couple.  Both riboflavin and the pyridine nucleotides
contain aromatic ring systems that are stabilized by
resonance.  Part of this resonance stabilization is lost
upon reduction.  The value of E°’ depends in part upon
the varying amounts of resonance in the oxidized and
reduced forms.  The structures of the coenzymes have
apparently evolved to provide values of E°’ appropriate
for their biological functions.

The relative strengths of binding of oxidized
and reduced flavin coenzymes to a protein also have
strong effects upon the reduction potential of the
coenzyme.148  If the oxidized form is bound weakly,
but the reduced form is bound tightly, a bound flavin
will have a greater tendency to stay in the reduced
form than it did when free.  The reduction potential
E°’ will be less negative than it is for the free flavin-
dihydroflavin couple.  On the other hand, if the oxi-
dized form of the flavin is bound more tightly by the
protein than is the reduced form, E°’ will be more
negative and the flavoenzyme will be a less powerful
oxidizing agent.  In fact, the values of E°’ at pH 7 for
flavoproteins span a remarkably wide range from – 0.49
to + 0.19 V.  The state of protonation of the reduced
flavin when bound to the enzyme will also have a
major effect on the oxidation–reduction potential.
For example, acyl-CoA dehydrogenases are thought to
form an anionic species of reduced FAD (FADH–)
which is tightly bound to the protein.149

Every flavoprotein accepts electrons from the
substrate that it oxidizes and passes these electrons
on to another substrate, an oxidant.  In the following
sections we will consider for several enzymes how the
electrons may get into the flavin from the oxidizable
substrate and how they may flow out of the flavin into
the final electron acceptor.

2.  Typical Dehydrogenation Reactions
Catalyzed by Flavoproteins

The functions of flavoprotein enzymes are numer-
ous and diversified.151– 153a  A few of them are shown
in Table 15-2 and are classified there as follows: (A)
oxidation of hemiacetals to lactones, (B) oxidation
of alcohols to aldehydes or ketones, (C) oxidation of
amines to imines,  (D) oxidation of carbonyl compounds
or carboxylic acids to α,β-unsaturated compounds,
(E) oxidation of NADH and NADPH in electron trans-
port chains, and  (F) oxidation of dithiols to disulfides
or the reverse reaction.  Three-dimensional structures
are known for enzymes of each of these types.

Reactions of types A–C could equally well be
catalyzed by pyridine nucleotide-requiring dehydro-
genases.  Recall that D-glucose-6-phosphate dehydro-
genase uses NADP+ as the oxidant (Eq. 15-10).  The
first product is the lactone which is hydrolyzed to
6-phosphogluconic acid.  The similar reaction of free
glucose (Table 15-2, reaction type A) is catalyzed by
fungal glucose oxidase, a 580-residue FAD-containing
enzyme.154–155  A bacterial cholesterol oxidase has a
similar structure.156  The important plant enzyme
glycolate oxidase is a dimer containing riboflavin
5'-phosphate.157– 159  It catalyzes a reaction of type B,
which plays an important role in photorespiration
(Chapter 23). Amino acid oxidases (reaction type C)
are well-known.  The peroxisomal D-amino acid oxidase
from kidney was the source from which Warburg first
isolated FAD and has been the subject of much investi-
gation of mechanism and structure.153,160– 163  Many
snake venoms contain an active 140-kDa L-amino-acid
oxidase which contains FAD.  Flavin-dependent amine
oxidases, important in the human body, catalyze the
related reaction with primary, secondary, or tertiary
amines and in which a carboxyl group need not be
present.164– 166a  Reduced flavin produced by all of
these oxidases is reoxidized with molecular oxygen
and hydrogen peroxide is the product.  Nature has
chosen to forego the use of an electron transport chain
(Fig. 10-5), giving up the possible gain of ATP in favor
of simplicity and a more direct reaction with oxygen.
In some cases there is specific value to the organism in
forming H2O2 (see Chapter 18).

In contrast to the flavin oxidases, flavin dehydro-
genases pass electrons to carriers within electron
transport chains and the flavin does not react with O2.
Examples include a bacterial trimethylamine dehy-
drogenase (Fig. 15-9) which contains an iron–sulfur
cluster that serves as the immediate electron accep-
tor167– 169 and yeast flavocytochrome b2, a lactate
dehydrogenase that passes electrons to a built-in heme
group which can then pass the electrons to an external
acceptor, another heme in cytochrome c.170– 173  Like
glycolate oxidase, these enzymes bind their flavin
coenzyme at the ends of 8-stranded αβ barrels similar
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BOX 15-B  RIBOFLAVIN

The bright orange-yellow color and brilliant green-
ish fluorescence of riboflavin first attracted the attention
of chemists.  Blyth isolated the vitamin from whey in
1879 and others later obtained the same fluorescent,
yellow compound from eggs, muscle, and urine.  All of
these substances, referred to as flavins because of their
yellow color, were eventually recognized as identical.
The structure of riboflavin was established in 1933 by R.
Kuhn and associates, who had isolated 30 mg of the
pure material from 30 kg of dried albumin from 10,000
eggs. The intense fluorescence assisted in the final stages
of purification.  The vitamin was synthesized in 1935 by
P. Karrer.a

Riboflavin, a yellow solid, has a low solubility of
~ 100 mg / l at 25°C.  Three crystalline forms are known.
One of these, the “readily soluble form,” is ten times
more soluble than the others and can be used to prepare
metastable solutions of higher concentration.  One crys-
talline form is platelike and occurs naturally in the
tapetum (Box 13-C) of the nocturnal lemur.

Discovery of the role of riboflavin in biological
oxidation was an outgrowth of biochemists’ interest in
respiration.  In the 1920s Warburg provided evidence
that oxygen reacted with an iron-containing respiration
catalyst and it was shown that the dye methylene blue
could often substitute for oxygen as an oxidant (Box 18-A).
Oxidation of glucose 6-phosphate by methylene blue
within red blood cells required both a “ferment” (en-
zyme) and a “coferment,” later identified as NADP+.
A yellow protein, isolated from yeast, was found to
have the remarkable property of being decolorized by
the reducing system of glucose 6-phosphate plus the
protein and coferment from red blood cells.

Warburg and Christian showed that the color of this
old yellow enzyme came from a flavin and proposed
that its cyclic reduction and reoxidation played a role
in cellular oxidation.  When NADP+ was isolated the
proposal was extended to encompass a respiratory
chain.  The two hydrogen carriers NADP+ and flavin
would work in sequence to link dehydrogenation of
glucose to the iron-containing catalyst that interacted
with oxygen.  While we still do not know the physiolog-
ical function of the old yellow enzyme,b the concept of
respiratory chain was correct.

Human beings require about 1.5 mg of riboflavin
per day.  Because of its wide distribution in food, a
deficiency, which affects skin and eyes, is rarely seen.
Riboflavin is produced commercially in large quantities
by fungi such as Eremothecium asbyii which, apparently
because of some metabolic anomaly, produce the vita-
min in such copious amounts that it crystallizes in the
culture medium.

When taken up by the body, riboflavin is converted
into its coenzyme forms (Chapter 25) and any excess is
quickly excreted in the urine.  Urine also contains smaller
amounts of metabolites.  The ribityl group may be cut
by the action of intestinal bacteria acting on riboflavin
before it is absorbed.  The resulting 10-hydroxyethyl
flavin may sometimes be a major urinary product.c,d

The related 10-formylmethyl flavin is also excreted,c as
are small amounts of 7α- and 8α- hydroxyriboflavins,
apparently formed in the body by hydroxylation.  These
may be degraded farther to the 7α- and 8α- carboxylic
acids of lumichrome (riboflavin from which the ribityl
side chain is totally missing).e  A riboflavin glucoside
has also been found in rat urine.f

The choroid layer of the eye (behind the retina) in
many animals contains a high concentration of free
riboflavin.  Cats’ eyes also contain a large amount of
7 α-hydroxyriboflavin (nekoflavin), as do their livers.g

Nekoflavin is also present in human blood.h  Hen egg
white contains a 219-residue riboflavin-binding protein
whose functions are thought to be storage of the vitamin
and delivery to the developing embryo.i– k  Most of the
riboflavin in human blood is bound to proteins such
as albumin and immunoglobulins.   However, during
pregnancy a riboflavin-binding protein similar to that
of the chicken appears, apparently to carry riboflavin to
the fetus.j

Riboflavin is stable to heat but is extremely sensitive
to light, a fact of some nutritional significance.  Do not
leave bottled milk in the sunshine (see Fig. 15-8)!  Many
products of photolysis are formed (Fig. 3-5).  Among
them is lumichrome.

a Yagi, K. (1990) in Flavins and Flavoproteins (Curti, B., Ronchi, S.,
and Zanetti, G., eds), pp. 3 –16, Walter de Gruyter, Berlin

b Kohli, R. M., and Massey, V. (1998) J. Biol. Chem. 273, 32763 –
32770

c Owen, E. C., West, D. W., and Coates, M. E. (1970) Br. J. Nutr. 24,
259 –267

d Roughead, Z. K., and McCormick, D. B. (1991) European Journal
of Clinical Nutrition 45, 299 – 307

e Ohkawa, H., Ohishi, N., and Yagi, K. (1983) J. Biol. Chem. 258,
5623 – 5628

f Ohkawa, H., Ohishi, N., and Yagi, K. (1983) J. Nutr. Sci. Vitami-
nol. 29, 515 – 522

g Matsui, K., and Kasai, S. (1996) J. Biochem. 119, 441– 447
h Zempleni, J., Galloway, J. R., and McCormick, D. B. (1995) Int. J.

Vitamins Nutr. Res. 66, 151 –157
i Matsui, K., Sugimoto, K., and Kasai, S. (1982) J. Biochem. 91,

469 –475
j Miura, R., Tojo, H., Fujii, S., Yamano, T., Miyake, Y., (1984) J.

Biochem. 96, 197– 206
k Monaco, H. L. (1997) EMBO J. 16, 1475–1483
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(See Eq. 17-12 for structures in a closely related reaction.)

D. R CH2 CH2 C S CoA

O

Acyl-CoA dehydrogenases

–2[H]
R CH CH C S CoA

O

C. R C

H

NH2

COOH
–2[H]

R C COOH

NH

H2O R C COOH

O

+   NH3

E. NADH (or NADPH)  +  H+ NAD+ (NADP+)
–2[H]

E.

C
N

O

HS SH

R
H

C
N

O

R
H

S S

–2[H]

GSH

Amino acid oxidases

Dihydrolipoic acid amide

TABLE 15-2
Some Dehydrogenation Reactions Catalyzed by Flavoproteinsa

a These are shown as removal of two H atoms [H] and may occur by transfer of H–, H+ + e–, or 2H+ + 2e–. They represent reaction type 9C of the
table inside the back cover.

to that of triose phosphate isomerase (Fig. 2-28).  Flav-
ocytochrome b2 has an additional domain which car-
ries the bound heme.  Two additional domains
of trimethylamine dehydrogenase have a topology
resembling that of the FAD- and NADH-binding
domains of glutathione reductase shown in Fig. 15-10.
A bacterial mandelate dehydrogenase is structurally
and mechanistically closely related to the glycolate
oxidase family.173a

Reaction type D of Table 15-2, the dehydrogenation
of an acyl-coenzyme A (CoA), could not be accomplished
by a pyridine nucleotide system because the reduction

potential (E°’, pH 7 = – 0.32 V) is inappropriate.  The
more powerfully oxidizing flavin system is needed.
(However, the reverse reaction, hydrogenation of a
C = C bond, is often carried out biologically with a
reduced pyridine nucleotide.)  Dehydrogenation
reactions of this type are important in the energy
metabolism of aerobic cells.  For example, the first
oxidative step in the β oxidation of fatty acids (Fig. 17-1)
is the α,β dehydrogenation of fatty acyl-CoA deriva-
tives.  The pro-R hydrogen atoms are removed from
both the α- and β-carbon atoms to create the double
bond (Table 15-2, type C).

F

C

D

A

E

B

Figure 15-9 Stereoscopic view of the
large domain (residues 1– 383) of tri-
methylamine dehydrogenase from a
methylotrophic bacterium.  The helices
and β strands of the (αβ)8 barrel are drawn
in heavy lines as are the FMN (center) and
the Fe4S4 iron–sulfur cluster at the lower
right edge.  The α/β loop to which it is
bound is drawn with dashed lines.  The
733-residue protein also contains two other
structural domains.  From Lim et al.150

Courtesy of F. S. Mathews.



785

Figure 15-10 The three-
dimensional structure of
glutathione reductase.  Bound
FAD is shown.  NAD+ binds
to a separate domain below
the FAD.  The two cysteine
residues forming the reduc-
ible disulfide loop are indicat-
ed by dots.  From Thieme et
al.182

  Animal mitochondria contain several different
acyl-CoA dehydrogenases with differing preferences
for chain length or branching pattern.174–177  A related
reaction that occurs in the citric acid cycle is dehydro-
genation of succinate to fumarate by succinate dehy-
drogenase (Eq. 15-21).177a  The dehydrogenation also
involves trans removal of one of the two hydrogens,
one pro-S hydrogen and one pro-R.178  The enzyme has
a large 621-residue flavoprotein subunit and a smaller
27-kDa iron–sulfur protein subunit.179– 181

Neither the acyl-CoA dehydrogenases nor succinate
dehydrogenase react with O2.  Acyl-CoA dehydroge-
nases pass the electrons removed from substrates to
another flavoprotein, a soluble electron transferring
flavoprotein (p. 794), which carries the electrons to
an iron–sulfur protein embedded in the inner mito-
chondrial membrane where they enter the electron-
transport chain.  Succinate dehydrogenase as well as
NADH dehydrogenase (Table 15-2, reaction E)183 are
embedded in the same membrane and also pass their
electrons to iron–sulfur clusters and eventually to
oxygen through the electron transport chain of the mito-
chondria (Chapter 18). Fumarate reductase184 has
properties similar to those of succinate dehydrogenase
but catalyzes the opposite reaction in “anaerobic respi-
ration” (Chapter 18),184 as do similar reductases of
bacteria185 and of some eukaryotes.186

Dihydrolipoyl dehydrogenase (lipoamide dehy-
drogenase), glutathione reductase, and human 
thioredoxin reductase187– 190 belong to a subclass

of flavoproteins that act on dithiols or disulfides.
The reaction catalyzed by the first of these is illustrated
in Table 15-2 (reaction type F).  The other two enzymes
usually promote the reverse type of reaction, the re-
duction of a disulfide to two SH groups by NADPH
(Eq. 15-22).  Glutathione reductase splits its substrate
into two halves while reduction of the small 12-kDa
protein thioredoxin (Box 15-C) simply opens a loop
in its peptide chain.  The reduction of lipoic acid opens
the small disulfide-containing 5-membered ring in that
molecule.  Each of these flavoproteins also contains
within its structure a reducible disulfide group that
participates in catalysis.

Each 50-kDa chain of the dimeric glutathione
reductase is organized into three structural domains
(Fig. 15-10).191– 193  Two of the domains each contain
a nucleotide-binding motif resembling those of the
NAD+-dependent dehydrogenases.  One of these
domains binds NADPH and the other FAD.  The latter
domain also contains the reducible disulfide which is
formed from Cys 58 and Cys 63.  It serves as an inter-
mediate hydrogen carrier which can in turn reduce
oxidized glutathione.  A trypanothione reductase
from trypanosomes and related flagellated protozoa
has a similar structure and acts on trypanothione,
which replaces glutathione in these organisms.188,194-196

Because it is unique to trypanosomes, this enzyme is
a target for design of drugs against these organisms

G S S G

Oxidized glutathione

G SH2
Glutathione

(See Box 11-B for structure)

NADPH + H+

NADP+

Glutathione reductase

B.  The Flavin Coenzymes
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–OOC

COO–HS

HS

HR

HR

H

H COO–

–OOCSuccinate
dehydrogenase

–2[H]

(15-21)
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BOX 15-C  THIOREDOXIN AND GLUTAREDOXIN

The small proteins thioredoxin and glutaredoxin
are present in relatively high concentrations in bac-
teria, plants, and animals.  For example, thioredoxin
has a concentration of 15 µM in E. coli.  Both proteins
were discovered by their role as reducing agents in
conversion of the ribonucleotides AMP, GMP, CMP,
and UMP to the corresponding 2-deoxyribonucleo-
tides which are needed for synthesis of DNA:a,b

  The redox group in thioredoxin is a disulfide
loop located on a protrusion at one end of the mole-
cule.  In the 108-residue E. coli thioredoxin, as well
as in the 105-residue human thioredoxin,c it is formed
by cysteines 32 and 35 which are present in the
conserved sequence CGPC.  The – SH groups of
these two interacting cysteines have pKa values of
~ 6.9 and 7.5, the former belonging predominantly
to the more exposed Cys 32.d  The buried Asp 26
carboxyl group, which may be a proton donor to
Cys 35 during reduction of the disulfide form,e

forms a salt bridge with the Lys 57 – NH3
+ and

has a high pKa of ~ 7.4.e– g

The pKa assignments, which have been contro-
versial, are discussed in Chapter 7.  This disulfide
loop is reduced by NADPH through the action of
the flavoprotein enzyme thioredoxin reductase.

NAD(P)H + H+

Thioredoxin reductase

NAD(P)+Thioredoxin-(SH)2

Thioredoxin-S22’-Deoxy-AMP

AMP

The resulting thiol pair of the reduced thioredoxin
is the reductant used for ribonucleotide reductase
(Chapter 16).  The standard redox potential E°’ of
E. coli thioredoxin is – 0.27 V, appropriately low for
coupling to the NADPH / NADP+ system.

Reduced thioredoxin has a variety of functions.h

It is the reductant for conversion of methionine sulf-
oxide to methionine in bacteria, for reduction of
sulfate in yeast, and for additional specific enzymatic
reactions.b,h  However, its major function may be to
reduce disulfide linkages in various proteins.i   Several
photosynthetic enzymes are activated by reduction
of disulfide linkages via photosynthetically generated
reduced ferredoxin and thioredoxinj,k (Chapter 23).
Reduced thioredoxin may also play a similar role
in nonphotosynthetic cells.  It may reduce mixed
disulfides such as those formed between glutathione
and proteins (Box 11-B).l– n  Thioredoxin may partici-
pate in regulation of the level of nitric oxide (NO)
in tissuesm and it is needed in the assembly of fila-
mentous bacteriophages.b,o  For reasons that are
not clear, thioredoxin is also an essential subunit
for a virus-induced DNA polymerase formed in
E. coli following infection by bacteriophage T7 (see
Chapter 27).

It was a surprise to discover that a mutant of
E. coli lacking thioredoxin can still reduce ribonu-
cleotides.  In the mutant cells thioredoxin is replaced
by glutaredoxin, whose active site disulfide linkage
is reduced by glutathione rather than directly by
NADPH.  Oxidized glutathione is, in turn, reduced
by NADPH and glutathione reductase.  Thus, the
end result is the same with respect to ribonucleotide
reduction.

However, the two proteins have significantly differ-
ent specificities and functions.  The disulfide loop
in glutaredoxin, whose eukaryotic forms are often
called thioltransferases,p has the sequence CPYC.
Although glutaredoxins are weaker reductants of
mixed disulfides of proteins with glutathione than
are thioredoxins,q– s they are more specific.

Both thioredoxin and glutaredoxin are members
of a larger group of thiol:disulfide oxidoreductases
which are found in all known organisms.  In E. coli
there are one thioredoxin, three different gluta-
redoxins,h,t and the periplasmic protein disulfide

NADPH + H+

Glutathione reductase

NAD(P)+

Glutaredoxin-(SH)2

2G—SH

G—S—S—G

Glutaredoxin-S2

Oxidized E. coli thioredoxin. From Langsetmo et al.f
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BOX 15-C  (continued)
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which cause such terrible diseases as African sleeping
sickness and Chagas disease.195,197

Another flavoprotein constructed on the glutathione
reductase pattern is the bacterial plasmid-encoded
mercuric reductase which reduces the highly toxic
Hg2+ to volatile elemental mercury, Hg0.  A reducible

disulfide loop corresponding to that in glutathione
reductase is present in this enzyme but there is also
a second pair of cysteines nearby.  All of these may
participate in binding and reduction of Hg2+.198–199a

B.  The Flavin Coenzymes

isomerases DsbA and DsbC, which were discussed
in Chapter 10.u– w  Similar enzymes are found in the
endoplasmic reticulum of eukaryotic cells.u,x  Like
thioredoxins, they contain disulfide loops which
contain the sequences CGHC and CGYC as well as
CPHC.  Thioredoxin reductase itself also can keep
cytoplasmic bacterial proteins reduced.y  Redox
potentials vary within this family of proteins:n,s,z,aa

E°’, pH 7

Thioredoxins –.27 V

Glutaredoxins –.20 to  –.23 V

Protein disulfide isomerase –.18 V

DsbA –.09 to –.12 V

These differences are correlated with differing func-
tions.  The intracellular reduced thioredoxins are
thermodynamically the best reductants of disulfide
linkages in proteins and they help keep intracellular
proteins reduced.  Glutaredoxin can be reduced
efficiently by reduced glutathione or by NADPH
and glutathione reductase and can, in turn, reduce
cysteine and the oxidized form of vitamin C, 
dehydroascorbic acid (Box 18-D).bb,cc  The peri-
plasmic bacterial proteins DsbA and DsbC have the
highest redox potentials and an unusually low first
pKa for the dithiol pair in their thioredoxinlike
domains.aa  The basis for these properties has been
hard to understand but is consistent with their role
in assisting formation of disulfide bridges in extra-
cellular proteins and with the role of the related
protein disulfide isomerase in the ER.u,dd–ff  These
disulfide exchanges are nucleophilic displacement
reactions (Chapter 12).



788 Chapter 15.  Coenzymes of Oxidation–Reduction Reactions

has been isolated from a bacterial electron-transferring
flavoprotein.225  Commercial FAD may contain some
riboflavin 5'-pyrophosphate which activates some
flavoproteins and inhibits others.226

Methanogenic bacteria contain a series of unique
coenzymes (Section F) among which is coenzyme
F420, a 5-deazaflavin substituted by H at position 7
and – OH at position 8 (8-hydroxy-7,8-didemethyl-5-
deazariboflavin).227,228

This unique redox catalyst links the oxidation of
H2 or of formate to the reduction of NADP+229 and also
serves as the reductant in the final step of methane
biosynthesis (see Section E).228  It resembles NAD+ in
having a redox potential of about –0.345 volts and
the tendency to be only a two-electron donor.  More
recently free 8-hydroxy-7,8-didemethyl-5-deazaribo-
flavin has been identified as an essential light-absorbing
chromophore in DNA photolyase of Methanobacterium,
other bacteria, and eukaryotic algae.230 Roseoflavin
is not a coenzyme but an antibiotic from Streptomyces
davawensis.231  Many synthetic flavins have been used
in studies of mechanisms and for NMR232 and other
forms of spectroscopy.
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Covalently bound modified FAD
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δ1 ε2
 (as in FAD) 3.  More Flavoproteins

Flavoproteins function in virtually
every area of metabolism and we have
considered only a small fraction of the
total number.  Here are a few more.
Flavin-dependent reductases use hydrogen
atoms from NADH or NADPH to reduce
many specific substances or classes of com-
pounds.  The FAD-containing ferredoxin:
NADP+ oxidoreductase catalyzes the reduc-
tion of free NADP+ by reduced ferredoxin generated in
the chloroplasts of green leaves.200,201  Similar enzymes,
some of which utilize reduced flavodoxins, are found in
bacteria.202,203  The FMN-containing subunit of NADH:
ubiquinone oxidoreductase is an essential link in the
mitochondrial electron transport chain for oxidation of
NADH in plants and animals183,204,205 and for related
processes in bacteria.  Glutamate synthase, a key
enzyme in the nitrogen metabolism of plants and
microorganisms, uses electrons from NADPH to reduce
2-oxoglutarate to glutamate in a complex glutamine-
dependent process (see Fig. 24-5).  The enzyme contains
both FMN and FAD and three different iron – sulfur
clusters.205a  Flavin reductases use NADH or NADPH
to reduce free riboflavin, FMN, or FAD needed for
various purposes206,206a including emission of light by
luminous bacteria.207  They provide electrons to many
enzymes that react with O2 such as the cytochromes
P450208,209 and nitric oxide synthase (Chapter 18).
An example is adrenodoxin reductase (see chapter
banner, p. 764), which passes electrons from NADPH
to cytochrome P450 via the small redox protein adreno-
doxin.  This system functions in steroid biosynthesis as is
indicated in Fig. 22-7.209a,b  Other flavin-dependent reduc-
tases have protective functions catalyzing the reduction
of ascorbic acid radicals,210,211 toxic quinones,212– 214

and peroxides.215– 218

4.  Modified Flavin Coenzymes

Mitochondrial succinate dehydrogenase, which
catalyzes the reaction of Eq. 15-21, contains a flavin
prosthetic group that is covalently attached to a histi-
dine side chain.  This modified FAD was isolated and
identified as 8α-(Nε2-histidyl)-FAD.219  The same pros-
thetic group has also been found in several other dehy-
drogenases.220  It was the first identified member of
a series of modified FAD or riboflavin 5'-phosphate
derivatives that are attached by covalent bonds to
the active sites of more than 20 different enzymes.219

These include 8α-(Nε2-histidyl)-FMN,221 8α-
(Nδ1-histidyl)-FAD,222 8α-(O-tyrosyl-FAD),223 and 6-
(S-cysteinyl)-riboflavin 5'-phosphate, which is found
in trimethylamine dehydrogenase (Fig. 15-9).224  An
8-hydroxy analog of FAD (– OH in place of the 8-CH3)
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To avoid this problem, Brustlein and Bruice used a 
5-deazaflavin to oxidize NADH nonenzymatically.237

When this reaction was carried out in 2H2O, no 2H
entered the product at C-5, indicating that a hydrogen
atom (circled in Eq. 15-24) had been transferred directly
from NADH to the C-5 position.  Similar direct transfer
of hydrogen to C-5 of 5-deazariboflavin 5'-phosphate
is catalyzed by flavoproteins such as N-methylglutamate
synthase238 and acyl-CoA dehydrogenase.237– 239

However, these experiments may not have established
a mechanism for natural flavoprotein catalysis because
the properties of 5-deazaflavins resemble those of NAD+

more than of flavins.239  Their oxidation–reduction
potentials are low, they do not form stable free radicals,
and their reduced forms don’t react readily with O2.
Nevertheless, for an acyl-CoA dehydrogenase the rate
of reaction of the deazaflavin is almost as fast as that
of natural FAD.238  For these enzymes a hydride ion
transfer from the β CH (reaction type D of Table 15-1)
is made easy by removal of the α-H of the acyl-CoA to
form an enolate anion intermediate.

The three-dimensional structure of the medium
chain acyl-CoA dehydrogenases with bound substrates
and inhibitors is known.174,175,240  A conserved glutamate
side chain is positioned to pull the pro-R proton from
the α carbon to create the initial enolate anion.174,175,241

The pro-R β C – H lies by N-5 of the flavin ring seem-
ingly ready to donate a hydride ion as in Eq. 15-23.
NMR spectroscopy has been carried out with 13C or
15N in each of the atoms of the redox active part of the
FAD.  The results show directly the effects of strong
hydrogen bonding to the protein at N-1, N-3, and N-5
and also suggest that the bound FADH2 is really FADH–

with the negative charge localized on N-1 by strong
hydrogen bonding.149  Many mutants have been made,242

substrate analogs have been tested,176,243 kinetic
isotope effects have been measured,242a and potentio-
metric titrations have been done.243  All of the results
are compatible with the enolate anion hydride-transfer

N

N
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N O

O

R H+

5

H–

N

N

NH

N O

O

R

H

H

(15-23)

5.  Mechanisms of Flavin Dehydrogenase
Action

The chemistry of flavins is complex, a fact that is
reflected in the uncertainity that has accompanied efforts
to understand mechanisms.  For flavoproteins at least
four mechanistic possibilities must be considered.153a,233

(a) A reasonable hydride-transfer mechanism can be
written for flavoprotein dehydrogenases (Eq. 15-23).
The hydride ion is donated at N-5 and a proton is
accepted at N-1.  The oxidation of alcohols, amines,
ketones, and reduced pyridine nucleotides can all be
visualized in this way.  Support for such a mechanism
came from study of the nonenzymatic oxidation of
NADH by flavins, a reaction that occurs at moderate
speed in water at room temperature.  A variety of
flavins and dihydropyridine derivatives have been
studied, and the electronic effects observed for the
reaction are compatible with the hydride ion mecha-
nism.234– 236

According to the mechanism of Eq. 15-23, a hydride
ion is transferred directly from a carbon atom in a sub-
strate to the flavin.  However, a labeled hydrogen
atom transferred to N-5 or N-1 would immediately
exchange with the medium, rapid exchange being
characteristic of hydrogens attached to nitrogen.
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4a adduct mechanism are the reduced
flavin and an aldehyde, the same as
would be obtained by the hydride ion
mechanism.  However, in Eq. 15-26,
both hydrogens in the original substrate
(that on oxygen and that on carbon)
have dissociated as protons, the electrons
having moved as a pair during the
cleavage of the adduct.  Hamilton argued
that an isolated hydride ion has a large
diameter while a proton is small and
mobile; for this reason dehydrogenation
may often take place by proton transfer
mechanisms.

Experimental support for the mech-
anism of Eq. 15-26 has been obtained
using D-chloroalanine as a substrate
for D-amino acid oxidase.252– 254  Chloro-
pyruvate is the expected product, but
under anaerobic conditions pyruvate

was formed.  Kinetic data obtained with α-2H and
α-3H substrates suggested a common intermediate
for formation of both pyruvate and chloro-pyruvate.
This intermediate could be an anion formed by loss
of H+ either from alanine or from a C-4a adduct.  The
anion could eliminate chloride ion as indicated by the
dashed arrows in the following structure.  This would
lead to formation of pyruvate without reduction
of the flavin.  Alternatively, the electrons from the
carbanion could flow into the flavin (green arrows),
reducing it as in Eq. 15-26.  A similar mechanism
has been suggested for other flavoenzymes.249,255

Objections to the carbanion mechanism are the expected
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mechanism.  Questions about the acidity of the α-H
and the mechanism of its removal to form the enolate
anion242a are similar to those discussed in Chapter 13,
Section B.

A peculiarity of several acyl-CoA dehydrogenases
is a bright green color with an absorption maximum at
710 nm.  This was found to result from tightly bound
coenzyme A persulfide (CoA – S – S –).244,245

(b)  A second possible mechanism of flavin reduc-
tion is suggested by the occurrence of addition reactions
involving the isoalloxazine ring of flavins.  Sulfite adds
to flavins by forming an N–S bond at the 5 position and
nitroethane, which is readily dissociated to the carban-
ion H3C – CH– –  NO2, acts as a substrate for D-amino
acid oxidase.246,247  This fact suggested a carbanion
mechanism according to which normal D-amino acid
substrates form carbanions by dissociation of the αH
(Eq. 15-25).  Ionization would be facilitated by binding
of the substrate carboxylate to an adjacent arginine
side chain and the carbanion could react at N-5 of the
flavin as in Eq. 15-25.  Similar mechanisms have been
suggested for other flavin enzymes.248,249

(c)  The adducts with nitroethane and other com-
pounds250 pointed to reaction at N-5, but Hamilton251

suggested that a better position for addition of nucleo-
philes is carbon 4a, which together with N-5 forms a
cyclic Schiff base.  He argued that other electrophilic
centers in the flavin molecule, such as carbons 2, 4,
and 10a, would be unreactive because of their involve-
ment in amide or amidine-type resonance but an amine,
alcohol, or other substrate could add to a flavin at
position 4a (Eq. 15-26, step a).  Cleavage of the newly
formed C –O bond could then occur by movement of
electrons from the alcohol part of the adduct into the
flavin as indicated in step b.  The products of this
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very high pKa for loss of the α-H to form the car-
banion256 and the observed formation of only chloro-
alanine and no pyruvate in the reverse reaction of
chloropyruvate, ammonia, and reduced flavoprotein.

A long-known characteristic of D-amino acid oxi-
dase is its tendency to form charge-transfer complexes
with amines, complexes in which a nonbonding electron
has been transferred partially to the flavin.  Complete
electron transfer would yield a flavin radical and a
substrate radical which could be intermediates in a
free radical mechanism, as discussed in the next
section.256

The three-dimensional structure of the complex
of D-amino acid oxidase with the substrate analog
benzoate has been determined.  The carboxyl group
of the inhibitor is bound by an arginine side chain
(Fig. 15-11) that probably also holds the amino acid
substrate.  There is no basic group nearby in the enzyme
that could serve to remove the α-H atom in Eq. 15-26
but the position is appropriate for a direct transfer of
the hydrogen to the flavin as a hydride ion as in Eq.
15-23.161,162,257  In spite of all arguments to the contrary
the hydride ion mechanism could be correct!  However,
an adduct mechanism is still possible.

Experimental evidence supports a 4a adduct
mechanism for glutathione reductase and related
enzymes191,258,258a (Fig. 15-12).  In this figure the reac-

tion sequence is opposite to that in Eq. 15-26.  The
enzyme presumably functions as follows.  NADPH
binds next to the bound FAD and reduces it by transfer
of the 4-pro-S hydrogen of the NADPH (Fig. 15-12,
step a).  The sulfur atom of Cys 63 is in van der Waals
contact with the bound FAD at or near carbon atom 4a.
In step b the nucleophilic center on atom C-4a of FADH2
attacks a sulfur atom of the disulfide loop between
cysteines 58 and 63 in the protein to create a C-4a
adduct of a thiolate ion with oxidized FAD and to
cleave the – S – S – linkage in the loop.  In step c the thiol
group of cysteine 63 is eliminated, after which the thiol
of Cys 58 attacks the nearer sulfur atom of the oxidized
glutathione in a nucleophilic displacement (step d)
to give one reduced glutathione (GSH) and a mixed
disulfide of glutathione and the enzyme (G-S-S-Cys 58).
The thiolate anion of Cys 63, which is stabilized by
interaction with the adjacent flavin ring, then attacks
this disulfide (step e) to regenerate the internal disulfide
and to free the second molecule of reduced glutathione.
The imidazole group of the nearby His 467 of the second
subunit presumably participates in catalysis as may
some other side chains.191  The disulfide exchange
reactions are similar to those discussed in Chapter 12.

A variation is observed for E. coli thioredoxin
reductase.  The reducible disulfide and the NADPH
binding site are both on the same side of the flavin
rather than on opposite sides as in Fig. 15-12.190,259

Mercuric reductase also uses NADPH as the reductant
transferring the 4S hydrogen.  The Hg2+ presumably
binds to a sulfur atom of the reduced disulfide loop
and there undergoes reduction.  The observed geometry
of the active site is correct for this mechanism.

6.  Half-Reduced Flavins

A possible mechanism of flavin dehydrogenation
consists of consecutive transfer of a hydrogen atom
and of an electron with intermediate radicals being
formed both on the flavin and on the substrate.  Such

Figure 15-11 Stereoscopic view
of the benzoate ion in its complex
with D-amino acid oxidase.  A
pair of hydrogen bonds binds the
carboxylate of the ligand to the
guanidinium group of R283.
Several hydrogen bonds to the
flavin ring of the FAD are also
indicated.  Courtesy of Retsu
Miura.161
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a mechanism takes full advantage of one of the most
characteristic properties of flavins, their ability to
accept single electrons to form semiquinone radicals.
If the oxidized form Fl of a flavin is mixed with the
reduced form FlH2, a single hydrogen atom is trans-
ferred from FlH2 to Fl to form two·F1H radicals (Eq.
15-27).

The equilibrium represented by this equation is
independent of pH, but because all three forms of the
flavin have different pKa values (Fig. 15-13) the appar-

ent equilibrium constants relating total concentrations
of oxidized, reduced, and radical forms vary with
pH.143,260– 262  The fraction of radicals present is greater
at low pH and at high pH than at neutrality.  For a
3-alkylated flavin the formation constant Kf has been
estimated as 2.3 x 10–2 and for riboflavin260 as 1.5 x 10–2.
From these values and the pKa values in Fig. 15-13, it
is possible to estimate the amount of radical present at
any pH.

Neutral flavin radicals have a blue color (the
wavelength of the absorption maximum, λmax, is ~ 560
nm) but either protonation at N-1 or dissociation of a
proton from N-5 leads to red cation or anion radicals
with λmax at ~ 477 nm.  Both blue and red radicals are

Figure 15-12 Probable reaction mechanism for lipo-
amide dehydrogenase and glutathione reductase.  See
Pai and Schulz.191
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Figure 15-13 Properties of oxidized, half-reduced, and fully reduced flavins.
See Müller et al.263,264

observed in enzymes, with some enzymes favoring
one and some the other.  Hemmerich suggested that
enzymes forming red radicals make a strong hydrogen
bond to the proton in the 5 position of the flavin.  This
increases the basicity of N-1 leading to its protonation
and formation of the red cation radicals.

It is possible that many flavoprotein oxygenases
and dehydrogenases react via free radicals.  For exam-
ple, instead of the mechanism of Eq. 15-26, an electron
could be transferred to the flavin, leaving a radical
pair (at right).  The crystallographic structure and
modeling of the substrate complex support this
possibility.265,265a  In this pair the flavin radical would
be more basic than in the fully oxidized form and the
amino acid radical would be more acidic than in the
uncharged form.  A proton transfer as indicated
together with coupling of the radical pair would yield
the same product as the mechanism of Eq. 15-26.
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Another alternative to a radical
pair is a hydrogen atom transfer
followed by a second electron
transfer.265

If an enzyme binds a flavin
radical much more tightly than the
fully oxidized or reduced forms,
reduction of the flavoprotein will
take place in two one-electron steps.
In such proteins the values of E°’
for the two steps may be widely
separated.  The best known exam-
ples are the small, low-potential
electron-carrying proteins known as
flavodoxins.266 – 269a  These proteins,
which carry electrons between
pairs of other redox proteins, have
a variety of functions in anaerobic
and photosynthetic bacteria, cyano-
bacteria, and green algae.  Their
functions are similar to those of the
ferredoxins, iron–sulfur proteins
that are considered in Chapter 16.
In some bacteria ferredoxin and
flavodoxin are interchangeable and
the synthesis of flavodoxin
is induced if the bacteria become
deficient in iron.  Flavodoxins all

contain riboflavin monophosphate, which functions by
cycling between the fully reduced anionic form and a
blue semiquinone radical.270  The two reduction steps,
from oxidized flavin to semiquinone and from semi-
quinone to dihydroflavin, are well separated.  For exam-
ple, the values of E°’ (pH 7) for the flavodoxin from
Megasphaera elsdenii are – 0.115 and – 0.373 V, while
those of the Azotobacter vinlandii flavodoxin (azoto-
flavin) are + 0.050 and – 0.495 V.  The latter is the lowest
known for any flavoprotein.

Flavodoxins are small proteins with an α/β struc-
ture resembling that of the nucleotide binding domain
of dehydrogenases.  According to 31P NMR data, the
phosphate group of the coenzyme bound to flavodoxin
is completely ionized,271  even though it is deeply
buried in the protein and is not bound to any positively
charged side chain but to the N terminus of an α helix
and to four – OH groups of serine and threonine side
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chains.  The flavin ring is  partially buried near the
surface of the 138-residue protein.  An aromatic side
chain, from tryptophan or tyrosine, lies against the flavin
on the outside of the molecule.  Flavodoxins can be
crystallized in all three forms:  oxidized, semiquinone,
and fully reduced.  In the crystals the flavin semi-
quinone, like the oxidized flavin, is nearly planar.

The DNA photolyase of E. coli, an enzyme that
participates in the photochemical repair of damaged
DNA (Chapter 23), contains a blue neutral FAD radical
with a 580-nm absorption band and an appropriate
ESR signal.230,272  In contrast, the mitochondrial
electron-transferring flavoprotein (ETF), a 57-kDa
αβ dimer containing one molecule of FAD, functions
as a single electron carrier cycling between oxidized
FAD and the red anionic semiquinone.273,274  The re-
duced forms of the acyl-CoA dehydrogenases transfer
their electrons one at a time from their FAD to the FAD
of two molecules of electron-transferring flavoprotein.
Therefore, an intermediate enzyme-bound radical must
be present in the FAD of acyl-CoA dehydrogenase at
one stage of its catalytic cycle.  A related ETF from a
methylotrophic bacterium accepts single electrons from
reduced trimethylamine dehydrogenase (Fig. 15-9).275

Another flavoprotein that makes use of both one-
and two-electron transfer reactions is ferredoxin-
NADP+ oxidoreductase (Eq. 15-28).  Its bound FAD
accepts electrons one at a time from each of the two

2Fdred + NADP+ + H+ → 2 Fdox
+ + NADPH

reduced ferredoxins (Fdred) in chloroplasts and then
presumably transfers a hydride ion to the NADP+.
The enzyme is organized into two structural domains,201

one of which binds FAD and the other NADP+.  Similar
single-electron transfers through flavoproteins also occur
in many other enzymes.  Chorismate mutase, an impor-
tant enzyme in biosynthesis of aromatic rings (Chapter
25), contains bound FMN.  Its function is unclear but
involves formation of a neutral flavin radical.276,277

7.  Metal Complexes of Flavins and
Metalloflavoproteins

The presence of metal ions in many flavoproteins
suggested a direct association of metal ions and flavins.
Although oxidized flavins do not readily bind most
metal ions, they form red complexes with Ag+ and Cu+

with a loss of a proton from N-3.278  Flavin semiquinone
radicals also form strong red complexes with many
metals.264  If the complexed metal ion can exist in more
than one oxidation state, electron transfer between the
flavin and a substrate could take place through the
metal atom.   However, chelation by flavins in nature has
not been observed.  Metalloflavoproteins probably func-
tion by having the metal centers close enough to the

flavin for electron transfer to occur but not in direct
contact.  This is the case for a bacterial trimethylamine
dehydrogenase in which the FeS cluster is bound about
0.4 nm from the alloxazine ring of riboflavin 5'-phosphate
as shown in Fig. 15-9.

Some metalloflavoproteins contain heme groups.
The previously mentioned flavocytochrome b2 of
yeast is a 230-kDa tetramer, one domain of which
carries riboflavin phosphate and another heme.  A
flavocytochrome from the photosynthetic sulfur bacte-
rium Chromatium (cytochrome c-552)279  is a complex
of a 21-kDa cytochrome c and a 46-kDa flavoprotein
containing 8α-(S-cysteinyl)-FAD. The 670-kDa sulfite
reductase of E. coli has an α8β4 subunit structure. The
eight α chains bind four molecules of FAD and four of
riboflavin phosphate, while the β chains bind three or
four molecules of siroheme (Fig. 16-6) and also con-
tain Fe4S4 clusters.280,281  Many nitrate and some nitrite
reductases are flavoproteins which also contain Mo or

Fe prosthetic groups.282,283  A group of aldehyde
oxidases and xanthine dehydrogenases also contain
molybdenum as well as iron (Chapter 16).  In every case
the metal ions are bound independently of the flavin.283a

8.  Reactions of Reduced Flavins with Oxygen

Free dihydroriboflavin reacts nonenzymatically
in seconds and reduced flavin oxygenases react even
faster with molecular oxygen to form hydrogen perox-
ide (Eq. 15-29).

FlH2 + O2 → Fl + H2O2

The reaction is more complex than it appears.  As soon
as a small amount of oxidized flavin is formed, it
reacts with reduced flavin to generate flavin radicals
·FlH (Eq. 15-27).  The latter react rapidly with O2 each
donating an electron to form superoxide anion radicals
·O2

– (Eq. 15-30a) which can then combine with flavin
radicals (Eq. 15-30b).284

·FlH + O2 → ·O2
– + H+ + Fl

·O2
– + ·FlH + H+ → Fl + H2O2

 (15-29)
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During the corresponding reactions of reduced
flavoproteins with O2, intermediates have been detected.
For example, spectrophotometric studies of the FAD-
containing bacterial p-hydroxybenzoate hydroxylase
(Chapter 18) revealed the consecutive appearance of
three intermediate forms.285 – 287  The first, whose absorp-
tion maximum is at 380 – 390 nm, is thought to be an
adduct at position 4a (Eq. 15-31).  That such a 4a perox-
ide really forms with the riboflavin phosphate of the
light-emitting bacterial luciferase (Chapter 23) was
demonstrated using coenzyme enriched with 13C at
position 4a.147  A large shift to lower frequency (from
104 to 83 ppm) accompanied formation of the transient
adduct. Comparison with reference compounds
showed that this change agreed with that predicted.

Other structures for O2 adducts have also been
considered, as has the possibility of rearrangements
among these structures.288  Nevertheless, the products
observed from many different flavoprotein reactions
can be explained on the basis of a 4a peroxide.289

(15-31)

C.  Lipoic Acid and the Oxidative
Decarboxylation of �-Oxoacids

The isolation of lipoic acid in 1951 followed an
earlier discovery that the ciliate protozoan Tetrahymena
geleii required an unknown factor for growth.  In inde-
pendent experiments acetic acid was observed to pro-
mote rapid growth of Lactobacillus casei, but it could be
replaced by an unknown “acetate replacing factor.”
Another lactic acid bacterium Streptococcus faecalis was
unable to oxidize pyruvate without addition of “pyru-
vate oxidation factor.”  By 1949, all three unknown
substances were recognized as identical.291,291a  After
working up the equivalent of 10 tons of water-soluble
residue from liver, Lester Reed and his collaborators
isolated 30 mg of a fat-soluble acidic material which
was named lipoic acid (or 6-thioctic acid).292– 294

While Tetrahymena must have lipoic acid in its diet,
we humans can make our own, and it is not considered
a vitamin.  Lipoic acid is present in tissues in extraor-
dinarily small amounts.  Its major function is to partic-
ipate in the oxidative decarboxylation of α-oxoacids
but it also plays an essential role in glycine catabolism
in the human body as well as in plants.295,296  The struc-
ture is simple, and the functional group is clearly the
cyclic disulfide which swings on the end of a long arm.
Like biotin, which is also present in tissues in very small
amounts, lipoic acid is bound in covalent amide linkage
to lysine side chains in active sites of enzymes:296a

1.  Chemical Reactions of Lipoic Acid

The most striking chemical property of lipoic acid
is the presence of ring strain of ~ 17 – 25 kJ mol–1 in the
cyclic disulfide.  Because of this, thiol groups and
cyanide ions react readily with oxidized lipoic acid to
give mixed disulfides (Eq. 15-32a) and isothiocyanates
(Eq. 15-32b), respectively.

Another result of the ring strain is that the reduc-
tion potential E°’ (pH 7, 25°C), is – 0.30 V, almost the
same as that of reduced NAD (– 0.32V).  Thus, reoxida-
tion of reduced lipoic acid amide by NAD+ is thermo-
dynamically feasible.  Yet another property attributed
to the ring strain in lipoic acid is the presence of an
absorption maximum at 333 nm.

C.  Lipoic Acid and the Oxidative Decarboxylation of �-Oxoacids
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Formation of H2O2 by flavin oxidases can occur via
elimination of a peroxide anion HOO– from the adduct
of Eq. 15-31 with regeneration of the oxidized flavin.
In the active site of a hydroxylase, an OH group can be
transferred from the peroxide to a suitable substrate
(Eq. 18-42).  Although radical mechanisms are likely to
be involved, such hydroxylation reactions can also be
viewed as transfer of OH+ to the substrate together
with protonation on the inner oxygen atom of the
original peroxide to give a 4a – OH adduct.  The latter
is a covalent hydrate which can be converted to the
oxidized flavin by elimination of H2O.  This hydrate
is believed to be the third spectral intermediate identi-
fied during the action of p-hydroxybenzoate hydroxy-
lase.286,287,290
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2.  Oxidative Decarboxylation of Alpha-
Oxoacids

The oxidative cleavage of an α-oxoacid is a major
step in the metabolism of carbohydrates and of amino
acids and is also a step in the citric acid cycle.  In many
bacteria and in eukaryotes the process depends upon
both thiamin diphosphate and lipoic acid.  The oxoacid
anion is cleaved to form CO2 and the remaining acyl
group is combined with coenzyme A (Eq. 15-33).
NAD+ serves as the oxidant.  The reaction is catalyzed
by a complex of enzymes whose molecular mass varies
from ~ 4  to  10 x 106, depending on the species and
exact substrate.297  Separate oxoacid dehydrogenase
systems are known for pyruvate,298–300 2-oxoglut-
arate,301 and the 2-oxoacids with branched side chains
derived metabolically from leucine, isoleucine, and

valine.302,302a  In eukaryotes these enzymes are located
in the mitochondria.  The pyruvate and 2-oxoglut-
arate dehydrogenase complexes of E. coli and Azoto-
bacter vinelandii have been studied most.  In both cases
there are three major protein components.  The first (E1)
is a decarboxylase (also referred to as a dehydrogenase)
for which the thiamin diphosphate is the dissociable
cofactor.  The second (E2) is a lipoic acid amide-containing
“core” enzyme which is a dihydrolipoyl transacylase.
The third (E3) is the flavoprotein dihydrolipoyl
dehydrogenase, a member of the glutathione reduc-
tase family with a three-dimensional structure and

catalytic mechanism similar to those of glutathione
reductase (Figs. 15-10, 15-12).303 – 305

Electron microscopy of the core dihydrolipoyl
transacylase from E. coli reveals a striking octahedral
symmetry which has been confirmed by X-ray diffrac-
tion.306–307a  The core from pyruvate dehydrogenase
has a mass of ~ 2390 kDa and contains 24 identical
99.5-kDa E2 subunits.  The 2-oxoglutarate dehydrogenase
from E. coli has a similar but slightly less symmetric
structure.  Each core subunit is composed of three
domains.  A lipoyl group is bound in amide linkage to
lysine 42 and protrudes from one end of the domain.
A second domain is necessary for binding to subunits
E1 and E3, while the third major 250-residue domain
contains the catalytic acyltransferase center.308,309  This
center closely resembles that of chloramphenicol acetyl-
transferase (Chapter 12).310,311  The lipoyl301,309,312 and
catalytic307 domains of the dihydrolipoyl succinyl-
transferase from 2-oxoglutarate dehydrogenase resem-
ble those of pyruvate dehydrogenase and also of the
branched chain oxoacid dehydrogenase.  The three
domains of the proteins are joined by long 25- to 30-
residue segments rich in alanine, proline, and ionized
hydrophilic side chains.309  This presumably provides
flexibility for the lipoyl groups which must move from
site to site.  The presence of unexpectedly sharp lines
in the proton NMR spectrum of the core protein may
be a result of this flexibility.309

To obtain the X-ray structure of the core protein
it was necessary to delete the lipoyl- and E1(E2)- bind-
ing domains.  The resulting 24-subunit structure is
shown in Fig 15-14A,B.306  It has been assumed for
many years that 12 of the dimeric decarboxylase units
(E1) are bound to the 12 edges of the transacetylase
cube, while six (50.6 x 2 kDa) flavoprotein (E3) dimers
bind on the six faces of the cube.  The active centers of
all three types of subunits are thought to come close
together in the regions where the subunits touch, per-
mitting the sequence of catalytic reactions indicated in
Fig. 15-15 to take place.  Eukaryotic as well as some
bacterial pyruvate decarboxylases have a core of 60
subunits in an icosahedral array with 532 symmetry.
This can be seen in the image reconstructions of the
enzyme from Saccharomyces cerevisiae shown in Fig.
15-14C and D.  A surprising discovery is that in this
yeast enzyme the E3 units are not on the outside of
the 5-fold symmetric faces but protrude into the inner
cavity.299  Each of the 12 E3 subunits is assisted in
binding correctly to the E2 core by a molecule of the
47-kDa E3-binding protein (BP), also known as pro-
tein X.313,314  Absence of this protein is associated with
congenital lactic acidosis.

The unique function of lipoic acid is in the oxida-
tion of the thiamin-bound active aldehyde (Fig. 15-15)
in such a way that when the complex with thiamin
breaks up, the acyl group formed by the oxidative
decarboxylation of the oxoacid is attached to the
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dihydrolipoyl group at the S-8 position.315  The lipoic
acid, which is attached to the flexible lipoyl domains
of the core enzyme on a 1.5-nm-long arm, apparently
first contacts the thiamin diphosphate site on one of
the decarboxylase subunits.  Bearing the acyl group,
it now swings to the catalytic site on the core enzyme
where CoA is bound.  The acyl group is transferred
to CoA producing a dihydrolipoyl group which then
swings to the third subunit where the disulfide loop
and a bound FAD of dihydrolipoamide dehydrogenase

reoxidize the lipoyl group.  The reduced flavin-disul-
fide enzyme is then oxidized by NAD+ (Fig. 15-15) by
the reverse of the mechanism depicted in Fig. 15-12.

Although the direct reaction of a lipoyl group
with the thiamin-bound enamine (active aldehyde)
is generally accepted, and is supported by recent
studies,315a an alternative must be considered.315

Hexacyanoferrate (III) can replace NAD+ as an oxidant
for pyruvate dehydrogenase and is also able to oxidize
nonenzymatically thiamin-bound active acetaldehyde

Figure 15-14  (A)  View of the com-
plex down a fourfold axis through
the face of the cube.  (B)  Stereoscopic
view of three subunits of the 24-subunit
cubic core of the E. coli pyruvate
dehydrogenase complex.  The view
is down the threefold axis through
opposite vertices of the cube.  Bound
lipoate and CoA molecules are visible
in each subunit.  (A) and (B) from
Knapp et al.307a  (C)  Image of the 60-
subunit core of yeast pyruvate dehydro-
genase reconstructed from electron
micrographs of frozen-hydrated com-
plexes.  The five-, three-, and twofold
symmetries can be seen.  The view is
along the threefold axis.  1.  Truncated
E2;  2. Truncated E2 plus binding
proteins;  3. Truncated E2 + binding
protein + E3.  The reconstructions
show that the E3 and BP components
are inside the truncated E2 scaffold.
The morphologies of E3 and BP are
not correctly represented since they
are not bound with icosahedral sym-
metry.  (D)  Stereoscopic image of
complex shown in B,3 with the front
half cut away to show the interior.
The conical objects protruding in are
the E3 molecules.  The arrow points
to a binding site for attachment of the
binding protein to the core.  Courtesy
of J. K. Stoops et al.299

C.  Lipoic Acid and the Oxidative Decarboxylation of �-Oxoacids
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to 2-acetylthiamin, a compound in which the acetyl
group has a high group transfer potential (Eq. 14-22).
Thus, the lipoyl group could first oxidize the active
aldehyde to a thiamin-bound acyl derivative, and then
in the second step accept the acyl group by a nucleo-
philic displacement reaction.  This mechanism fails
to explain the unique role of lipoic acid in oxidative
decarboxylation.  However, as we will see in the next
section, oxidative decarboxylation does not always
require lipoic acid and acetylthiamin is probably an
intermediate whenever lipoamide is not utilized.

Within many tissues the enzymatic activities of the
pyruvate and branched chain oxoacid dehydrogenases
complexes are controlled in part by a phosphorylation
–dephosphorylation mechanism (see Eq. 17-9).  Phos-
phorylation of the decarboxylase subunit by an ATP-
dependent kinase produces an inactive phosphoenzyme.
A phosphatase reactivates the dehydrogenase to com-
plete the regulatory cycle (see Eq. 17-9 and associated
discussion).  The regulation is apparently accomplished,
in part, by controlling the affinity of the protein for
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Figure 15-15 Sequence
of reactions catalyzed by 
α-oxoacid dehydrogenases.
The substrate and product
are shown in boxes, and the
path of the oxidized oxoacid
is traced by the heavy arrows.
The lipoic acid “head” is
shown rotating about the
point of attachment to a core
subunit.  However, a whole
flexible domain of the core is
also thought to move.

thiamin diphosphate.315b  The lipoamide dehydrogenase
component of all three dehydrogenase complexes
appears to be the same.

3.  Other Functions of Lipoic Acid

In addition to its role in the oxidative decarboxyla-
tion of 2-oxoacids, lipoic acid functions in the human
body as part of the essential mitochondrial glycine-
cleavage system described in Section E.  It may also
participate in bacterial glycine reductase (Eq. 15-61)
and other enzyme systems.  Dihydrolipoamide dehydro-
genase binds to G4-DNA structures of telomeres and
may have a biological role in DNA-binding.315c  Lipoic
acid is being utilized as a nutritional supplement and
appears to help in maintaining cellular levels of gluta-
thione.316
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4.  Additional Mechanisms of Oxidative
Decarboxylation

Pyruvate is a metabolite of central importance
and a variety of mechanisms exist for its cleavage.
The pyruvate dehydrogenase complex is adequate for
strict aerobes and is very important in aerobic bacteria
and in facultative anaerobes such as E. coli.  Lactic acid
bacteria, which lack cytochromes and other heme
proteins, are able to carry out limited oxidation with
flavoproteins such as pyruvate oxidase.317  However,
strict anaerobes have to avoid accumulation of reduced
pyridine nucleotides and use a nonoxidative cleavage
of pyruvate by pyruvate formate-lyase.  The pyruvate
dehydrogenase complex of our bodies generates NADH
which can be oxidized in mitochondria to provide
energy to our cells.  However, NADH is a weak reduc-
tant.  Some cells, such as those of nitrogen-fixing
bacteria, require more powerful reductants such as
reduced ferredoxin and utilize pyruvate: ferredoxin
oxidoreductase. Escherichia coli, a facultative anaerobe,
is adaptable and makes use of all of these types of
pyruvate cleavage.318

Pyruvate oxidase.  The soluble flavoprotein
pyruvate oxidase, which was discussed briefly in
Chapter 14 (Fig. 14-2, Eq. 14-22), acts together with a
membrane-bound electron transport system to convert
pyruvate to acetyl phosphate and CO2.319  Thiamin
diphosphate is needed by this enzyme but lipoic acid
is not.  The flavin probably dehydrogenates the thiamin-
bound intermediate to 2-acetylthiamin as shown in
Eq. 15-34.  The electron acceptor is the bound FAD
and the reaction may occur in two steps as shown
with a thiamin diphosphate radical intermediate.319a

Reaction with inorganic phosphate generates the
energy storage metabolite acetyl phosphate.
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Pyruvate:ferredoxin oxidoreductase.  Within
clostridia and other strict anaerobes  this enzyme
catalyzes reversible decarboxylation of pyruvate
(Eq. 15-35).  The oxidant used by clostridia is the low-
potential iron–sulfur ferredoxin.320,320a  Clostridial
ferredoxins contain two Fe–S clusters and are therefore
two-electron oxidants.  Ferredoxin substitutes for NAD+

in Eq. 15-33 but the Gibbs energy decrease is much less
(– 16.9 vs – 34.9 kJ / mol. for oxidation by NAD+).

The enzyme does not require lipoic acid.  It seems
likely that a thiamin-bound enamine is oxidized by an
iron–sulfide center in the oxidoreductase to 2-acetyl-
thiamin which then reacts with CoA.  A free radical
intermediate has been detected318,321 and the proposed
sequence for oxidation of the enamine intermediate is
that in Eq. 15-34 but with the Fe–S center as the elec-
tron acceptor.  Like pyruvate oxidase, this enzyme
transfers the acetyl group from acetylthiamin to coen-
zyme A.  Cleavage of the resulting acetyl-CoA is used
to generate ATP.  An indolepyruvate: ferredoxin oxi-
doreductase has similar properties.322

In methanogenic bacteria320 the low-potential
5-deazaflavin coenzyme F420 serves as the reductant
in a reversal of Eq. 15-35.  A similar enzyme, 2-oxo-
glutarate synthase, apparently functions in synthesis
of 2-oxoglutarate from succinyl-CoA and CO2 by
photosynthetic bacteria.323  Either reduced ferredoxin
or, in Azotobacter, reduced flavodoxin is generated in
nitrogen-fixing bacteria (Chapter 24) by cleavage of
pyruvate and is used in the N2 fixation process.

Oxidative decarboxylation
by hydrogen peroxide.  The
nonenzymatic oxidative decarb-
oxylation of α-oxoacids by H2O2
is well-known.  The first step is
the formation of an adduct, an
organic peroxide, which breaks
up as indicated in Eq. 15-36.  An
enzyme-catalyzed version of this
reaction is promoted by lactate
monooxygenase, a 360-kDa octa-
meric flavoprotein obtained from
Mycobacterium smegmatis324 and a
member of the glycolate oxidase
family.  Under anaerobic condi-
tions, the enzyme produces pyru-
vate by a simple dehydrogenation.
However, the pyruvate dissociates
slowly and in the presence of

C.  Lipoic Acid and the Oxidative Decarboxylation of �-Oxoacids

Pyruvate– + CoA Acetyl-CoA + CO2

Ferredoxin (ox) Ferredoxin (red)

∆G’ (pH 7) = –16.9 kJ mol–1

(15-35)
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oxygen it forms acetic acid, with one of the oxygen
atoms of  the carboxyl group coming from O2.324,325

Hydrogen peroxide is the usual product formed from
oxygen by flavoprotein oxidases, and it seems likely
that with lactate monooxygenase the hydrogen peroxide
formed immediately oxidizes the pyruvate according
to Eq. 15-36. The α-oxoacids formed by amino acid
oxidases in vitro are also oxidized by accumulating
hydrogen peroxide.  However, if catalase (Chapter 16)
is present it destroys the H2O2 and allows the oxoacid
to accumulate.

Pyruvate formate-lyase reaction.  Anaerobic
cleavage of pyruvate to acetyl-CoA and formate
(Eq. 15-37) is essential to the energy economy of many
cells, including those of E. coli.  No external oxidant is
needed, and the reaction does not require lipoic acid.

The reaction has sometimes been called the “phosphoro-
clastic reaction” because the product acetyl-CoA usually
reacts further with inorganic phosphate to form acetyl
phosphate (see Fig. 15-16).  The latter can then transfer
its phospho group to ADP to form ATP.

The mechanism of the cleavage of the pyruvate
in Eq. 15-37 is not obvious.  Thiamin diphosphate is
not involved, and free CO2 is not formed.  The first
identified intermediate is an acetyl-enzyme containing
a thioester linkage to a cysteine side chain.  This is
cleaved by reaction with CoA-SH to give the final
product.  A clue came when it was found by Knappe
and coworkers that the active enzyme, which is rapidly
inactivated by oxygen, contains a long-lived free
radical.326  Under anaerobic conditions cells convert
the inactive form Ei to the active form Ea by an enzy-
matic reaction with S-adenosylmethionine and reduced
flavodoxin Fd(red) as shown in Eq. 15-38.327– 329  A
deactivase reverses the process.330

Figure 15-16 Two systems for oxidative decarboxylation of α-oxoacids and for “substrate-level” phosphorylation.  The value
of ∆G’ = +34.5 kJ mol–1 (Table 6-6) was used for the synthesis of ATP4– from ADP3– and HPO4

2– in computing the values of ∆G’
given.
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The activating enzyme, which is allosterically
activated by pyruvate, is an iron–sulfur (Fe4S4) protein
(Chapter 16).331,331a  Formation of the observed radical
may proceed via a 5'-deoxyadenosyl radical as has
been proposed for lysine 2,3-aminomutase (Eq. 16-42).332

The activation reaction also resembles the free radical-
dependent reactions of vitamin B12 which are discussed
in Chapter 16.  When subjected to O2 of air at 25°C
pyruvate formate-lyase is destroyed with a half-life
of ~ 10 s.  The peptide chain is cleaved and sequence
analysis and mass spectrometry of the resulting frag-
ments show that the specific sequence Ser-Gly-Tyr at
positions 733 – 755 is cut with formation of an oxalyl
group on the N-terminal tyrosine of one fragment
(Eq. 15-39).  Various 13C-containing amino acids were
supplied to growing cells of  E. coli and were incorpo-
rated into the proteins of the bacteria.  Pyruvate formate-
lyase containing 13C in carbon-2 of glycine gave an
EPR spectrum with hyperfine splitting arising from
coupling of the unpaired electron of the radical with
the adjacent 13C nucleus.333,333a  This experiment,
together with the results described by Eq. 15-39,
suggested that the radical is derived from Gly 734.

The activating enzyme will also generate radicals
from short peptides such as Arg-Val-Ser-Gly-Tyr-Ala-
Val, which corresponds to residues 731– 737 of the
pyruvate formate-lyase active site.  If Gly 734 is replaced
by L-alanine, no radical is formed, but radical is formed
if D-alanine is in this position.  This suggests that the
pro-S proton of Gly 734 is removed by the activating
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NH CH C
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enzyme329 as illustrated in Eq. 15-40.  It has been sug-
gested that the peptide exists in the β-bend conforma-
tion shown.

How does the enzyme work?  The α-CH proton
of the glycyl radical of the original pro-R proton under-
goes an unexpected exchange with the deuterium of
2H2O.  The exchange is catalyzed by the thiol group
of Cys 419, suggesting that it is close to Gly 734 in the
three-dimensional structure.334  The mutants C419S
and C418S are inactive but still allow formation of the
Gly 734 radical.334–335a  The mechanism has been pro-
posed in Eq. 15-41.
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BOX 15-D  FOLIC ACID (PTEROYLGLUTAMIC ACID)

In 1931, Lucy Wills, working in India, observed
that patients with tropical macrocytic anemia, a
disease in which the erythrocytes are enlarged but
reduced in numbers, were cured by extracts of yeast
or liver.  The disease could be mimicked in monkeys
fed the local diet, and a similar anemia could be
induced in chicks.  By 1938 it had also been shown
that a factor present in yeast, alfalfa, and other
materials was required for the growth of chicks.
Isolation of the new vitamin came rapidly after it
was recognized that it was also an essential nutrient
for Lactobacillus casei and Streptococcus faecalis R.a,b

Spinach was a rich source of the new compound,
and it was named folic acid (from the same root as
the word foliage).

The microbiological activity attributed to folic
acid in extracts of natural materials was largely that
of di- and triglutamyl derivatives, one of the facts

that has led to the description of the history of folic
acid as “the most complicated chapter in the story of
the vitamin B complex.”a  Metabolic functions for
folic acid were suggested by the observations that
the requirement for Streptococcus faecalis could be
replaced by thymine plus serine plus a purine base.
Folic acid is required for the biosynthesis of all of
these substances.  A function in the interconversion
of serine and glycine was suggested by the observa-
tion that certain mutants of E. coli required either
serine or glycine for growth.  Isotopic labeling experi-
ments established that in the rat as well as in the
yeast Torulopsis serine and glycine could be inter-
converted.  It was also shown that the amount of
interconversion decreased in the folate-deficient rat.

Deficiency of folic acid is a common nutritional
problem of worldwide importance.b  A recommended
daily intake is 0.2 mg, but because of the association
between low folic acid intake and neural tube defects
in infants, women of child-bearing age should have
0.4 mg / day.c– e
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d Jukes, T. H. (1997) Protein Sci. 6, 254– 256
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5.  Cleavage of �-Oxoacids and Substrate-Level
Phosphorylation

The α-oxoacid dehydrogenases yield CoA deriva-
tives which may enter biosynthetic reactions.  Alterna-
tively, the acyl-CoA compounds may be cleaved with
generation of ATP.  The pyruvate formate-lyase system
also operates as part of an ATP-generating system for
anaerobic organisms, for example, in the “mixed acid
fermentation” of enterobacteria such as E. coli (Chapter
17).  These two reactions, which are compared in Fig.
15-16, constitute an important pair of processes both
of which accomplish substrate-level phosphorylation.
They should be compared with the previously consid-
ered examples of substrate level phosphorylation
depicted in Eq. 14-23 and Fig. 15-16.

D.  Tetrahydrofolic Acid and Other Pterin
Coenzymes

In most organisms reduced forms of the vitamin
folic acid serve as carriers for one-carbon groups at three

different oxidation levels corresponding to formic acid,
formaldehyde, and the methyl group and also facili-
tate their interconversion.336,337  Moreover, folic acid
is just one of the derivatives of the pteridine ring
system that enjoy a widespread natural distribution.338

One of these derivatives functions in the hydroxylation
of aromatic amino acids and in nitric oxide synthase
and yet another within several molybdenum-containing
enzymes.  Pteridines also provide coloring to insect
wings and eyes and to the skins of amphibians and
fish.  They appear to act as protective filters in insect
eyes and may function as light receptors.  An example is
a folic acid derivative found in some forms of the DNA
photorepair enzyme DNA photolyase (Chapter 23).

1.  Structure of Pterins

Because of the prevalence of its derivatives, 2-amino-
4-hydroxypteridine has been given the trivial name
pterin.  Its structure resembles closely that of guanine,
the 5-membered ring of the latter having been expanded
to a 6-membered ring.  In fact, pterins are derived
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biosynthetically from guanine.  The two-ring system of
pterin is also related structurally and biosynthetically
to that of riboflavin (Box 15-B).

Interest in pteridines began with Frederick G.
Hopkins, who in 1891 started his investigation of the
yellow and white pigments of butterflies.  Almost 50
years and a million butterflies later, the structures of
the two pigments, xanthopterin and leucopterin
(Fig. 15-17), were established.339  These pigments are
produced in such quantities as to suggest that their
synthesis may be a means of deposition of nitrogenous
wastes in dry form.

Among the simple pterins isolated from the eyes
of Drosophila340 is sepiapterin (Fig. 15-17), in which
the pyrazine ring has been reduced in the 7,8 position
and a short side chain is present at position 6.  Reduc-
tion of the carbonyl group of sepiapterin with NaBH4
followed by air oxidation produces biopterin, the
most widely distributed of the pterin compounds.
First isolated from human urine, biopterin (Fig. 15-17)
is present in liver and other tissues where it functions
in a reduced form as a hydroxylation coenzyme
(see Chapter 18).338  It is also present in nitric oxide
synthase (Chapter 18).341,342  Other functions in oxida-
tive reactions, in regulation of electron transport, and
in photosynthesis have been proposed.343 Neopterin,
found in honeybee larvae, resembles biopterin but has
a D-erythro configuration in the side chain.  The red eye
pigments of Drosophila, called drosopterins, are com-
plex dimeric pterins containing fused 7-membered
rings (Fig. 15-17).344,345

In the pineal gland, as well as in
the retina of the eye, light-sensitive
pterins may be photochemically
cleaved to generate such products
as 6-formylpterin, a compound
that could serve as a metabolic
regulator.346  Another pterin acts as
a chemical attractant for aggregation
of the ameboid cells of Dictyostelium
lacteum347(Box 11-C).  Molybdopterin
(Fig. 15-17) is a component of several
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and methanopterin is utilized by methanogenic
bacteria.350– 353

2.  Folate Coenzymes

The coenzymes responsible for carrying single-
carbon units in most organisms are derivatives of
5,6,7,8-tetrahydrofolic acid (abbreviated H4PteGlu,
H4folate or THF).  However, in methanogenic bacteria
the tetrahydro derivative of the structurally unique
methanopterin (Fig. 15-17) is the corresponding single-
carbon carrier.353  Naturally occurring tetrahydrofolates
contain a chiral center of the S configuration.354,355  They
exhibit negative optical rotation at 589 nm.  The folate
coenzymes are present in extremely low concentrations
and the reduced ring is readily oxidized by air.

In addition to the single L-glutamate unit present
in tetrahydrofolic acid, the coenzymes occur to the
greatest extent as conjugates called folyl polyglutamates
in which one to eight or more additional molecules
of L-glutamic acid have been combined via amide
linkages.356–357a  The first two of the extra glutamates
are always joined through the γ (side chain) carboxyl
groups but in E. coli the rest are joined through their
α carboxyls.358  The distribution of the polyglutamates
varies from one organism to the next.  Some bacteria
contain exclusively the triglutamate derivatives, while
in others almost exclusively the tetraglutamate or
octaglutamate derivatives predominate.359  The serum

D.  Tetrahydrofolic Acid and Other Pterin Coenzymes

HN

N N

N

H2N

O

HN

NH2N

O

N

N

N

N N

N

Pterin: 2-amino-4-hydroxypteridine
H

Guanine

1

2

3

4
4a

5

6

7

8

8a

Pteridine



804 Chapter 15.  Coenzymes of Oxidation–Reduction Reactions

Figure 15-17 Structures of several biologically important pterins.
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of many species contains only derivatives of folic acid
itself but pteroylpentaglutamate is the major folate
derivative present in rodent livers.360,361  A large fraction
of these pentaglutamates consists of the 5-methyl-
THF derivative, while at the heptaglutamate level
most consists of the free THF derivative.  Folyl poly-
glutamate in its oxidized form is a component of
some DNA photolyases (Chapter 23).362

3.  Dihydrofolate Reductase

Folic acid and its polyglutamyl derivatives can be
reduced to the THF coenzymes in two stages: the first
step is a slow reduction with NADPH to 7,8-dihydro-
folate (step a, Fig. 15-18).  The same enzyme that cata-
lyzes this reaction rapidly reduces the dihydrofolates
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to tetrahydrofolates (step b, Fig. 15-18).  Again, NADPH
is the reducing agent and the enzyme has been given
the name dihydrofolate reductase.  An unusual fact
is that bacteriophage T4 not only carries a gene for its
own dihydrofolate reductase but also the enzyme is a
structural unit in the phage baseplate.363

Inhibitors. Aside from its role in providing reduced
folate coenzymes for cells, this enzyme has attracted a
great deal of attention because it appears to be a site of
action of the important anticancer drugs methotrexate
(amethopterin) and aminopterin.293,364,365  These com-
pounds inhibit dihydrofolate reductase in concentra-
tions as low as 10–8 to 10–9 M. Methotrexate is also
widely used as an immunosuppresant drug and in
the treatment of parasitic infections.

Another dihydrofolate inhibitor trimethoprim is
an important antibacterial drug, usually given together
with a sulfonamide.  Although it is not as close a
structural analog of folic acid as is methotrexate, it is

a potent inhibitor which binds far more tightly to the
enzyme from bacteria than to that from humans.366– 368

The inhibitors pyrimethamine and cycloguanil are
effective antimalarial drugs.369,370

An enormous number of synthetic compounds have
been prepared in the hope of finding still more effec-
tive inhibitors.  By 1984, over 1700 different inhibitors

of dihydrofolate reductase had been studied.367

However, methotrexate and trimethoprim remain
outstanding.  Methotrexate has been in clinical use for
nearly 50 years and is very effective against leukemia
and some other cancers.371  Before 1960 persons with
acute leukemia lived no more than 3 – 6 months.  How-
ever, with antifolate treatment some have lived for 5
years or more and complete cures of the relatively rare
choriocarcinoma have been achieved.  New methods
of chemotherapy use the antifolates in combination
with other drugs.

Folate coenzymes are required in the biosynthesis
of both purines and thymine.  Consequently, rapidly
growing cancer cells have a high requirement for
activity of this enzyme.  However, since all cells require
the enzyme the antifolates are toxic and cannot be used

for prolonged therapy.  An even more
serious problem is the development of
resistance to the drug by cancer cells,
often through “amplification” of the
dihydrofolate reductase gene365,372– 374

as discussed in Chapter 27.  Cells may
also become resistant to methotrexate
and other antifolates as a result of
mutations that prevent efficient uptake
of the drug,375 cause increased action
of effux pumps in the cell,376  reduce
the affinity of dihydrofolate reductase

for the drug,377 or interfere with conversion of the
drug to polyglutamate derivatives which are better
inhibitors than free methotrexate.378,379  Cell surface
folate receptors, present in large numbers in some
tumor cells, can be utilized to bring suitably designed
antifolate drugs or even unrelated cytotoxic com-
pounds into tumor cells.379a  Some tumor cells are
more active than normal cells in generating folyl poly-
glutamates, contributing to the effectiveness of meth-
otrexate.379  Resistance of E. coli cells to trimethoprin
may result from acquisition by the bacteria of a new
form of dihydrofolate reductase carried by a plasmid.380

Structure and mechanism. Dihydrofolate reduc-
tase from E. coli is a small 159-residue protein with a
central parallel stranded sheet,381– 383 while that from
higher animals is 20% larger.  The three-dimensional
structures of the enzymes from Lactobacillus,384 chicken,
mouse, and human are closely similar.  The NADP
binds at the C-terminal ends of β strands as in other
dehydrogenases.  In Fig. 15-19 the reduced nicotinamide
end of NADP+ is seen next to a molecule of bound
dihydrofolate.381   The side chain carboxylate of Asp 27
makes a pair of hydrogen bonds to the pterin ring as
shown on the right-hand side of Eq. 15-42.  As can be
seen from Fig. 15-19, the nicotinamide ring of NADP+

is correctly positioned to have donated a hydride ion to
C-6 to form THF with the 6S configuration.  Notice that
in Eq. 15-42 the NH hydrogen atom at the 3' position
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Figure 15-18  Tetrahydrofolic acid and its one-carbon derivatives.
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of the pterin makes a hydrogen bond to
Asp 27.  However, X-ray studies have shown
that the pteridine ring of methotrexate is
turned 180° so that its 4-NH2 group forms
hydrogen bonds to backbone carbonyls of
Ala 97 and Leu 4 at the edge of the central
pleated sheet while a protonated N-1
interacts with the side chain carboxylate
of Asp 27.

Because of its significance in cancer
therapy and its small size, dihydrofolate
reductase is one of the most studied of all
enzymes.  Numerous NMR studies385– 387

and investigations of catalytic mechanism
and of other properties388 have been
conducted.  Many mutant forms have been
created.389–391   For example, substitution
of Asp 27 (Asp 26 in L. casei) of the E. coli
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enzyme by Asn reduced the specific cata-
lytic activity to 1/300 that of native enzyme
indicating that this residue is important for
catalysis.390  The value of kcat for reduction
of dihydrofolate is highest at low pH and
varies around a pKa of ~ 6.5.392– 394  One
interpretation is that this pKa belongs to the
Asp 27 carboxyl group and another is that it
belongs to an N-5 protonated species of the
coenzyme.  As we have seen (Chapter 6) it is
often impossible to assign a pKa to a single
group because there may be a mixture of
interacting tautomeric species.  Despite the
enormous amount of study, we still don’t
know quite how the proton gets to N-5 in
this reaction.  Only one possibility is illus-
trated in Eq. 15-42.  Asp 27 is protonated,
the pterin ring is enolized, and a buried
water molecule serves to relay a proton to
N-5.  The X-ray crystallographic studies
on the E. coli enzyme show that after the
binding of substrates a conformational
change closes a lid over the active site (Fig.
15-19).  This excludes water from N-5 but it
may permit intermittent access, allowing
transfer of a proton from a water molecule
bound to O-4 as shown in Eq. 15-42.381

During the reduction of folate to dihydro-
folate a different mechanism of proton dona-
tion must be followed to allow protonation at C-7.

4.  Single-Carbon Compounds and Groups in
Metabolism

Some single-carbon compounds and groups impor-
tant in metabolism are shown in Table 15-3 in order
(from left to right) of increasing oxidation state of the
carbon atom.  Groups at three different oxidation
levels, corresponding to formic acid, formaldehyde,
and the methyl group, are carried by tetrahydrofolic
acid coenzymes.  While the most completely reduced
compound, methane, cannot exist in a combined form,
its biosynthesis depends upon reduced methanopterin,
as does that of carbon monoxide.  Figure 15-18 sum-
marizes the metabolic interrelationships of the com-
pounds and groups in this table.

Serine as a C1 donor. For many organisms, from
E. coli to higher animals, serine is a major precursor of
C-1 units.395– 397  The β-carbon of serine is removed as
formaldehyde through direct transfer to tetrahydro-
folate with formation of methylene-THF and glycine
(Eq. 14-30, Fig. 15-18, step c).  This is a stereospecific
transfer in which the pro-S hydrogen on C-3 of serine
enters the pro-S position also in methylene-THF.398

The glycine formed in this reaction can, in turn, yield

another single-carbon unit by loss of CO2 under the
influence of the THF and the PLP-requiring glycine
cleavage system which is discussed in the next para-
graph.  Free formaldehyde in a low concentration can
also combine with THF to form methylene-THF (Fig.
15-18, step c’ and Eq. 15-43).399

The glycine decarboxylase–synthetase system.
Glycine is cleaved reversibly within mitochondria of
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plants and animals and also by bacteria to CO2, NH3,
and a methylene group which is carried by tetrahydro-
folic acid296,400– 403 (Fig. 15-20).  Four proteins are required.
The P-protein consists of two identical 100-kDa subunits,
each containing a molecule of PLP.  This protein is a
glycine decarboxylase which, however, replaces the
lost CO2 by an electrophilic sulfur of lipoate rather than
by a proton.  Serine hydroxymethyltransferase can also
catalyze this step of the sequence.404  The lipoate is
bound to a second protein, the H-protein.  A third
protein, the T-protein, carries bound tetrahydrofolate
which displaces the aminomethyl group from the
dihydrolipoate and converts it to N5,N10-methylene
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Figure 15-20 The reversible glycine cleavage system of mitochondria.  Compare with Fig. 15-15.

tetrahydrofolate with release of ammonia.  The
dihydrolipoate is then reoxidized by NAD+ and dihy-
drolipamide dehydrogenase (Fig. 15-20).  Glycine can
be oxidized completely in liver mitochondria with the
methylene group of methylene-THF being converted
to CO2 through reaction steps d, e, and f of Fig. 15-18.
The glycine cleavage system is reversible and is used
by some organisms to synthesize glycine.

Whether it arises from the hydroxymethyl group
of serine or from glycine, the single-carbon unit of
methylene-THF (which is at the formaldehyde level of
oxidation) can either be oxidized further to 5,10-meth-
enyl-THF and 10-formyl-THF (steps d and e, Fig. 15-18)

D.  Tetrahydrofolic Acid and Other Pterin Coenzymes
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or it can be reduced to methyl-THF (step i).  The reac-
tions of folate metabolism occurs in both cytoplasm and
mitochondria at rates that are affected by the length of
the polyglutamate chain.  The many complexities of
these pathways are not fully understood.395,397

Starting with formate or carbon dioxide.  Most
organisms can, to some extent, also utilize formate as
a source of single-carbon units.  Human beings have
a very limited ability to metabolize formate and the
accumulation of formic acid in the body following
ingestion of methanol is often fatal.  However, many
bacteria are able to subsist on formate as a sole carbon
source.  Archaea may generate the formate by reduction
of CO2.    Utilization of formate begins with formation
of 10-formyl-THF (Fig. 15-18, step g, lower left corner).
10-Formyl-THF can be reduced to methylene-THF and
the single-carbon unit can be transferred to glycine to
form serine.  In some bacteria three separate enzymes
are required to convert formate to methylene-THF:
10-formyl-THF synthetase (Fig. 15-18, step g, presumably
via formyl phosphate),405 methenyl-THF cyclohydrolase
(step e, reverse), and methylene-THF dehydrogenase
(step d, reverse).  NADH is used by the acetogens but
in E. coli and in most higher organisms NADPH is the
reductant.  In some bacteria and in some tumor cells,
two of the three enzymes are present as a bifunctional
enzyme.406–407a   In most eukaryotes all three of the
enzymatic activities needed for converting formate to
methylene-THF are present in a single large (200-kDa)
dimeric trifunctional protein called formyl-THF
synthetase.407,408

N10-Formyl-THF serves as a biological formylating
agent needed for two steps in the synthesis of pu-
rines409–410b (Chapter 25) and, in bacteria and in mito-
chondria and chloroplasts, for synthesis of formyl-
methionyl-tRNA411 which initiates synthesis of all
polypeptide chains in bacteria and in these organelles
(Chapter 29).

N5-Formyl-THF (leucovorin). The N5-formyl
derivative of THF (5-formyl-THF) is a growth factor for
Leuconostoc citrovorum.  Following this discovery in 1949
it was called the “citrovorum factor” or leucovorin.
Its significance in metabolism is not clear.  Perhaps it
serves as a storage form of folate in cells that have a
dormant stage, e.g., of seeds or spores.412  It may also
have a regulatory function.413  In some ants and in
certain beetles, it is stored and hydrolyzed to formic
acid.  The carabid beetle Galerita lecontei ejects a defen-
sive spray that contains 80% formic acid.414

5-Formyl-THF can arise by transfer of a formyl
group from formylglutamate and there is an enzyme
that converts 5-formyl-THF to 5,10-methenyl-THF
with concurrent cleavage of ATP.412 5-Formyl-THF is
sometimes used in a remarkable way to treat certain
highly malignant cancers.  Following surgical removal

of the tumor the patient is periodically given what
would normally be a lethal dose of methotrexate, then,
about 36 h later, the patient is rescued by injection of
5-formyl-THF.  The mechanism of rescue is thought
to depend upon the compound’s rapid conversion to
10-formyl-THF within cells.  Tumor cells are not rescued,
perhaps because they have a higher capacity than
normal cells for synthesis of polyglutamates of metho-
trexate.379  This observation also suggests that the major
anti-cancer effect of methotrexate may not be on dihy-
drofolate reductase but on enzymes of formyl group
transfer that are inhibited by polyglutamate derivatives
of methotrexate.

Catabolism of histidine and purines. Another
source of single-carbon units in metabolism is the
degradation of histidine which occurs both in bacteria
and in animals via formiminoglutamate.  The latter
transfers the – CH = NH group to THF forming 5-form-
imino-THF, which is in turn converted (step h, Fig. 15-18)
to 5,10-methenyl-THF and ammonia.  In bacteria that
ferment purines, formiminoglycine is an intermediate.
Again, the formimino group is transferred to THF and
deaminated, the eventual product being 10-formyl-THF.
In these organisms, the enzyme 10-formyl-THF synthase
also has a very high activity.415  It probably operates
in reverse as a mechanism for synthesis of ATP in
this type of fermentation.  In other organisms excess
10-formyl-THF may be oxidized to CO2 via an NADP+-
dependent dehydrogenase (step f, Fig. 15-16), providing
a mechanism for detoxifying formic acid.  In some
organisms excess 10-formyl-THF may simply be hydro-
lyzed with release of formate (step q).415a

Thymidylate synthase. Methylene-THF serves
as the direct precursor of the 5-methyl group of thy-
mine as well as of the hydroxymethyl groups of 
hydroxymethylcytosine416 and of 2-oxopantoate, an
intermediate in the formation of pantothenate and coen-
zyme A.417  The latter is a simple hydroxymethyl trans-
fer reaction (Eq. 15-44) that is related to an aldol
condensation and which may proceed through an
imine of the kind shown in Eq. 15-43.
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During thymine formation the coenzyme is oxi-
dized to dihydrofolate, which must be reduced by
dihydrofolate reductase to complete the catalytic cycle.
A possible mechanistic sequence for thymidylate
synthase, an enzyme of known three-dimensional
structure,354,418–421a is given in Fig. 15-21. In the first step
(a) a thiolate anion, from the side chain of Cys 198 of
the 316-residue Lactobacillus enzyme, adds to the 5
position of the substrate 2'-deoxyuridine monophosphate

Figure 15-21 Probable mechanism of action of thymidylate synthase.  After Huang and Santi422 and Hyatt et al.354
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(dUMP).  As a consequence the 6 position becomes a
nucleophilic center which can combine with methylene-
THF as shown in step b of Fig. 15-21.  After tautomer-
ization (step c) this adduct eliminates THF (step d) to
give a 5-methylene derivative of the dUMP.  The latter
immediately oxidizes the THF by a hydride ion transfer
to form thymidylate and dihydrofolate.422,422a

In protozoa thymidylate synthase and dihydro-
folate reductase exist as a single bifunctional protein.

D.  Tetrahydrofolic Acid and Other Pterin Coenzymes

A:, A–H, B:; catalytic basic or acidic groups
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Consequently, in methotrexate-resistant strains of
Leishmania (and also in cancer cells) both enzyme
activities are increased equally by gene amplification.423

This presents a serious problem in the treatment of

BOX 15-E  THYMIDYLATE SYNTHASE, A TARGET ENZYME IN CANCER CHEMOTHERAPYa

If an animal or bacterial cells are deprived of
thymine they can no longer make DNA.  However,
synthesis of proteins and of RNA continues for
some time.  This can be demonstrated experimen-
tally with thymine-requiring mutants.  However,
sooner or later such cells lose their vitality and die.
The cause of this thymineless deathb is not entirely
clear.  Perhaps thymine is needed to repair damage
to DNA and if it is not available transcription
eventually becomes faulty.  Chromosome breakage
is also observed.c  Whatever the cause of death, the
phenomenon provides the basis for some of the
most effective chemotherapeutic attacks on cancer.
Rapidly metabolizing cancer cells are especially
vulnerable to thymineless death.  Consequently,
thymidylate synthase is an important target enzyme
for inhibition. One powerful inhibitor is the mono-
phosphate of 5-fluoro-2'-deoxyuridine.  The
inhibition was originally discovered when 5-fluoro-
uracil was recognized as a useful cancer chemo-
therapeutic agent.

Fluorouracil has many effects in cells, including
incorporation into RNA,b but the inhibition of
thymidylate synthase by the reduction product may
be the most useful effect in chemotherapy.  In fact,
5-fluoro-2'-deoxyuridine is a much less toxic and

5-Fluorouridine 5’-phosphate Triphosphate RNA

Reduction (via diphosphate)

5-F-2’-deoxyuridine

5-Fluoro-2’-
deoxyuridine
5’-phosphate

5-Fluorouracil

dUMP

dTMPThymidylate
synthetase

Methylene-THF
THF

Dihydrofolate
Dihydrofolate

reductase

NADP
Antifolates

NADPH
– –

+

HN

N

O

F

O
H

more potent drug than 5-fluoro-
uracil.  It binds into the active
site of thymidylate synthase
and reacts in the initial steps of
catalysis.  However, the 5-H of
2'-deoxyuridine, the normal
substrate, must be removed as
H+ (step c of Fig. 15-21) in order
for the reaction to continue.  The
5-F atom cannot be removed in
this way and a stable adduct is
formed.d,e  A crystal structure
containing both the bound
5-fluorodeoxyuridine and
methylene-THF supports this
conclusion.e

Thymidylate synthase
requires methylene tetrahydro-
folate as a reductant and the
reduction of dihydrofolate is also
an important part of the process.
In protozoa dihydrofolate reduc-

tase and thymidylate synthase occur as a single-
chain bifunctional enzyme.f  As has been pointed
out in the main text, such folic acid analogs as
methotrexate are among the most useful anticancer
drugs.  By inhibiting dihydrofolate reductase they
deprive thymidylate synthase of an essential
substrate.

Because 5-fluorouracil acts on normal cells as
well as cancer cells, its usefulness is limited.  Know-
ledge of the chemistry and three-dimensional
structure of thymidylate synthase complexes is
being used in an attempt to discover more specific
and effective drugs that attack this enzyme.g,h

a Friedkin, M. (1973) Adv. Enzymol. 38, 235 –292
b Sahasrabudhe, P. V., and Gmeiner, W. H. (1997) Biochemistry 36,

5981 –5991
c Ayusawa, D., Shimizu, K., Koyama, H., Takeishi, K., and Seno,

T. (1983) J. Biol. Chem. 258, 12448– 12454
d Huang, X. F., and Arvan, P. (1995) J. Biol. Chem. 270, 20417 –

20423
e Hyatt, D. C., Maley, F., and Montfort, W. R. (1997) Biochemistry

36, 4585–4594
f Ivanetich, K. M., and Santi, D. V. (1990) FASEB J. 4, 1591– 1597
g Shoichet, B. K., Stroud, R. M., Santi, D. V., Kuntz, I. D., and

Perry, K. M. (1993) Science 259, 1445– 1449
h Weichsel, A., Montfort, W. R., Ciesla, J., and Maley, F. (1995)

Proc. Natl. Acad. Sci. U.S.A. 92, 3493–3497

protozoal parasitic diseases for which few suitable
drugs are known.

Cells of E. coli, when infected with T-even bacterio-
phage, convert dCMP to 5-hydroxymethyl-dCMP423a
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and suitably infected cells of Bacillus
subtilis form 5-hydroxymethyl-
dUMP.424,425  These products can be
formed by attack of OH– on quinonoid
intermediates of the type postulated for
thymidylate synthetase (formed in step
d of Fig. 15-21).416  A related reaction
is the posttranscriptional conversion
of a single uracil residue in tRNA mole-
cules of some bacteria to a thymine ring
(a ribothymidylic acid residue). In this
case, FADH2 is used as a reducing agent
to convert the initial adduct of Fig. 15-21
to the ribothymidylic acid and THF.426

Synthesis of methyl groups.  The
reduction of methylene-THF to 5-methyl-
THF within all living organisms from
bacteria to higher plants and animals
provides the methyl groups needed in
biosynthesis.426a  These are required for
formation of methionine and, from it, 
S-adenosylmethionine.  The latter is used to modify
proteins, nucleic acids, and other biochemicals through
methylation of specific groups.  In the methanogens,
reduction of a corresponding methylene derivative of
methanopterin gives rise to methane (Section F).

Mammalian methylene-THF reductase is a FAD-
containing flavoprotein that utilizes NADPH for the
reduction to 5-methyl-THF.427,428  Matthews429 suggested
that the mechanism of this reaction involves an internal
oxidation–reduction reaction that generates a 5-methyl-
quinonoid dihydro-THF (Eq. 15-45).  Methylene-THF
reductase of acetogenic bacteria is also a flavoprotein
but it contains Fe–S centers as well.  The 237-kDa α4β4
oligomer contains two molecules of FAD and four to
six of both Fe and S2– ions.430,431

The methyl group of methyl-THF is incorporated
into methionine by the vitamin B12-dependent methio-
nine synthase which is discussed in Chapter 16.  Mat-
thews suggested that methionine synthase may also
make use of the 5-methyl-quinonoid-THF of Eq. 15-45.
An initial reduction step would precede transfer of the
methyl group.  Methyl-THF is a precursor to acetate in

HN

N N

N

H2C

CH2

H2N

O N

5

10
R

H+

HN

N N

N

H2C

CH2

H2N

O N R

+H

H

+

H

HN

N N

N

CH3

CH2NHR

HN

O

H

+

Methylene-THF
Internal redox
reaction

5-Methyl-quinonoid-THF

HN

N N

N

CH3

CH2NHR

H2N

O

H
Methyl-THF

FAD

NADPH NADP+

H
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the acetogenic bacteria.432  This corrinoid coenzyme-
dependent process is also considered in Chapter 16.

E. Specialized Coenzymes of Methanogenic
Bacteria

Methane-producing bacteria433,434 obtain energy
by reducing CO2 with molecular hydrogen:

CO2 + 4H2 → CH4 + 2H2O
∆G° = – 131 kJ / mol

Some species are also able to utilize formate or formal-
dehyde as reducing agents.435  These compounds are
oxidized to CO2, the reducing equivalents formed being
used to reduce CO2 to methane.  Carbon monoxide can
also be converted to CO2.

CO + H2O → CO2 + H2
∆G° = – 20 kJ / mol

E.  Specialized Coenzymes of Methanogenic Bacteria
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Figure 15-22 Tentative scheme for reduction of carbon dioxide to 
methane by methanogens.  After Rouvière et al.352 and Thauer et al.435

a

b

c

d

e

f

g

H2X

X + H2O

H2

MFR

5-Formyl-H4MPT

H2O

5,10-Methenyl-H4MPT

5,10-Methylene-H4MPT

5-CH3-MPT

CoM-SH

H-S-HTP

CoM-S-S-HTP

CH4

F430 [Ni]
See Fig. 16-27

X

H2X

CO2

H2

F420H2

F420H2

F420H2

F420H2

h

O
NH3

R

+

Methanofuran
MFR

O
N

R

Carbamate

C

O

O
H

–

O
N

R

Formyl-MFR

C

O

H H

HN

N N

N

O

H2N

R'

H

H 5

H4-Methanopterin
H4MPT

H3C S
SO3

–

Methyl-CoM

i

By using the combined reactions of Eqs.
15-46 and 15-47 the bacteria can subsist
on CO alone (Eq. 15-48):

4CO + 2 H2O → 3CO2 + CH4
∆G° = – 211 kJ / mol of

methane formed

Some species reduce methanol to methane
via Eqs. 15-49 or 15-50.

CH3OH + H2 → CH4 + H2O
∆G° = – 113 kJ / mol

4CH3OH → 3CH4 + CO2 + 2 H2O
∆G° = – 107 kJ / mol of

methane formed

To accomplish these reactions a
surprising variety of specialized cofac-
tors are needed.351,352,434  The first of
these, coenzyme M, 2-mercaptoethane
sulfonate, was discovered in 1974.436  It
is the simplest known coenzyme.  Later,
the previously described 5-deazaflavin
F420 (Section B), a nickel tetrapyrrole
F430 (Chapter 16), methanopterin (Fig.
15-17),437 the “carbon dioxide reduction
factor” called methanofuran,352,438 and
7-mercaptoheptanoylthreonine
phosphate439,440 were also identified.

A sketch of the metabolic pathways
followed in methane formation is given
in Fig. 15-22.352,435  In the first step (a)
the amino group of methanofuran is
thought to add to CO2 to form a carbam-
ate which is reduced to formylmethano-
furan by H2 and an intermediate carrier
H2X in step b.  The formyl group is then
transferred to tetrahydromethanopterin
(H4MPT) (step c)440a and is cyclized and
reduced in two stages in steps d, e, and f.
The reductant is the deazaflavin F420 and
the reactions parallel those for conver-
sion of formyl-THF to methyl-THF
(Fig. 15-18).431,440b,441  The methyl group
of methyl-H4MPT is then transferred to
the sulfur atom of the thiolate anion of
coenzyme M, from which it is reduced
off as CH4.  This is a complex process
requiring the nickel-containing F430,
FAD, and 7-mercaptoheptanoylthreo-
nine phosphate (HS-HTP).

The HS-HTP may be the 2-electron
donor for the reduction.  The mixed-disulfide
CoM-S-S-HTP appears to be an intermediate and also
an allosteric effector for the first step, the reduction of

(15-50)

(15-48)

(15-49)

CO2 to formylmethanofuran.  A complex of proteins
that is unstable in oxygen is also needed.  The principal
component of the methyl reductase binds two molecules
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have also been studied intensively.  The 450-residue
soluble enzyme from Acinetobacter calcoaceticus is par-
tially homologous to the methanol dehydrogenase.446a,446b

PQQ and the other quinone prosthetic groups
described here all function in reactions that would be
possible for pyridine nucleotide or flavin coenzymes.
All of them, like the flavins, can exist in oxidized, half-
reduced semiquinone and fully reduced dihydro
forms.  The questions to be asked are the same as we
asked for flavins.  How do the substrates react?  How
is the reduced cofactor reoxidized?  In nonenzymatic
reactions alcohols, amines, and enolate anions all add
at C-5 of PQQ to give adducts such as that shown for
methanol in Eq. 15-51, step a.444,449,449a  Although many
additional reactions are possible, this addition is a
reasonable first step in the mechanism shown in Eq.
15-51.  An enzymatic base could remove a proton as is
indicated in step b to give PQQH2.  The pathway for
reoxidation (step c) might involve a cytochrome b,
cytochrome c, or bound ubiquinone.445,446

Although the soluble PQQ-dependent glucose dehydro-
genase forms, with methylhydrazine, an adduct similar
to that depicted in Eq. 15-51,449b the structure of a
glucose complex of the PPQH2- and Ca2+-containing
enzyme at a resolution of 0.2 nm suggests a direct
hydride ion transfer.  The only base close to glucose
C1 is His 144.  The C1-H proton lies directly above the
PQQH2 C5 atom.  Oubrie et al.446a propose a deproto-
nation of the C1-OH by His 144 and H– transfer to
C5 of PQQ followed by tautomerization (Eq. 15-52).
Theoretical calculations by Zheng and Bruice449c favor
a simpler mechanism with hydride transfer to the
oxygen atom of the C4 carbonyl (green arrows).  In
either case, the Ca2+ would assist by polarizing the C5
carbonyl group.

F.  Quinones, Hydroquinones, and Tocopherols
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of the nickel-containing F430.  It also binds two moles of
CoM-SH noncovalently.  The binding process requires
ATP as well as the presence of other proteins, notably
those of the hydrogenase system.

Coenzyme M, previously found only in methano-
genic archaeobacteria, has recently been discovered in
both gram-negative and gram-positive alkene-oxidizing
eubacteria.  It seems to function in cleavage of epoxy
rings and as a carrier of hydroxyalkyl groups.441a  See
also Chapter 17.

F.  Quinones, Hydroquinones, and Tocopherols

1.  Pyrroloquinoline Quinone (PQQ)

Bacteria that oxidize methane or methanol
(methylotrophs) employ a periplasmic methanol dehy-
drogenase that contains as a bound coenzyme, the
pyrroloquinoline quinone designated PQQ or meth-
oxatin (Eq. 15-51).442 – 444  This fluorescent ortho-quinone

is released when the protein is denatured.  Some other
bacterial alcohol dehydrogenases445,445a and glucose
dehydrogenases446-446d contain the same cofactor.

PQQ-containing methanol dehydrogenase from
Methylophilus is a dimer of a 640-residue protein con-
sisting of two disulfide-linked peptide chains with
one noncovalently bound PQQ.447  The large subunit
contains a β propellor (Fig. 15-23), which is similar to
that in the protein Gi shown in Fig. 11-7.  The PQQ
binding site lies above the propellor and is formed by
a series of loops.  The coenzyme interacts with several
polar protein side chains and with a bound calcium
ion.448  Bacterial PQQ-dependent glucose dehydrogenases
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Figure 15-23  (A) Stereoscopic view of the H subunit
of methanol dehydrogenase.  Eight four-stranded anti-
parallel β sheets, labeled W1–W8, form the base of the
subunit.  Several helices and two additional β-sheet
structures (labeled βx and βy) form a cap over the base.
The PQQ is located in a funnel within the cap approxi-
mately on an eight-fold axis of pseudosymmetry.
Courtesy of Xia et al.447   (B)  Schematic view of the
active site.  W467 is parallel to the plane of PQQ.  All
hydrogen-bond interactions between PQQ and its
surrounding atoms, except for the three water mole-
cules, are indicated.  Courtesy of White et al.448

2.  Copper Amine Oxidases

At first it appeared that PQQ had a broad distribu-
tion in enzymes, including eukaryotic amine oxidases.
However, it was discovered, after considerable effort,
that there are additional quinone cofactors that func-
tion in oxidation of amines.  These are derivatives of
tyrosyl groups of specific enzyme proteins.   Together
with enzymes containing bound PQQ they are often
called quinoproteins.450– 454

Topaquinone (TPQ).  Both bacteria and eukary-
otes contain amine oxidases that utilize bound copper
ions and O2 as electron acceptors and form an aldehyde,
NH3, and H2O2.  The presence of an organic cofactor
was suggested by the absorption spectra which was
variously attributed to pyridoxal phosphate or PQQ.
However, isolation from the active site of bovine serum
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amine oxidase established the structure of the reduced
form of the cofactor as a trihydroxyphenylalanyl
group covalently linked in the peptide chain.455,456

Its oxidized form is called topaquinone:

The same cofactor is present in an amine oxidase from
E. coli457– 460 and in other bacterial461– 463 fungal,463a

plant,464 and mammalian464a amine oxidases.

Lysine tyrosylquinone (LTQ). Another copper
amine oxidase, lysyl oxidase, which oxidizes side
chains of lysine in collagen and elastin (Eq. 8-8) con-
tains a cofactor that has been identified as having a
lysyl group of a different segment of the protein in
place of the – OH in the 2 position of topaquinone.465

Lysyl oxidase plays an essential role in the crosslinking
of collagen and elastin.

Tryptophan tryptophanylquinone (TTQ).  This
recently discovered quinone cofactor is similar to the
lysyl tyrosylquinone but is formed from two trypto-
phanyl side chains.466  It has been found in methyl-
amine dehydrogenase from methylotrophic gram-
negative bacteria467– 469 and also in a bacterial aromatic
amine dehydrogenase.470

F.  Quinones, Hydroquinones, and Tocopherols

Three-dimensional structures.  The TPQ-con-
taining amine oxidase from E. coli is a dimer of 727-
residue subunits with one molecule of TPQ at position
402 in each subunit.457,458  Methylamine dehydrogenase
is also a large dimeric protein of two large 46.7-kDa
subunits and two small 15.5-kDa subunits.  Each large
subunit contains a TTQ cofactor group.468,471,471a

Reduced TTQ is reoxidized by the 12.5-kDa blue copper
protein amicyanin.  Crystal structures have been
determined for complexes of methylamine dehydroge-
nase with amicyanin471 and of these two proteins with
a third protein, a small bacterial cytochrome c.472,472a

Mechanisms. Studies of model reactions473– 476

and of electronic, Raman,466,477,478 ESR,479,480 and NMR
spectra and kinetics481 have contributed to an under-
standing of these enzymes.459,461,464,482,483  For these
copper amine oxidases the experimental evidence
suggests an aminotransferase mechanism.450,453,474,474a-d

The structure of the E.coli oxidase shows that a single
copper ion is bound by three histidine imidazoles and
is located adjacent to the TPQ (Eq. 15-53).  Asp 383 is a
conserved residue that may be the catalytic base in Eq.
15-53.474b  A similar mechanism can be invoked for LTQ
and TTQ.

How is the reduced cofactor reoxidized?  Presum-
ably the copper ion adjacent to the TPQ functions in
this process, passing electrons one at a time to the
next carrier in a chain.  There is no copper in the TTQ-
containing subunits.  Electrons apparently must jump
about 1.6 nm to the copper ion of amicyanin, then
another 2.5 nm to the iron ion of the cytochrome c.472

Reoxidation of the aminoquinol formed in Eq. 15-53,
step d, yields a Schiff base whose hydrolysis will release
ammonia and regenerate the TTQ.  Intermediate states
with Cu+ and a TTQ semiquinone radical have been
observed.483a
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3.  Ubiquinones, Plastoquinones, Tocopherols,
and Vitamin K

In 1955, R. A. Morton and associates in Liverpool
announced the isolation of a quinone which they
named ubiquinone for its ubiquitous occurrence.484,485

It was characterized as a derivative of benzoquinone
attached to an unsaturated polyprenyl (isoprenoid)
side chain (Fig. 15-24).  In fact, there is a family of
ubiquinones: that from bacteria typically contains six
prenyl units in its side chain, while most ubiquinones
from mammalian mitochondria contain ten.  Ubiqui-
none was also isolated by F. L. Crane and associates
using isooctane extraction of mitochondria.  These
workers proposed that the new quinone, which they
called coenzyme Q, might participate in electron
transport.  As is described in Chapter 18, this function
has been fully established.  Both the name ubiquinone
and the abbreviation Q are in general use.  A subscript
indicates the number of prenyl units, e.g., Q10.
Ubiquinones can be reversibly reduced to the hydro-
quinone forms (Fig. 15-24), providing a basis for their
function in electron transport within mitochondria and
chloroplasts.486– 490

While vitamin E (Box 15-G) and vitamin K (Box
15-F) are dietary essentials for humans,  ubiquinone is
apparently not.  Animals are able to make ubiquinones
in quantities adequate to meet the need for this essen-
tial component of mitochondria.  However, an extra
dietary supplement may sometimes be of value.491  A
reduced level of ubiquinone has been reported in gum
tissues of patients with periodontal disease.492

Ubiquinones are being tested as possible protectants
against heart damage caused by lack of adequate
oxygen or by drugs.491
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A closely related series of
plastoquinones occur in chloro-
plasts (Chapter 23).  In these com-
pounds the two methoxyl groups
of ubiquinone are replaced by
methyl groups (Fig. 15-24).  The
most abundant of these com-
pounds, plastoquinone A, con-
tains nine prenyl units.493,494

Addition of the hydroxyl
group of the reduced ubiqui-
none or plastoquinone to the
adjacent double bond leads to
a chroman-6-ol structure.  The
compounds derived from ubiqui-
none in this way are called
ubichromanols (Fig. 15-24).
The corresponding ubichromenol
(Fig. 15-24) has been isolated
from human kidney.  Plasto-

chromanols are derived from plastoquinone.  That
from plastoquinone A, first isolated from tobacco, is
also known as solanochromene.

A closely related and important family of chro-
manols are the tocopherols or vitamins E (Fig. 15-24,
Box 15-G).  Tocopherols are plant products found
primarily in plant oils and are essential to proper
nutrition of humans and other animals. α-Tocopherol
is the most abundant form of the vitamin E family;
smaller amounts of the β, δ, and γ forms occur, as do
a series of tocotrienols which contain unsaturated
isoprenoid units.495  The configuration of α-tocopherol
is 2R,4'R,8'R as indicated in Fig. 15-24.  When α-toco-
pherol is oxidized, e.g., with ferric chloride, the ring can
be opened by hydrolysis to give tocopherolquinones
(Fig. 15-24), which can in turn be reduced to tocopherol-
hydroquinones.  Large amounts of the tocopherol-
quinones have been found in chloroplasts.

Another important family of quinones, related in
structure to those already discussed, are the vitamins
K (Fig. 15-24, Box 15-F).  These occur naturally as two
families.  The vitamins K1 (phylloquinones) have
only one double bond in the side chain and that is in
the prenyl unit closest to the ring.  This suggests again
the possibility of chromanol formation.  In the vitamin
K2 (menaquinone) series, a double bond is present
in each of the prenyl units.  A synthetic compound
menadione completely lacks the polyprenyl side chain
and bears a hydrogen in the corresponding position on
the ring.  Nevertheless, menadione serves as a synthetic
vitamin K, apparently because it can be converted in
the body to forms containing polyprenyl side chains.
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Figure 15-24  Structures of the isoprenoid quinones and vitamin E.

these membranes.  Within some my-
cobacteria vitamin K apparently
participates in electron transport
chains in the same way (see Chapter
18).  Some bacteria contain both
menaquinones and ubiquinones.

The vitamin E derivative 
�-tocopherolquinone (Fig. 15-24)
can also serve as an electron carrier,
being reversibly reduced to the hydro-
quinone form α-tocopherolquinol.
Such a function has been proposed
for the anaerobic rumen bacterium
Butyrovibrio fibrisolvens.497

When a single hydrogen atom is
removed from a hydroquinone or from
a chromanol such as a tocopherol, a
free radical is formed (Eq. 15-54).
Phenols substituted in the 2, 4, and
6 positions give especially stable
radicals.

Both the presence of methyl substitu-
ents in the tocopherols and their
chromanol structures increase the
ability of these compounds to form
relatively stable radicals.498,499  This
ability is doubtless probably impor-
tant also in the function of ubiquino-
nes and plastoquinones.  Ubiquinone
radicals (semiquinones) are probably
intermediates in mitochondrial elec-
tron transport (Chapter 18) and radi-
cals amounting to as much as 40% of
the total ubiquinone in the NADH-
ubiquinone reductase of heart mito-
chondria have been detected by EPR
measurements.500,501

The equilibria governing semi-
quinone formation from quinones are similar to those
for the flavin semiquinones which were discussed in
Section B,6.  Two consecutive one-electron redox steps
can be defined.  Their redox potentials will vary with
pH because of a pKa for the semiquinone in the pH 4.5
– 6.5 region.  For ubiquinone this pKa is about 4.9 in
water and 6.45 in methanol.  A pKa of over 13 in the

4.  Quinones as Electron Carriers

Ubiquinones function as electron transport agents
within the inner mitochondrial membranes496 and also
within the reaction centers of the photosynthetic mem-
branes of bacteria (Eq. 23-32).484,488,494  The plasto-
quinones also function in electron transport within

OH
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hydroquinone form502 will have little effect on redox
potentials near pH 7.  The potential for the one-elec-
tron reaction Q + e– → Q– is evaluated most readily.
For this reaction E°’ (pH 7) is –0.074, –0.13, –0.17, and
–0.23 for 2,3-dimethylbenzoquinone, plastoquinone,
ubiquinone, and phylloquinone, respectively.

Why does this entire family of compounds have
the long polyprenyl side chains?  A simple answer is
that they serve to anchor the compounds in the lipid
portion of the cell membranes where they function.
In the case of ubiquinones both the oxidized and the
reduced forms may move freely through the lipid
phase shuttling electrons between carriers.

5.  Vitamin K and �-Carboxyglutamate
Formation

In higher animals the only known function of
vitamin K is in the synthesis of γ-carboxyglutamate
(Gla)-containing proteins, several of which are needed
in blood clotting (Box 15-F, Chapter 12).  Following the
discovery of γ-carboxyglutamate, it was shown that liver
microsomes were able to incorporate 14C-containing
bicarbonate or CO2 into the Gla of prothrombin and
could also generate Gla in certain simple peptides such
as Phe-Leu-Glu-Val.  Three enzymes are required.
All are probably bound to the microsomal mem-
branes.503– 507a  An NADPH-dependent reductase reduces
vitamin K quinone to its hydroquinone form.  Conver-
sion of Glu residues to Gla residues requires this reduced
vitamin K as well as O2 and CO2.  During the carboxy-
lation reaction the reduced vitamin K is converted into
vitamin K 2,3-epoxide (Eq. 15-55).508  The mechanism is
uncertain but a peroxide intermediate such as that
shown in Eq. 15-56 is probably involved.  This could
be used to generate a hydroxide ion adjacent to the
pro-S -H of the glutamate side chain of the substrate.
This hydrogen could be abstracted by the OH– to form

H2O and a carbanion which would be stabilized by the
adjacent carboxyl group508– 511 (Eq. 15-56).

Dowd and coworkers raised doubts that a hydroxide
ion released in the active site in this manner is a strong
enough base to generate the anion shown in Eq. 15-
52.512,513  They hypothesized a “base strength amplifica-
tion” mechanism that begins with a peroxide formed at
C-4 followed by ring closure to form a dioxetane and
rearrangement to the following hypothetical strong
base.507,512,514

The proposal was supported by model
experiments and also by observation
of some incorporation of both atoms
of 18O2 into vitamin K epoxide.  How-
ever, theoretical calculations support
the simpler mechanism of Eq. 15-56.

The fact that L-threo-γ-fluoro-
glutamate residues, in which the
fluorine atom is in the position corre-
sponding to the pro-S hydrogen, are
not carboxylated but that an erythro-
γ-fluoroglutamate is carboxylated
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BOX 15-F  THE VITAMIN K FAMILY

The existence of an “antihemorrhagic factor”
required in the diet of chicks to ensure rapid clotting
of blood was reported in 1929 by Henrik Dam at the
University of Copenhagen.a,b  The fat-soluble material,
later designated vitamin K, causes a prompt (2 – 6 h)
decrease in the clotting time when administered to
deficient animals and birds.  The clotting time for a
vitamin K-deficient chick may be greater than 240 s,
but 6 h after injection of 2 µg of vitamin K3 it falls to
50–100 s.c  Pure vitamin K (Fig. 15-24), a 1,4-naphtho-
quinone, was isolated from alfalfa in 1939.  Within a
short time two series, the phylloquinones (vitamin K1)
and the menaquinones (vitamin K2), were recognized.
The most prominant phylloquinone contains the phytyl
group, which is also present in the chlorophylls.  For
a human being a dietary intake of about 30 µg per day
is recommended.d  Additional vitamin K is normally
supplied by intestinal bacteria.

The most obvious effect of a deficiency in vitamin
K in animals is delayed blood clotting, which has been
traced to a decrease in the activity of prothrombin and
of clotting factors VII, IX, and X (Chapter 12, Fig. 12-17).
Prothrombin formed by the liver in the absence of vitamin
K lacks the ability to chelate calcium ions essential for
the binding of prothrombin to phospholipids and to
its activation to thrombin.   The structural differences
between this abnormal protein and the normal pro-
thrombin have been pinpointed at the N terminus of
the ~ 560 residue glycoprotein.e,f  Tryptic peptides from
the N termini differed in electrophoretic mobility.  As
detailed in Chapter 12, ten residues within the first 33,
which were identified as glutamate residues by the
sequence analysis on normal prothrombin, are actually
�-carboxyglutamate (Gla).  The same amino acid is
present near the N termini of clotting factors VII, IX,
and X.

The fact that γ-carboxyglutamate had not been
identified previously as a protein substituent is ex-
plained by its easy decarboxylation to glutamic acid
during treatment with strong acid.  The function of
vitamin K is to assist in the incorporation of the addi-
tional carboxyl group into the glutamate residues of
preformed prothrombin and other blood-clotting
factorsg,h  with a resulting increase in calcium ion
affinity.

Four other plasma proteins designated C, S, M,

and Z contain γ-carboxyglutamate.  The functions of
proteins M and Z are unknown but protein C is a serine
protease involved in regulation of blood coagulation
and protein S is a cofactor that assists the action of
protein C.  Other proteins that require vitamin K for
synthesis include the 49-residue bone Gla protein (or
osteocalcin) and the 79-residue matrix Gla protein
found in bone and cartilage.i,j  These proteins contain
three and five residues of Gla, respectively.  Their
possible functions in mineralization are considered
in Chapter 8.  At least two additional small human
proline-rich Gla proteins of unknown function are
synthesized in many tissues.k  Gamma-carboxy-
glutamate also occurs in an invertebrate peptide from
fish-hunting cone snails.  This “sleeper peptide,” which
induces sleep in mice after intracerebral injection, has
the sequence GEE*E*LQE*NQE*LIRE*KSN.  Here E*
designates the 5 residues of Gla.l

An interesting facet of vitamin K nutrition and
metabolism was revealed by the observation that cattle
fed on spoiled sweet clover develop a fatal hemorrhagic
disease.  The causative agent is dicoumarol, a com-
pound arising from coumarin, a natural constituent of
clover.  Dicourmarol and the closely related synthetic
warfarin are both potent vitamin K antagonists.
Warfarin is used both as a rat poison and in the treat-
ment of thromboembolic disease.  As rodenticides
hydroxycourmarin derivatives are usually safe because
a single accidental ingestion by a child or pet does little
harm, whereas regular ingestion by rodents is fatal.

a Wasserman, R. H. (1972) Ann. Rev. Biochem. 41, 179– 202
b Tim Kim, X. (1979) Trends Biochem. Sci. 4, 118–119
c Olson, R. E. (1964) Science 45, 926 – 928
d Shils, M. E., Olson, J. A., and Shike, M., eds. (1994) Modern

Nutrition in Health and Disease, 8th ed., Vol. 1, Lea & Febiger,
Philadelphia, Pennsylvania (pp. 353 – 355)

e Friedman, P. A. (1984) N. Engl. J. Med. 310, 1458– 1460
f Stenflo, J. (1976) J. Biol. Chem. 251, 355 –363
g Wood, G. M., and Suttie, J. W. (1988) J. Biol. Chem. 263, 3234–3239
h Wu, S.-M., Mutucumarana, V. P., Geromanos, S., and Stafford,

D. W. (1997) J. Biol. Chem. 272, 11718 –11722
i Price, P. A., and Williamson, M. K. (1985) J. Biol. Chem. 260,

14971– 14975
j Price, P. A., Rice, J. S., and Williamson, M. K. (1994) Protein Sci.

3, 822 – 830
k Kulman, J. D., Harris, J. E., Haldeman, B. A., Davie, E. W.

(1997) Proc. Natl. Acad. Sci., USA 94, 9058– 9062
l Prorok, M., Warder, S. E., Blandl, T., and Castellino, F. J. (1996)

Biochemistry 35, 16528– 16534
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suggested the indicated stereospecificity.515,516  This
was confirmed by observation of a kinetic isotope
effect when 2H is present in the pro-S position.517

Addition of the carbanion to CO2 would generate the
Gla residue.  The two glutamates in the following
sequence, in which X may be various amino acids,
are carboxylated if the protein also carries a suitable
N-terminal signal sequence:  EXXXEXC.  If a suitable
glutamyl peptide is not available for carboxylation the
postulated peroxide intermediate (Eq. 15-55) is still
converted slowly to the 2,3-epoxide of vitamin K.

A third enzyme is required to reduce the epoxide
to vitamin K (Eq. 15-57).  The biological reductant is
uncertain but dithiols such as dithiothreitol serve in
the laboratory.518  See also Eq. 18-47.  Protonation of an
intermediate enolate anion would give 3-hydroxy-2,
3-dihydrovitamin K, an observed side reaction product.

Vitamin K epoxide   + 2[H] → H2O + Vitamin K

This reaction is of interest because of its specific inhibi-
tion by such coumarin derivatives as Warfarin:

This synthetic compound, as well as natural cou-
marin anticoagulants (Box 15-F), inhibits both the
vitamin K reductase and the epoxide reductase.518,519

The matter is of considerable practical importance
because of the spread of warfarin-resistant rats in
Europe and the United States.  One resistance muta-
tion has altered the vitamin K epoxide reductase so
that it is much less susceptible to inhibition by war-
farin.519,520

While glutamate residues in peptides of appropriate
sequence are carboxylated by the vitamin K-depen-
dent system, aspartate peptides scarcely react.503

Beta-carboxyaspartate is present in protein C of the
blood anticoagulant system (Fig. 12-17)521 and in
various other proteins containing EGF homology
domains (Table 7-3),522 but the mechanism of its
formation is unknown.

6.  Tocopherols (Vitamin E) as Antioxidants

The major function of the tocopherols is thought to
be the protection of phospholipids of cell membranes
against oxidative attack by free radicals and organic
peroxides.  Peroxidation of lipids, which is described
in Chapter 21, can lead to rapid development of ran-
cidity in fats and oils.  However, the presence of a small
amount of tocopherol inhibits this decomposition,
presumably by trapping the intermediate radicals in
the form of the more stable tocopherol radicals (Eq.
15-54) which may dimerize or react with other radicals
to terminate the chain.  Even though only one mole-
cule of tocopherol is present for a thousand molecules
of phospholipid, it is enough to protect membranes.523

That vitamin E does function in this way is supported
by the observation that much of the tocopherol require-
ment of some species can be replaced by N,N’-diphenyl-
p-phenylenediamine, a synthetic antioxidant (see Table
18-5 for the structure of a related substance).  Three
generations of rats have been raised on a tocopherol-
free diet containing this synthetic antioxidant.  How-
ever, not all of the deficiency symptoms are prevented.

The antioxidant role of α-tocopherol in membranes
is generally accepted.524– 526  It is thought to be critical
to defense against oxidative injury and to help the
body combat the development of tumors and to slow
aging.  Gamma-tocopherol may be more reactive than
α-tocopherol in removing radicals created by NO and
other nitrogen oxides.526  Its actions are strongly linked
to those of ascorbic acid (Box 18-D) and selenium.  Ascor-
bate may reduce tocopherol semiquinone radicals, while
selenium acts to enhance breakdown of peroxides as
described in the next section.

G.  Selenium-Containing Enzymes

In 1957, Schwartz and associates showed that the
toxic element selenium was also a nutritional factor
essential for prevention of the death of liver cells in
rats.527  Liver necrosis would be prevented by as little
as 0.1 ppm of selenium in the diet.  Similar amounts of
selenium were shown to prevent a muscular dystrophy
called “white muscle disease” in cattle and sheep
grazing on selenium-deficient soil.  Sodium selenite
and other inorganic selenium compounds were more
effective than organic compounds in which Se had
replaced sulfur.  Keshan disease, an often fatal
heart condition that is prevalent among childen in
Se-deficient regions of China, can be prevented by
supplementation of the diet with NaSeO3.528    Even
the little crustacean “water flea” Daphnia needs 0.1
part per billion of Se in its water.529

Selenium has long been known to enhance the
antioxidant activity of vitamin E.  Recent work suggests
that vitamin E acts as a radical scavenger, preventing

(15-57)
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form with a preference for organic peroxides derived
from phospholipids.327,538– 540  A related selenoprotein
has been found in a human poxvirus.540a  Selenocys-
teine is present at a position (residues 41 – 47) near the
N terminus of an α helix, in the ~ 180-residue polypep-
tides.  A possible reaction mechanism involves attack
by the selenol on the peroxide to give a selenic acid
intermediate which is reduced by glutathione in two
nucleophilic displacement steps (Eq. 15-59).

excessive peroxidation of membrane lipids, while
selenium, in the enzyme glutathione peroxidase,
acts to destroy the small amounts of peroxides that
do form.  This was the first established function of
selenium in human beings, but there are others.  If we
include proteins from animals and bacteria, at least ten
selenoproteins are known (Table 15-4).530– 534  Seven of
these are enzymes and most catalyze redox processes.
The active sites most often contain selenocysteine,
whose selenol side chain is more acidic (pKa ~ 5.2) than
that of cysteine and exists as –CH2 –Se– at neutral pH.530

Glutathione peroxidases catalyze the reductive
decomposition of H2O2 or of organic peroxides by
glutathione (G – SH) according to Eq. 15-58.  At least
three isoenzyme forms have been identified in mam-
mals: a cellular form,531,535– 537 a plasma form, and a

G.  Selenium-Containing Enzymes

BOX 15-G  VITAMIN E: THE TOCOPHEROLS

Vitamin E was recognized in 1926 as a factor
preventing sterility in rats that had been fed rancid
lipids.a– e  The curative factor, present in high con-
centration in wheat germ and lettuce seed oils, is
a family of vitamin E compounds, the tocopherols
(Fig. 15-24).  The first of these was isolated by Evans
and associates in 1936.  Vitamin E deficiency in the
rabbit or rat is accompanied by muscular degenera-
tion (nutritional muscular dystrophy; see also
Box 15-A) and a variety of other symptoms that
vary from one species to another.  Animals deficient
in vitamin E display obvious physical deterioration
followed by sudden death.  Muscles of deficient rats
show abnormally high rates of oxygen uptake, and
abnormalities appear in the membranes of the en-
doplasmic reticulum as viewed with the electron
microscope.  It is thought that deterioration of lyso-
somal membranes may be the immediate cause of
death.

The tocopherol requirement of humans is not
known with certainty, but about 5 mg (7.5 IU) / day
plus an additional 0.6 mg for each gram of polyun-
saturated fatty acid consumed may be adequate.
It is estimated that the average daily intake is about
14 mg, but the increasing use of highly refined foods
may lead to dangerously low consumption.  Recent
interestd– f has been aroused by studies that show
that much larger amounts of vitamin E (e.g., 100 –
400 mg/day) substantially reduce the risk of coro-
nary disease and stroke in both womeng and menh

and also decrease oxidative modification of brain
proteins.i  The decrease in heart attacks and stroke
may be in part an indirect effect of the anticlotting

a Sebrell, W. H., Jr., and Harris, R. S., eds. (1972) The Vitamins,
Vol. 5, Academic Press, New York

b DeLuca, H. F., and Suttie, J. W., eds. (1970) The Fat-Soluble
Vitamins, Univ. of Wisconsin Press, Madison, Wisconsin

c Machlin, L. J., ed. (1980) Vitamin E, Dekker, New York
d Mino, M., Nakamura, H., Diplock, A. T., and Kayden, H. J.,

eds. (1993) Vitamin E: Its Usefulness in Health and in Curing
Diseases, Japan Scientific Socities Press, Tokyo

e Packer, L., and Fuchs, J., eds. (1993) Vitamin E in Health and
Disease, Dekker, New York

f Dowd, P., and Zhend, Z. B. (1995) Proc. Natl. Acad. Sci. U.S.A.
92, 8171–8175

g Stampfer, M. J., Hennekens, C. H., Manson, J. E., Colditz, G. A.,
Rosner, B., and Willett, W. C. (1993) N. Engl. J. Med. 328, 1444–
1449

h Rimm, E. B., Stampfer, M. J., Ascherio, A., Giovannucci, E.,
Colditz, G. A., and Willett, W. C. (1993) N. Engl. J. Med. 328,
1450 –1456

i Poulin, J. E., Cover, C., Gustafson, M. R., and Kay, M. M. B.
(1996) Proc. Natl. Acad. Sci. U.S.A. 93, 5600– 5603

j Diplock, A. T., and Lucy, J. A. (1973) FEBS Lett. 29, 205 – 210

action of vitamin E quinone.f  Plant oils are usually
the richest sources of tocopherols, while animal
products contain lower quantities.

To some extent the vitamin E requirement may
be lessened by the presence in the diet of synthetic
antioxidants and by selenium.  Much evidence
supports a relationship between the nutritional
need for selenium and that for vitamin E.  Lack of
either causes muscular dystrophy in many animals
as well as severe edema (exudative diathesis) in
chicks.  Since vitamin E-deficient rats have a low
selenide (Se2–) content, it has been suggested that
vitamin E protects reduced selenium from oxida-
tion.j   Vitamin C (ascorbic acid), in turn, protects
vitamin E.

2 GH–SH
Glutathione

G—S—S—G
Oxidized glutathione

H2O2 or R-OOH

2H2O or H2O + ROH

Glutathione peroxidase

(15-58)
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Three types of iodothyronine deiodinase remove
iodine atoms from thyroxine to form the active thyroid
hormone triiodothyronine and also to inactivate the
hormone by removing additional iodine531,541– 546  (see
also Chapter 25).  In this case the – CH2 – Se– may attach
the iodine atom, removing it as I+ to form – CH2– Se – I.
The process could be assisted by the phenolic – OH
group if it were first tautomerized (Eq. 15-60).
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A recently discovered human selenoprotein is a
thioredoxin reductase which is present in the T cells
of the immune system as well as in placenta and other
tissues.189,547– 549  The 55-kDa protein has one seleno-
cysteine as the penultimate C-terminal residue.  Another
mammalian selenoprotein, of uncertain function, is the
57-kDa selenoprotein P. It contains over 60% of the

selenium in rat plasma and is also present in the human
body.  Selenoprotein P contains ten selenocysteine
residues.550– 552a  Some of these may be replaced by
serine in a fraction of the molecules.553   A smaller
9.6-kDa skeletal muscle protein, selenoprotein W,
contains a single selenocysteine.554– 556  Another seleno-
protein has been found in sperm cells, both in the tail
and in a keratin-rich capsule that surrounds the mito-
chondria in the sperm midpiece.557  Lack of this protein
may be the cause of the abnormal immotile spermatozoa
observed in Se-deficient rats and of reproductive diffi-
culties among farm animals in Se-deficient regions.558

Several selenoproteins have been found in certain
bacteria and archaea.  A hydrogenase from Methano-
coccus vannielii contains selenocysteine.559,560  This
enzyme transfers electrons from H2 to the C-5 si face of
the 8-hydroxy-5-deazaflavin cofactor F420 (Section B,4).
The same bacterium synthesizes two formate
dehydrogenases (see Fig 15-23), one of which con-
tains Se.  Two Se-containing formate dehydrogenases
are made by E. coli.  One of them, which is coupled to
a hydrogenase in the formate hydrogen-lyase system
(see Eq. 15-37), is a 715-residue protein containing
selenocysteine at position 140.561– 563  The second has
selenocysteine at position 196 and functions with a
nitrate reductase in anaerobic nitrate respiration.561

Glycine reductase is a complex enzyme530,564– 566

that catalyzes the reductive cleavage of glycine to
acetyl phosphate and ammonia (Eq. 15-61) with the
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subsequent synthesis of ATP (Eq. 14-43).  Electrons for
reduction of the disulfide that is formed are provided
by NADH.  A single selenocysteine residue is present
in the small 12-kDa subunits.  The enzyme contains a
dehydroalanine residue (Chapter 14) in subunit B and
a thiol group in subunit C.566  An acetyl-enzyme deriv-
ative of subunit C, perhaps of its – SH group, has been
identified.546  The mechanism of action is uncertain
but the steps in Eq. 15-61 have been suggested.567

The subunits are designated EA, EB, and EC.  Step e is
particularly hard to understand because formation of
a thioester in this manner is not expected to occur
spontaneously and must be linked in some way to
other steps.

A selenium-containing xanthine dehydrogenase
is present in purine-fermenting clostridia.  Like other
xanthine dehydrogenases (Chapter 16), it converts
xanthine to uric acid and contains nonheme iron,
molybdenum, FAD, and an Fe–S center.  The selenium
is probably present as Se2– bound to Mo as is S2– in xan-
thine oxidase (Fig. 16-32).567a  A related reaction is cata-
lyzed by the Fe–S protein nicotinic acid hydroxylase
(Eq. 15-62) found in some clostridia.568  Splitting of the
Mo(V) EPR signal when 77Se is present in the enzyme
shows that the selenium is present as a ligand of molyb-
denum.  Another member of the family is a purine
hydroxylase that converts purine 2-hydroxypurine,
or hypoxanthine to xanthine.567a

TABLE 15-4
Selenium-Containing Proteins

Enzyme Source
Mass
(kDa)

Subunit
composition

Other
cofactors

Glutathione peroxidases None

Cellular

Plasma

Phospholipid
hydroperoxide

Mammals

Humans

Pig, rat

21 x 4

18

Thioredoxin reductase Humans 55 × 2

Selenoprotein P Mammals 57 None

Selenoprotein W Rat 19.6

Formate dehydrogenase Bacteria - E. coli

Archaea

Heme b

Mo; molybdopterin

600 α2β4γ2-4

Hydrogenase Bacteria

Archaea

Some clostridiaGlycine reductase

Selenoprotein A

Selenoprotein B

Carbonyl protein C

selenomethionine) Clostridium kluyverii

Thiolase (contains

12

200

250

39 × 4 None

Fe?

FAD; NiFeSeα2β4γ2

ABC

Iodothyronine deiodinases Vertebrates

Nicotinic acid hydroxylase Clostridia 300 FAD, FeS, Mo

Purine hydroxylase Clostridia FAD, FeS, Mo

dehydrogenase

Oligotropha

    carboxidovorans

Carbon monoxide 137 × 2 FAD; Mo;
    molybdopterin

α2β2γ2

G.  Selenium-Containing Enzymes
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BOX 15-H  GLUTATHIONE PEROXIDASE AND ABNORMALITIES OF RED BLOOD CELLS

The processes by which hemoglobin is kept in
the Fe(II) state and functioning normally within intact
erythrocytes is vital to our health.  Numerous hereditary
defects leading to a tendency toward anemia have
helped to unravel the biochemistry indicated in the
accompanying scheme.a

About 90% of the glucose utilized by erythrocytes
is converted by glycolysis to lactate, but about 10% is
oxidized (via glucose 6-phosphate) to 6-phosphoglu-
conate.  The oxidation (reaction a) is catalyzed by glu-
cose-6-phosphate dehydrogenase (Eq.15-10) using
NADP+.  This is the principal reaction providing the
red cell with NADPH for reduction of glutathione (Box
11-B) according to reaction b.  Despite the important
function of glucose-6-P dehydrogenase, ~ 400 million
persons, principally in tropical and Mediterranean
areas, have a hereditary deficiency of this enzyme.
The genetic variations are numerous, with about 400
different ones having been identified.  Although most
individuals with this dificiency have no symptoms, the
lack of the enzyme is truly detrimental and sometimes
leads to excessive destruction of red cells and anemia
during some sicknesses and in response to administra-
tion of various drugs.b The survival of the defective
genes, like that for sickle cell hemoglobin (Box 7-B) is

thought to result from increased resistance to malaria
parasites.

Other erythrocyte defects that lead to drug sensi-
tivity include a deficiency of glutathione (resulting
from a decrease in its synthesis) and a deficiency of
glutathione reductase (reaction b).  The effects of drugs

have been traced to the production of
H2O2 (reaction c) in red blood cells;
catalase, which converts H2O2 into
H2O and O2, is thought to function
in a similar way.  Both enzymes are
probably necessary for optimal health.

An excess of H2O2 can damage
erythrocytes in two ways.  It can
cause excessive oxidation of func-
tioning hemoglobin to the Fe(III)-
containing methemoglobin.  (Methe-
moglobin is also formed spontane-
ously during the course of the oxygen-
carrying function of hemoglobin.  It
is estimated that normally as much
as 3% of the hemoglobin may be
oxidized to methemoglobin daily.)
The methemoglobin formed is reduced
back to hemoglobin through the
action of NADH-methemoglobin
reductase (reaction f).  A smaller
fraction of the methemoglobin is
reduced by a similar enzyme requir-
ing NADPH (as indicated by the
colored arrow).  A hereditary lack of
the NADH-methemoglobin reductase
is also known.

A second destructive function
of H2O2 is attack on double bonds of
unsaturated fatty acids of the phos-
pholipids in cell membranes.  The
resulting fatty acid hydroperoxides

can react further with C – C chain cleavage and disrup-
tion of the membrane.  This is thought to be the principal
cause of the hemolytic anemia induced by drugs in
susceptible individuals.  The selenium-containing gluta-
thione peroxidase is thought to decompose these fatty
acid hydroperoxides.  Vitamin E (Box 15-G), acting as
an antioxidant within membranes, is also needed for
good health of erythrocytes.c,d

a Chanarin, I. (1970) in Biochemical Disorders in Human Disease,
3rd ed. (Thompson, R. H. S., and Wooton, I. D. P., eds), pp. 163 –
173, Academic Press, New York

b Luzzatto, L., and Mehta, A. (1995) in The Metabolic and Molecular
Bases of Inherited Disease, 7th ed., Vol. 1 (Scriver, C. R., Beaudet,
A. L., Sly, W. S., and Valle, D., eds), pp. 3367 – 3398, McGraw-
Hill, New York

c Constantinescu, A., Han, D., and Packer, L. (1993) J. Biol. Chem.
268, 10906 – 10913

d Liebler, D. C., and Burr, J. A. (1992) Biochemistry 31, 8278 – 8284

a b c

d

e

f

g

Autoxidizable
drugs, AH2

O2

A

NADP+

NADPH6-Phosphogluconate

2 GSHG 6 P

G S S G

H2O2

2 H2O

NAD+

NADH

Hemoglobin(Fe2+)

Methemoglobin(Fe3+) HO2, H2O

Nonenzymatic
O2

O2
–

Unsaturated fatty acids
in phospholipids

Fatty acid
hydroperoxides

OOH
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(15-63)

A thiolase (Eq. 13-35) from Clostridium kluyveri
is one of only two known selenoproteins that contain
selenomethionine.569  However, the selenomethionine
is incorporated randomly in place of methionine.  This
occurs in all proteins of all organisms to some extent
and the toxicity of selenium may result in part from
excessive incorporation of selenomethionine into
various proteins.

Selenium is found to a minor extent wherever
sulfur exists in nature.  This includes the sulfur-con-
taining modified bases of tRNA molecules.  In addition
to a small amount of nonspecific incorporation of Se
into all S-containing bases there are, at least in bacteria,
specific Se-containing tRNAs.  In E. coli one of these is
specific for lysine and one for glutamate.  One of the
modified bases has been identified as 5-methyl-amino-
methyl-2-selenouridine.570  It is present at the first
position of the anticodon, the “wobble” position.571

Selenium has its own metabolism.  Through the
use of 75Se as a tracer, normal rat liver has been shown
to contain Se2–, SeO3

2–, and selenium in a higher oxida-
tion state.572  Glutathione may be involved in reduction
of selenite to selenide.573  The nonenzymatic reduction
of selenite by glutathione yields a selenotrisulfide
derivative (Eq. 15-63).  The latter is spontaneously
decomposed to oxidized glutathione and elemental
selenium or by the action of glutathione reductase to
glutathione and selenium.  Selenocysteine can be
converted to alanine + elemental selenium (Eq. 14-34).
Some bacteria are able to oxidize elemental Se back to
selenite.574  Selenium undergoes biological methylation
readily in bacteria, fungi, plants, and animals (Chapter
16).575,576  This may in some way be related to the
reported effect of selenium in protecting animals
against the toxicity of mercury.   Excess selenium may
appear in the urine as trimethylselenonium ions.577

How is selenium incorporated into selenocysteine-
containing proteins?  This element does enter amino
acids to a limited extent via the standard synthetic
pathways for cysteine and methionine.  However, the
placement of selenocysteine into specific positions in
selenoproteins occurs by the use of a minor serine-
specific tRNA that acts as a suppressor of chain termi-
nation during protein synthesis.532,533,578  (This topic is
dealt with further in Chapter 29.)  The genes for these
and presumably for other selenocysteine-containing
proteins have the “stop” codon TGA at the selenocys-
teine positions.  However, when present in a suitable
“context” the minor tRNA, carrying selenocysteine in
place of serine, is utilized to place selenocysteine into
the growing peptide chain.  In bacteria, and presum-
ably also in eukaryotes, the selenocysteinyl-tRNA is
formed from the corresponding seryl-tRNA by a PLP-
catalyzed β-replacement reaction.  The selenium donor
is not Se2– but selenophosphate Se – PO3

2– in which the
Se– P bond is quite weak.579– 581  After addition to the
aminoacrylate intermediate in the PLP enzyme the
Se– P bond may be hydrolytically cleaved to HPO4

2–

and selenocysteyl-tRNA.

N

COOH

N

COOHNADP+ NADPH

OH2O

H

H+

(15-62)

4 GSH SeO3
2–

pH 72 H+

3 H2O

(Selenotrisulfide)
Spontaneous

Glutathione reductase
Se0

G S S G

G S S G

S Se S GG

S Se HG

Se SHG

G.  Selenium-Containing Enzymes
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Study Questions

1. S-adenosylmethionine is also a biological methyl
group donor.  The product of its methyl transferase
reactions is S-adenosylhomocysteine.  This product
is further degraded by S-adenosylhomocysteine
hydrolase, an enzyme that contains tightly bound
NAD+, to form homocysteine and adenosine.

Write a step-by-step mechanism for the action of
this hydrolase.

2. Compare the chemical mechanisms of enzyme-
catalyzed decarboxylation of the following:
a) a β-oxo-acid such as acetoacetate or oxalo-

acetate
b) an α-oxo-acid such as pyruvate
c) an amino acid such as L-glutamate

3. Describe the subunit structure of the enzyme
pyruvate dehydrogenase.  Discuss the functioning
of each of the coenzymes that are associated with
these subunits and write detailed mechanisms for
each step in the pyruvate dehydrogenase reaction.

4. Free formate can be assimilated by cells via the
intermediate 10-formyl-tetrahydrofolate (10-
formyl-THF).
a) Describe the mechanism of synthesis of this

compound from formate and tetrahydrofolate.
b) Diagram a hypothetical transition state for the

first step of this reaction sequence.
c) Describe two or more uses that the human

body makes of 10-formyl-THF.

5. Using partial structural formulas, describe the
reactions by which serine and methionine react to
form N-formylmethionine needed for protein
synthesis.

6. Write the equations for each of the reactions shown
below.  Using the E0' values below, calculate approxi-
mate Gibbs energies for each reaction, and show
by the relative length of the arrows on which side
of the reaction the equilibrium lies.
a) The oxidation of malate by NAD+

b) The oxidation of succinate by NAD+

c) The oxidation of succinate by enzyme-bound
FAD

d) What can you say about the cofactor required
for oxidation of succinate from your calcula-
tions?

The values of E0' for several half reactions are
given below.  Everything has been rounded to one
significant figure so that a calculator is unnecessary.

Reaction E0' (volts)

NAD+ + H+ + 2 e– → NADH –0.3

enzyme bound FAD + 2 H+ + 2 e– →
       enzyme bound FADH2 0.0

fumarate + 2 H+ + 2 e– → succinate 0.0

oxalacetate + 2 H+ + 2 e– → malate –0.2

7. Some acetogenic bacteria, which convert CO2 to
acetic acid, form pyruvate for synthesis of carbo-
hydrates, etc., by formation of formaldehyde and
conversion of the latter to glycine by reversal of
the PLP and lipoic acid-dependent glycine decar-
boxylase, a 4-protein system.  The glycine is then
converted to serine, pyruvate, oxaloacetate, etc.
Propose a detailed pathway for this sequence.
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Transition metal ions function in many biological oxidation-reduction processes.  (Left) A
heme ring in nitrite reductase chelates an iron ion in its center, holding the Fe2+ or Fe3+ with
bonds from four nitrogen atoms and a fifth bond from an imidazole ring below.  Above the
iron is a nitrite ion, NO2

–, awaiting reduction to nitric oxide NO in a denitrifying bacterium.
From Ranghino et al. (2000) Biochemistry 39, 10958–10966.  (Right) The active site of a bacterial
dimethylsulfoxide reductase has an atom of molybdenum or tungsten at its center.  The
metal is held by four sulfur atoms from two molybdopterin molecules and an oxygen atom
of a serine side chain.  Two other oxygen atoms are bound as oxo groups and may participate
in catalysis.  From Stewart et al. (2000) J. Mol. Biol. 299, 593 – 600.
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bacteria, possess no oxygen-requiring enzymes and are
almost devoid of both iron and copper.  All other
organisms appear to require iron for life.

1.  Uptake by Living Cells

A major problem for cells is posed by the relative
insolubility of ferric hydroxide and other compounds
from which iron must be extracted by the organism.  A
consequence is that iron is often taken up in a chelated
form and is transferred from one organic ligand, often
a protein, to another with little or no existence as free
Fe3+ or Fe2+.  As can be calculated from the estimated
solubility product of Fe(OH)3 (Eq. 16-1),7 the equilibrium
concentration of Fe3+ at pH 7 is only 10–17 M.

Ksp = [Fe3+][OH–]3 < 10–38 M4

or [Fe3+] / [H+]3 < 104 M4 at 25° C

For a 2 µm3 bacterial cell this amounts to just one free
Fe3+ ion in almost 100 million cells at any single moment.
The importance of chelated forms of iron becomes
obvious.  It is also evident from Eq. 16-1 that, in addi-
tion to chelation, a low external pH can also facilitate
uptake of Fe3+ by organisms.

The values of the formation constants for chelates
of Fe2+ typically lie between those of Mn2+ and Co2+

(Fig. 6-6, Table 6-9).  For example, K1 = 1014.3 M–1 for
formation of the Fe2+ chelate of EDTA.  The smaller
and more highly charged Fe3+ is bonded more strongly
(K1 = 1025 M–1).  These binding constants are indepen-
dent of pH.  However, the binding of any  metal ion is
affected by pH, as discussed in Chapter 6.  A fact of
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Although the amounts present within living cells
are very small, the ions of the transition metals Fe, Co,
Ni, Cu, and Mn are extremely active centers for catalysis,
especially of  reactions that take advantage of the
ability of these metals to exist in more than one oxida-
tion state.1– 4  Iron, copper, and nickel are also compo-
nents of the electron carrier proteins that function as
oxidants or reductants in many biochemical processes.
These metals are all nutritionally essential, as are
chromium and vanadium.  Among the heavier transi-
tion elements molybdenum is a constituent of an
important group of enzymes that includes the sulfite
oxidase of human liver and nitrogenase of nitrogen-
fixing bacteria.  Tungsten occasionally substitutes for
molybdenum.

A.  Iron

Iron is one of the most abundant elements in the
earth’s crust, being present to the extent of ~ 4% in a
typical soil.  Its functions in living cells are numerous
and diverse.2,5– 8  The average overall iron content of
both bacteria and fungi is ~ 1 mmol / kg, but that of
animal tissues is usually less.  Seventy percent of the
3– 5 g of iron present in the human body is located in
the blood’s erythrocytes, whose overall iron content is
~ 20 mM. In other tissues the total iron averages closer to
0.3 mM and consists principally of storage forms.  The
total concentration of iron in all of the iron-containing
enzymes of tissues amounts to only about 0.01 mM.
Although these concentrations are low, the iron is
concentrated in oxidative enzymes of membranes and
may attain much higher concentrations locally.  Only a
few parasitic or anaerobic bacteria, e.g. the lactic acid
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considerable biochemical significance is the stronger
binding of Fe3+ to oxygen-containing ligands than to
nitrogen atoms, while Fe2+ tends to bind preferentially
to nitrogen.  It is also significant that Fe3+ bound to
oxygen ligands tends to exchange readily with other
ferric ions in the medium, whereas Fe3+ bound to
nitrogen-containing ligands such as heme exchanges
slowly.  This fact is important for both iron-transport
compounds and enzymes.

Siderophores. If a suitably high content of iron
(e.g., 50 µM or more for E. coli) is maintained in the
external medium, bacteria and other microorganisms
have little problem with uptake of iron.  However,
when the external iron concentration is low, special
compounds called siderophores are utilized to render
the iron more soluble.7– 11c  For example, at iron con-
centrations below 2 µM, E. coli and other enterobacte-
ria secrete large amounts of enterobactin (Fig. 16-1).
The stable Fe3+–enterobactin complex is taken up by a
transport system that involves receptors on the outer
bacterial membrane.9,12,13  Siderophores from many
bacteria have in common with enterobactin the pres-
ence of catechol (ortho-dihydroxybenzene) groups

that chelate the iron.
The three catechol groups of enterobactin are carried

on a cyclic serine triester structure.  A variety of both
cyclic and linear structures are found among other
catechol siderophores.14– 19  For example, parabactin
and agrobactin (Fig. 16-1) contain a backbone of
spermidine20 (Chapter 24).  After the Fe3+–enterobactin
complex enters a bacterial cell the ester linkages of a
siderophore are cleaved by an esterase.  Because of the
extremely high formation constant of ~ 1052 M–1 for
the complex11 the only way for a cell to release the
Fe3+ is through this irreversible destruction of the iron
carrier.11d  Reduction to Fe2+ may be involved in release
of iron from some siderophores.11e

The first known siderophore, isolated in 1952 by
Neilands,22 is ferrichrome (Fig. 16-1), a cyclic hexa-
peptide containing hydroxamate groups at the iron-
binding centers.  Oxygen atoms form the bonds to iron
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complexes.  (A) Enterobactin of E. coli and other enteric bacteria;12

(B) parabactin (R = H) from Paracoccus denitrificans and agrobactin (R = OH)
from Agrobacterium tumefaciens;20  (C) ferrichrome;9  (D) pyochelin from
Pseudomonas aeruginosa.21
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in this compound also.  Ferrichrome binds Fe3+ with a
formation constant of ~ 1029 M–1.  The binding is not as
tight as with enterobactin and the iron can be released
by enzymatic reduction to Fe2+ which is much less
tightly bound than is Fe3+.  The released ferrichrome
can be secreted and used repeatedly to bring in more
iron.  Ferrichrome is produced by various fungi and
bacilli and is only one of a series of known hydroxa-
mate siderophores.16  Since iron is essential to virtually
all parasitic organisms the ability to obtain iron is often
the limiting factor in establishing an infection.23,24

In E. coli there are seven different outer membrane
receptors for siderophores.25  One of these, the gated
porin FepA, is specific for ferric enterochelin.  With
the assistance of another protein, TonB, it allows the
ferric siderophore to penetrate the outer membrane.26

A different receptor, FhuA, binds ferrichrome.  Both
FepA and FhaA are large 22-strand porins resembling
the 16-strand porin shown in Fig. 8-20.  However, they
are nearly 7 nm long with internal diameters three
times those of the 16-strand porins.  In addition, loops
of polypeptide chain on the outer edges can close
while an N-terminal domain forms a “cork” that remains
in place until the Fe3+-siderophore complex enter the
channel and binds.  Like the hatches in an air lock on
a spacecraft, the outer loops then close, after which the
inner cork unwinds to allow the siderophore complex
to enter the periplasmic space.  The apparatus requires
an energy supply, which apparently is provided by an
additional complex consisting of proteins TonB, ExbA,
and ExbD.  They evidently couple the electrochemical
gradient across the cell membrane (Chapter 8, B1 and
C5 and Chapter 18) with the operation of the channel
gates.  Some bacteria use a different strategy for passage
across the outer membrane.11c  The channel of a receptor
protein contains a molecule of an iron-free siderophore.
When a molecule of Fe3+-siderophore binds in the
outside part of the channel the Fe3+ jumps to the inner
siderophore, which then dissociates from the receptor,
carrying the Fe3+-siderophore complex into the peri-
plasmic space.  This mechanism also seems to be
available in E. coli.  The ferric uptake regulation (Fur)
protein binds excess free Fe2+, the resulting complex
acting as a repressor of all of the iron uptake genes in
E. coli.11e

Additional proteins are required for passage
through the membrane.11b,23,25,27  These are ABC trans-
porters, which utilize hydrolysis of ATP as an energy
source (Chapter 8, Section C,4).  For uptake of the Fe3+-
ferrichrome complex protein FhuD is the periplasmic
binding protein,  FhuC is an integral membrane com-
ponent, and the cytosolic FhuC contains the ATPase
center.11b  Another ABC transporter, found in many
bacteria, carries unchelated Fe3+ across the inner mem-
brane.  The binding protein component for Hemophilus
influenzae, designated Hit, resembles one lobe of mam-
malian transferrin (Fig. 16-2).11b  The siderophore

receptors of bacteria have been “parasitized” by vari-
ous bacteriophages and toxic proteins.  For example,
FepA is also a receptor for the toxic colicins B and D
(Box 8-D) and tonB is a receptor for bacteriophage
T1.9,13

Some bacteria do not form siderophores but take
up Fe2+.  Even E. coli, when grown anaerobically,
synthesizes an uptake system for Fe2+.  It utilizes a
75-residue peptide encoded by gene feoA and a 773-
residue protein encoded by feoB.28,11b

Uptake of iron by eukaryotic cells.  The yeast
Saccharomyces cerevisiae utilizes two systems for uptake
of iron.29,30  A low-affinity system transports Fe2+ with
an apparent Km of ~ 30 µM, while a high-affinity system
has a Km of ~ 0.15 µM.  Study of these systems has been
greatly assisted by the use of genetic methods devel-
oped for both bacteria and yeast (Chapter 26).  The
low-affinity iron uptake depends upon a protein trans-
porter encoded by gene FET4 and on a reductase
encoded by genes FRE1 and FRE2, proteins that are
embedded in the cytoplasmic membrane.29,31-33  It
might seem reasonable that the FET3 copper oxido-
reductase should keep Fe2+ reduced while it is trans-
ported.  However, it appears to oxidize Fe2+ to Fe3+.
The high-affinity uptake system is more puzzling.  It
requires a permease encoded by FTR I and an additional
protein encoded by FET3.30,33– 35  The Fet3 protein is a
copper oxidoreductase related to ceruloplasmin
(Section D).  The protein Fre1p (encoded by FRE1) is a
metalloreductase that reduces Cu2+ to Cu+, as well as
Fe3+ to Fe2+.  It is essential for copper uptake (Section
D).33  It has long been known that ceruloplasmin is
required for mobilization of iron from mammalian
tissues.30  Hereditary ceruloplasmin deficiency causes
accumulation of iron in tissues.36  Yeast also contains
both mitochondrial and vacuolar iron transporters.37,37a,b

The uptake of iron by animals is not as well under-
stood38– 40 but it resembles that of yeast.41  A general
divalent cation transporter that is coupled to the mem-
brane proton gradient is involved in intestinal iron
uptake.42,60   Ascorbic acid promotes the uptake of iron,
presumably by reducing it to Fe(II), which is more
readily absorbed than Fe(III), and also by promoting
ferritin synthesis.43  Uptake is also promoted by meat
in the diet.44  Within the body iron is probably trans-
ferred from one protein to another with only a transient
existence as free Fe2+.  An average daily human diet
contains ~ 15 mg of iron, of which ~ 1 mg is absorbed.
This is usually enough to compensate for the small
losses of the metal from the body, principally through
the bile.  Once it enters the body, iron is carefully con-
served.  The 9 billion red blood cells destroyed daily
yield 20 – 25 mg of iron which is almost all reused or
stored.  The body apparently has no mechanism for
excretion of large amounts of iron; a person’s iron
content is regulated almost entirely by the rate of
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uptake.  This rate is increased during pregnancy and,
in young women, to compensate for iron lost in men-
strual bleeding.  Nevertheless, control of iron uptake is
imperfect and perhaps 500 million people around the
world suffer from iron deficiency.44,45  For others, an
excessive intake of iron or a genetic defect lead to
accumulation of iron to toxic levels, a condition called
hemochromatosis.44,46,46a,b  This condition may also
arise in any disease that leads to excessive destruction
of hemoglobin or accumulation of
damaged erythrocytes.  Examples
are β-thalassemia (Chapter 28) and
cerebral malaria.47  Treatment with
chelating agents designed to remove
iron is often employed.47,48

Transferrins. Within the body
iron is moved from one location to
another while bound as Fe3+ to
transferrins, a family of related
680 - to 700-residue 80-kDa pro-
teins.38,49– 53  Each transferrin mole-
cule contains two Fe+3 binding sites,
one located in each of two similar
domains of the folded peptide
chain.  A dianion, usually CO3

2–,
is bound together with each Fe3+.
Milk transferrin (lactoferrin51a,b,c

also found in leukocytes), hen egg
transferrin (ovotransferrin),52,52a

and rabbit and human serum
transferrin54,54a  all have similar
structures.  Each Fe3+ is bonded to
oxygen anions from two tyrosine
side chains, an aspartate carboxy-
late, an imidazole group, and the
bound carbonate ion (Fig. 16-2B).
Transferrin of blood plasma is
encoded by a separate gene but has
a similar structure.  Transferrin of
chickens appears to be identical to
conalbumin of egg whites.  The
iron-binding proteins of body fluids
are sometimes given the group
name siderophilins.  Transferrins
may function not only in transport
of iron throughout the body but
also as iron buffers that provide a
relatively constant iron concentra-
tion within tissues.

The entrance of iron into the
body through the intestinal mucosal
cells may involve the transferrin
present in those cells44 and the
influx of iron may also be regulated
by blood plasma transferrin.  There
is also a nontransferrin pathway.42,55

Transferrins bind Fe2+ weakly and it is likely that a
transferrin– Fe2+– HCO3

– complex formed initially
undergoes oxidation to the Fe3+– CO3

2– complex within
cells and within the bloodstream.  A conformational
change closes the protein around the iron ions.56  In
yeast the previously mentioned copper oxidoreductase
encoded by the FET3 gene appears to not only oxidize
Fe2+ but also transfer the resulting Fe3+ to transferrin.
Ceruloplasmin may play a similar role in mammals.33

Figure 16-2 (A)  Ribbon drawing of the polypeptide chain of a transferrin,
human lactoferrin.  The N lobe is to the left and the C lobe to the right.
Each active site contains bound Fe3+ and a molecule of oxalate dianion
which replaces the physiological CO3

2–.  From Baker et al.51  Courtesy of
Edward Baker.  (B) Schematic diagram showing part of the hydrogen-bond
network involved in binding the Fe3+ in the N lobe of hen ovotransferrin.
Some side chain groups and water molecules have been omitted.  The
positions of hydrogen atoms and the charge state of acid–base groups are
uncertain.  Most of the hydrogen-bond distances (O - - O, O - - N, N - - N)
indicated by dashed lines are between 0.27 and 0.3 nm.  Release of the
bound Fe3+ may be accomplished in part by protonation of the bound
CO3

2–  to form HCO3
–.  See Kurokawa et al.52
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Iron is transferred from the
plasma transferrin into cells of the
body following binding of the Fe3+–
transferrin complex to specific
receptors.  The surface of an imma-
ture red blood cell (reticulocyte)
may contain 300,000 transferrin
receptors, each capable of catalyzing
the entry of ~ 36 iron ions per hour.38

The receptor is a 180-kDa dimeric
glycoprotein.  When the Fe3+–
transferrin complex is bound, the
receptors aggregate in coated pits
and are internalized.  The mecha-
nism of release of the Fe3+ may
occur by different mechanisms in
the two lobes.57  The pH of the
endocytic vesicles containing the
receptor complex is probably low-
ered to ~ 5.6 as in lysosomes.  This
may protonate the bound CO3

2– in
the complex51c,54a,58 and assists in
the release of the Fe3+, possibly after
reduction to Fe2+.  Both the apo-
transferrin and its receptor are
returned to the cell surface for reuse,
the apotransferrin being released
into the blood.  Chelating agents
such as pyrophosphate, ATP, and
citrate as well as simple anions59

may also assist in removal of iron
from transferrin.  The same trans-
membrane transporter that is
involved in intestinal iron uptake42

is needed to remove iron from the
endosome after release.60

2.  Storage of Iron

Within tissues of animals,
plants, and fungi much of the iron is
packaged into the red-brown water-
soluble protein ferritin, which
stores Fe(III) in a soluble, nontoxic,
and readily available form.61– 64

Although bacteria store very little
iron,65 some of them also contain a
type of ferritin.66–67a  On the other
hand, the yeast S. cerevisieae stores
iron in polyphosphate-rich granules,
even though a ferritin is also
present.65  Ferritin contains 17 – 23%
iron as a dense core of hydrated
ferric oxide ~ 7 nm in diameter
surrounded by a protein coat made
up of twenty-four subunits of mo-

Figure 16-3  Structure of the protein shell of ferritin (apoferritin).  (A) Ribbon
drawing of the 163-residue monomer.  From Crichton.62  (B) Stereo drawing of
a hexamer composed of three dimers.  (C) A tetrad of four subunits drawn as a
space-filling diagram and viewed down the four-fold axis from the exterior of
the molecule.  (D) A half molecule composed of 12 subunits inscribed within a
truncated rhombic dodecahedron. B–D from Bourne et al.74
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storage form of iron, hemosiderin, seems to consist
of ferritin partially degraded by lysosomes and con-
taining a higher iron content than does ferritin.  Depo-
sitions of hemosiderin in the liver can rise to toxic
levels if excessive amounts of iron are absorbed.

Iron can be deposited in ferritin by allowing apo-
ferritin to stand with an Fe(II) salt and a suitable oxidant,
which may be O2.  Physiological transfer of Fe(III)
from transferrin to ferritin is thought to require prior
reduction to Fe(II).  The reoxidation by O2 to Fe(III) for
deposition in the ferritin core (Eq. 16-2) is catalyzed by
ferrooxidase sites located in the centers of the helical
bundles of the H-chains.70– 73

2 Fe2+ + O2 + 4 H2O →
2 Fe (O) OHcore + H2O2 + 4 H+

BOX 16-A  MAGNETIC IRON OXIDE IN ORGANISMS

An unusual form of stored iron is the magnetic
iron oxide magnetite (Fe3O4).  Honeybees,a,b

monarch butterflies,b–c homing pigeons,c – e migrating
birds, and even magnetotactic bacteriaf contain
deposits of Fe3O4 that are suspected of being used
in nagivation.c,g  Some bacteria have magnetic iron
sulfide particles.h-j  Human beings have magnetic
bones in their sinusesk and in their brainsl and may
be able to sense direction magnetically.  A set of
possible magnetoreceptor cells, as well as associated
nerve pathways, have been identified in trout.j  In
the magnetotactic bacteria found in the Northern
Hemisphere the magnetic domains are oriented
parallel with the axis of motility of the bacteria
which tend to swim toward the geomagnetic North
and downward into sediments.  Similar bacteria from
the Southern Hemisphere prefer to swim south and
downward.  The magnetic polarity of the bacterial
magnetite crystals can be reversed by strong magnetic
pulses, after which the bacteria swim in the direction
opposite to their natural one.m  Magnetic ferritin
can be produced artificially in the laboratory.n  The
resulting particles may have practical uses, for

a Hsu, C.-Y., and Li, C.-W. (1994) Science 265, 95– 97
b Nichol, H., and Locke, M. (1995) Science 269, 1888 – 1889
bc Etheredge, J. A., Perez, S. M., Taylor, O. R., and Jander, R. (1999)

Proc. Natl. Acad. Sci. U.S.A. 96, 13845– 13846
c Gould, J. L. (1982) Nature (London) 296, 205 –211
d Guilford, T. (1993) Nature (London) 363, 112–113
e Moore, B. R. (1980) Nature (London) 285, 69– 70
f Blakemore, R. P., and Frankel, R. B. (1981) Sci. Am. 245 (Dec),

58– 65
g Maugh, T. H., II,(1982) Science 215, 1492 – 1493
h Dunin-Borkowski, R. E., McCartney, M. R., Frankel, R. B.,

Bazylinski, D. A., Pósfai, M., and Buseck, P. R. (1998) Science
282, 1868 – 1870

Magnetotactic soil bacterium containing 36 magnetite-
containing magnetosomes.  Courtesy of Dennis Bazylinski.

lecular mass 17 -  to 21-kDa.  Each subunit is folded as
a four-helix bundle (Fig. 16-3).  Mammalian ferritins
consist of combinations of subunits of two or more
types.  For example, human ferritins contain similarly
folded 19-kDa L (light) and 21-kDa H (heavy) sub-
units.68  The twenty-four subunits are arranged in a
cubic array (Fig. 7-13, Fig. 16-3).  The outer diameter
of the 444-kDa apoferritin is ~ 12 nm. The completely
filled ferritin molecule contains 23% Fe and over 2000
atoms of iron in a crystalline lattice.  Larger ferritins
may contain as many as 4500 atoms of iron with the
approximate composition [Fe(O)OH]8FeOPO3H2.69

Phosphate ions are sometimes bound into surface
layers of the ferritin cores.69a  Ferritin cores are readily
visible in the electron microscope, and ferritin is often
used as a labeling reagent in microscopy.  Another (16-2)

example, in medical magnetic imaging.  Magnetic
materials in the human body are of interest not only
in terms of a possible sensory function but also
because of possible effects of electromagnetic fields
on human health and behavior.o

i Pósfai, M., Buseck, P. R., Bazylinski, D. A., and Frankel, R. B.
(1998) Science 280, 880 – 883

j Walker, M. M., Diebel, C. E., Haugh, C. V., Pankhurst, P. M.,
Montgomery, J. C., and Green, C. R. (1997) Nature (London) 390,
371 –376

k Baker, R. R., Mather, J. G., and Kennaugh, J. H. (1983) Nature
(London) 301, 78 –80

l Kirschvink, J. L., Kobayashi-Kirschvink, A., and Woodford, B. J.
(1992) Proc. Natl. Acad. Sci. U.S.A. 89, 7683– 7687

m Blakemore, R. P., Frankel, R. B., and Kalmijn, A. J. (1980) Nature
(London) 286, 384 – 385

n Meldrum, F. C., Heywood, B. R., and Mann, S. (1992) Science
257, 522 – 523

o Barinaga, M. (1992) Science 256, 967
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The ferrooxidase site is a dinuclear iron center (see
Section 8) in which two iron ions (probably Fe2+) are
bound as in Fig. 16-4.  They are then converted to Fe3+

ions by O2, which may bind initially to the Fe2+, form-
ing a transient blue intermediate that is thought to
have a peroxodiferric structure, perhaps of the follow-
ing type.71–73  Reaction of this intermediate with H2O

may yield H2O2 plus a biomineral precursor Fe2+ – O –
Fe2+, which is incorporated into the core.72a  Ferritin H
subunits predominate in tissues with high oxygen levels,
e.g., heart and blood cells, while the L subunits pre-
dominate in tissues with slower turnover of iron, e.g.,
liver.72  The L subunits lack ferrooxidase activity but,
in the centers of their helical bundles, contain polar
side chains that may help to initiate growth of the
mineral core.64

Removal of Fe(III) from storage in ferritin cores
may require reduction to Fe(II) again, possibly by
ascorbic acid75 or glutathione.  Some bacterial ferritins
contain a bound cytochrome b which may assist in
reduction.67,67a   Released iron in the Fe2+ state can be
incorporated into iron-containing proteins or into heme.
The enzyme ferrochelatase76–76b catalyzes the transfer
of free Fe2+ into protoporphyrin IX (Section 3) to form
protoheme (Fig. 16-5).  Iron in the Fe(II) state may
also be oxidized to Fe3+ through action of the copper-
containing ceruloplasmin (Section D) and be incorpo-
rated into heme by direct transfer from ferritin.53

A.  Iron

O O
Fe3 Fe3++

– –

3.  Heme Proteins

In 1879, German physiological chemist Hoppe-
Seyler showed that two of the most striking pigments
of nature are related.  The red iron-containing heme
from blood and the green magnesium complex
chlorophyll a of leaves have similar ring structures.
Later, H. Fischer proved their structures and provided
them with the names and numbering systems that are
used today.  This information is summarized in the
following section.

Some names to remember. Porphins are planar
molecules which contain large rings made by joining
four pyrrole rings with methine bridges.  In the 
chlorins, found in the chlorophylls, one of the rings
(ring D in chlorophyll, Fig. 23-20) is reduced.  The
specific class of porphins known as porphyrins have
eight substituents around the periphery of the large
ring.  Like the chlorins and the corrins of vitamin B12
(Section B), the porphyrins are all formed biosyntheti-
cally from porphobilinogen.  This compound is
polymerized in two ways (see Fig. 24-21) to give por-
phyrins of types I and III (Fig. 16-5).  In type I porphy-
rins, polymerization of porphobilinogen has taken
place in a regular way so that the sequences of the
carboxymethyl and carboxyethyl side chains (often
referred to as acetic acid and propionic acid side chains,
respectively) are the same all the way around the
outside of the molecule.  However, most biologically
important porphyrins belong to type III, in which the
first three rings A, B, and C have the same sequence of
carboxymethyl and carboxyethyl side chains, but in
which ring D has been incorporated in a reverse fashion.
Thus, the carboxyethyl side chains of rings C and D
are adjacent to each other (Fig. 16-5).  Porphyrins
containing all four carboxymethyl and four carboxy-
ethyl side chains intact are known as uroporphyrins.

Uroporphyrins I and III are both excreted in small
amounts in the urine.  Another excretion product is
coproporphyrin III, in which all of the carboxymethyl
side chains have been decarboxylated to methyl groups.
The feathers of the tropical touraco are colored with
copper(II) complex of coproporphyrin III and this

Figure 16-4  The dinuclear iron center or ferroxidase center
of human ferritin based on the structure of a terbium(III)
derivative.73  Courtesy of Pauline Harrison.
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porphyrin as well as others are commonly found in
birds’ eggs.  The heme proteins are all derived from
protoporphyrin IX, which is formed by decarboxylation
and dehydrogenation of two of the carboxyethyl side
chains of uroporphyrin III to vinyl groups (Fig. 16-5).

Hemes and heme proteins.  Protoporphyrin IX
contains a completely conjugated system of double
bonds.  In the center two hydrogen atoms are attached,
one each to two of the nitrogens; they are free to move
to other nitrogens in the center with rearrangement of
the double bonds.  Thus, there is tautomerism as well
as resonance within the heme ring.77–78a  The two
central hydrogens can be replaced by many metal ions
to form stable chelates.  The complexes with Fe2+ are
known as hemes and the Fe2+ complex with protopor-
phyrin IX as protoheme.  Heme complexes of Fe2+

may be designated as ferrohemes and the Fe3+ com-
pounds as ferrihemes.  The Fe3+ protoporphyrin IX

is also called hemin, and may be crystallized as a
chloride salt.78b  Iron tends to have a coordination
number of six, and other ligands can attach to the iron
from the two axial positions on opposite sides of the
planar heme.  If these are nitrogen ligands, such as
pyridine or imidazole, the resulting compounds,
called hemochromes, have characteristic absorption
spectra.  An example is cytochrome b5, which contains
two axial imidazole groups.

Several modifications of protoheme are indicated
in Fig. 16-5.  To determine which type of heme exists
in a particular protein, it is customary to split off the
heme by treatment with acetone and hydrochloric acid
and to convert it by addition of pyridine to the pyri-
dine hemochrome for spectral analysis.  By this means,
protoheme was shown to occur in hemoglobin, myo-
globin, cytochromes of the b and P450 types, and
catalases and many peroxidases.  Cytochromes a and
a3 contain heme a, while one of the terminal oxidase

Uroporphyrin I Coproporphyrin III

Protoheme and variants

Figure 16-5  Structures of some biologically
important porphyrins.  (A) Uroporphyrin I.
(B) Coproporphyrin III.  Note that a different
tautomeric form is pictured in B than in A.
Tautomerism of this kind occurs within all
of the porphyrins.  (C) Protoheme, the Fe2+

complex of protoprophyrin IX, present in
hemoglobin, cytochromes b, and other proteins.
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Figure 16-6  Structures of
isobacteriochlorin prosthetic
groups.  (A) Siroheme from
nitrite and sulfite reductases;
(B) acrylochlorin heme from
dissimilatory nitrite reductases
of Pseudomonas and Paracoccus.
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systems of enteric bacteria contains the closely related
heme o (Fig. 16-5).79,80  A second terminal oxidase of
those same bacteria contains heme d (formerly a2).
Heme c (present in cytochromes c and f) is a variation
in which two SH groups of the protein have added to
the vinyl groups of protoheme to form two thioether
linkages (Fig. 16-5).  A few cytochromes c have only
one such linkage.  In myeloperoxidase (Section 6) three
covalent linkages, different than those in cytochrome c,
join the heme to the protein.81,82  There is a possibility
that heme a may sometimes form a Schiff base with a
lysyl amino group through its formyl group.83,84

Heme d is a chlorin,85 as is acrylochlorin heme
from certain bacterial nitrite reductases (Fig. 16-6).86,87

Siroheme (Fig. 16-6), which is found in both nitrite
and sulfite reductases of bacteria (Chapter 24),88,89

is an isobacteriochlorin in which both the A and B
rings are reduced.  It apparently occurs as an amide
siroamide (Fig. 16-6) in Desulfovibrio.90  Heme d1 of
nitrite reductases of denitrifying bacteria is a dioxo-
bacteriochlorin derivative (Fig. 16-6).91,92

As in myoglobin, hemoglobin (Fig. 7-23), and
cytochrome c (see Fig 16-8), one axial coordination
position on the iron of most heme proteins (customarily
called the proximal position) is occupied by an imida-
zole group of a histidine side chain.  However, in
cytochrome P450 and chloroperoxidase a thiolate (– S–)
group from a cysteinyl side chain, and in catalase a
phenolate anion from a tyrosyl side chain, occupies
the proximal position.  The sixth or distal coordination
position is occupied by the sulfur atom of methionine
in cytochrome c and most other cytochromes with
low-spin iron but cytochromes b5 and c3 have histidine.
The high-spin heme proteins, such as cytochromes c’,

A

B

globins, peroxidase, and catalase, usually have no
ligand other than weakly bound H2O in the distal
position.93

Hemes are found in all organisms except the
anaerobic clostridia and lactic acid bacteria.  Heme
proteins of blood carry oxygen reversibly, whereas
those of terminal oxidase systems, hydroxylases,
and oxygenases “activate” oxygen, catalyzing reac-
tions with hydrogen ions and electrons or with carbon
compounds.  The heme-containing peroxidases and
catalases catalyze reactions not with O2 but with H2O2.
Another group of heme proteins includes most of the
cytochromes, which are purely electron-transferring
compounds.

4.  The Cytochromes

The iron in the small proteins known as cyto-
chromes acts as an electron carrier, undergoing alter-
nate reduction to the +2 state and oxidation to the
+3 state.  The cytochromes, discovered in 1884 by
McMunn,94 were first studied systematically in the
1920s by Keilin (Chapter 18) and have been isolated
from many sources.95– 97  The classification into groups
a, b, and c according to the position of the longest
wavelength light absorption band (the α band; Fig.
16-7) follows a practice introduced by Keilin.  How-
ever, it is now customary to designate a new cyto-
chrome by giving the heme type (a, b, c or d) together
with the wavelength of the α band, e.g., cytochrome
c552 or cyt b557.5.

Cytochromes of the b type including bacterial
cytochrome o contain protoheme.  Because the sixth
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position is ligated, most cytochromes b do not react
with O2.  However, cytochromes o and d serve as
terminal electron acceptors (cytochrome oxidases) and
are oxidizable by O2.  Another protoheme-containing
cytochrome, involved in hydroxylation (Chapter 18), is
cytochrome P450.  Here the 450 refers to the position
of the intense “Soret band” (also called the γ band) of
the spectrum (Fig. 16-7) in a difference spectrum run in
the presence and absence of CO.  Other properties are
also used in arriving at designations for cytochromes.
For example, cytochrome a3 has a spectrum similar to
that of cytochrome a but it reacts readily with both CO
and O2.

Another property that distinguishes various cyto-
chromes is the redox potential E°’ (Table 6-8), which in
this discussion is given for pH 7.0.  Cytochromes carry
electrons between other oxidoreductase proteins of
widely varying values of E0'.  Because of the various
heme environments cytochromes have greatly differing
values of E0', allowing them to function in many differ-
ent biochemical systems.97a,97b  For mitochondrial cyto-
chrome c the value of E °’ is ~ + 0.265 V but for the closely
related cytochrome f of chloroplasts it is ~ +0.365 V
and for cytochrome c3 of Desulfovibrio about – 0.330 V.
There is more than an 0.6-volt difference between E°’

of cytochromes f and c3.  Cytochromes b tend to have
lower E°’ values, close to zero, than most cytochromes
c, while cytochrome a3 has E°’ ~ +0.385 V.

The c-type cytochromes.  Mitochondrial cyto-
chrome c is one of the few intracellular heme pigments
that is soluble in water and that can be removed easily
from membranes.  A small 13-kDa protein typically
containing about 104 amino acid residues, cytochrome
c has been isolated from plants, animals, and eukary-
otic microorganisms.95– 97,99,100  Complete amino acid
sequences have been determined for over 100 species.
Within the peptide chain 28 positions are invariant
and a number of other positions contain only conser-
vative substitutions.  Cytochrome c was one of the first
proteins to be used in attempting to trace evolutionary
relationships between species by observing differences
in sequence.  Humans and chimpanzees have identical
cytochrome c, but 12 differences in amino acid sequence
occur between humans and the horses and 44 between
human and Neurospora.96  The related cytochrome c2 of
the photosynthetic bacterium Rhodospillum rubrum is
thought to have diverged in evolution 2 x 109 years
ago from the precursor of mammalian cytochrome c.
Even so, 15 residues remain invariant.101

Structural studies95– 97,101 – 103 on cytochromes of the
c and c2 types show that the heme group provides a
core around which the peptide chain is wound.  The
104 residues of mitochondrial cytochrome c are enough
to do little more than envelope the heme.  In both the
oxidized and reduced forms of the protein, methionine
80 (to the left in Fig. 16-8A) and histidine 18 (to the
right) fill the axial coordination positions of the iron.
The heme is nearly “buried” and inaccessible to the
surrounding solvent.

The shorter chains of the 82- to 86-residue cyto-
chromes c550 (from Pseudomonas102), c553,102a and c555
(from Chlorobium105) as well as the longer 112-residue
polypeptide of cytochrome c2 from Rhodospirillum
rubrum93 have nearly the same folding pattern as that in
mitochondrial cytochrome c.  However, the 128-residue
chain of the dimeric cytochrome c’ from Rhodospirillum
molischianum forms an antiparallel four-helix bundle
(Fig. 16-8).106–109  This is the same folding pattern present
in the ferritin monomer (Fig. 16-3), hemerythrin (Fig.
2-22), and many other proteins including cytochrome
b562 of E. coli.110  Cytochrome f, which functions in
photosynthetic electron transport, is also a c-type
cytochrome but with a unique protein fold.111,112

Most cytochromes have only one heme group per
polypeptide chain,112 but the 115-residue cytochrome
c3 from the sulfate-reducing bacterium Desulfovibrio
binds four hemes (Fig. 16-8C).104,113 – 115  Each one seems
to have a different redox potential in the – 0.20 to
– 0.38 V range.114  Another c-type cytochrome, also
from Desulfovibrio, contains six hemes in a much larger
66-kDa protein and functions as a nitrite reductase.116

Figure 16-7  Absorption spectra of oxidized and reduced
horse heart cytochrome c at pH 6.8.  From data of Margoliash
and Frohwirt.98

Wave number, cm–1 × 10-3
16 20 24 28 32 36 40 44

12

10

8

6

4

2

0

14

16

M
ol

ar
 e

xt
in

ct
io

n 
co

ef
fi

ci
en

t, 
× 

10
-4

Wavelength, nm
500 400 350 300 250 220600

α
β

γ  (soret)

Reduced

Oxidized



847

Figure 16-8  Structures of three
cytochromes of the c type.  (A)
Horse mitochondrial cytochrome c;
(B) a subunit of the dimeric
cytochrome c’ from Rhodospirillum
molischianum;  (C) cytochrome c3
from Desulfovibrio desulfuricans.
(A) and (B) courtesy of Salemme;101

(C) from Simões et al.104  Courtesy
of Maria A. Carrondo.

A.  Iron

Triheme and octaheme proteins are also known.117

Many cytochromes c are soluble but others are
bound to membranes or to other proteins.  A well-
studied tetraheme protein binds to the reaction centers
of many purple and green bacteria and transfers elec-
trons to those photosynthetic centers.118 – 120  Cytochrome
c2 plays a similar role in Rhodobacter, forming a complex
of known three-dimensional structure.121  Additional
cytochromes participate in both cyclic and noncyclic
electron transport in photosynthetic bacteria and
algae (see Chapter 23).120,122– 124  Some bacterial mem-
branes as well as those of mitochondria contain a
cytochrome bc1 complex whose structure is shown
in Fig. 18-8.125,126

Cytochromes b, a, and o.  Protoheme-containing
cytochromes b are widely distributed.127,128  There are
at least five of them in E. coli.  Whether in bacteria,
mitochondria, or chloroplasts, the cytochromes b function
within electron transport chains, often gathering elec-
trons from dehydrogenases and passing them on to
c-type cytochromes or to iron–sulfur proteins.  Most
cytochromes b are bound to or embedded within
membranes of bacteria, mitochondria, chloroplasts,
or endoplasmic reticulum (ER).  For example, cyto-

chrome b5
129,129a delivers electrons to a fatty acid desat-

urating system located in the ER of liver cells and to
many other reductive biosynthetic enzymes.130– 132  The
protein contains 132 amino acid residues plus another
85 largely hydrophobic N-terminal residues that pro-
vide a nonpolar tail which is thought to be buried in
the ER membranes.130  Solubilization of the protein
causes loss of this N-terminal sequence.  The heme in
cytochrome b5 is not covalently bonded to the protein
but is held tightly between two histidine side chains.
The polypeptide chain is folded differently than in
either cytochrome c or myoglobin.

The folding pattern of cytochrome b5 is also found
in the complex heme protein flavocytochrome b2
from yeast (Chapter 15)133 and probably also in liver
sulfite oxidase134,135  Both are 58-kDa peptides which
can be cleaved by trypsin to 11-kDa fragments that
have spectroscopic similarities and sequence homology
with cytochrome b5.  Sulfite oxidase also has a molyb-
denum center (Section H).  The 100-residue N-terminal
portion of flavocytochrome b2 has the cytochrome b5
folding pattern but the next 386 residues form an
eight-stranded (α /β)8 barrel that binds a molecule
of FMN.133,136  All of these proteins pass electrons to
cytochrome c.  In contrast, the folding of cytochrome

C

A

B
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b562 of E. coli resembles that of cytochrome c’ (Fig.
16-8).110,137  However, it has methionine side chains
as both the fifth and sixth iron ligands.

Cytochromes b of mitochondrial membranes are
involved in passing electrons from succinate to ubiqui-
none in complex II138 and also from reduced ubiqui-
none to cytochrome c1 in the 248-kDa complex III (Fig.
18-8).  A similar complex is present in photosynthetic
purple bacteria.123,139  Cytochrome b560 functions in the
transport of electrons from succinate dehydrogenase
to ubiquinone,138  and cytochrome b561 of secretory
vesicle membranes has a specific role in reducing
ascorbic acid radicals.140

In bacteria some cytochromes b and d1 serve as
terminal electron carriers able to react with O2, nitrite,
or nitrate, while others act as carriers between redox
systems.141– 143a  The aldehyde heme a is utilized by
animals and by some bacteria in cytochrome c oxidase,
a complex enzyme whose three-dimensional structure
is known (see Fig. 18-10) and which is discussed further
in Chapter 18.

5.  Mechanisms of Biological Electron Transfer

The heme groups of the cytochromes as well as
many other transition metal centers act as carriers of
electrons.  For example, cytochrome c may accept an
electron from reduced cytochrome c1 and pass it to
cytochrome oxidase or cytochrome c peroxidase.  The
electron moves from one heme group to another over
distances as great as 2 nm.  Similar electron-transfer
reactions between defined redox sites are met in photo-
synthetic reaction centers (Fig. 23-31), in metalloflavo-
proteins (Fig. 15-9), and in mitochondrial membranes.

What are the factors that determine the probability
of an electron transfer reaction and the rate at which it
may occur?  They include:  (1) The distance from the
electron donor to the acceptor.   (2)  The thermodynamic
driving force ∆G° for the reaction.  This can be approx-
imated using the difference in standard electrode
potentials (as in Table 6-1) between donor and acceptor.
∆G° = – 96.5 ∆E° kJ/ mol at 25° C.   (3) The chemical
makeup of the material through which the electron
transfer takes place.   (4) Any changes in the geometry
or charge state of the donor or acceptor that accompany
the transfer.  (5)  The orientation of the acceptor and
donor groups.144– 146  It is usually assumed that the
Franck–Condon principle is obeyed, i.e., that the elec-
tron jump occurs so rapidly (< 10–12 s) that there is no
change in the positions of atomic nuclei (see also
Chapter 23).  Subsequent rearrangement of nuclear
positions may occur at rates that allow a rapid overall
reaction.

The various factors that affect the rate of electron
transfer were incorporated by Marcus into a quantita-
tive theory.   Electron transfer is often discussed in

terms of this classic Marcus theory together with
effects of quantum mechanical tunneling.144,147– 150

According to Marcus the electron transfer rate from
a donor to an acceptor at a fixed separation depends
upon ∆G°, a nuclear reorganization parameter (λ), and
the electronic coupling strength HAB between reac-
tant and product in the transition state (Eq. 16-3):

      kET = (4 π3 /h 2λ kBT ) | HAB|2 exp [– (∆G° + λ)2/ 4λ kBT ]

Here HAB is a quantum mechanical matrix whose
strength decreases exponentially with the distance of
separation R as e–βR where β is a coefficient of the order
of 9 – 14 nm–1.  At the closest contact (R = 0) the rate kET,
by extrapolation from experimental data on small syn-
thetic compounds, is close to the molecular vibration
frequency of 1013 s–1.151,152  At distances greater than 2 nm
the rate would be negligible were it not for other factors.

Using mutant proteins as well as a variety of redox
pairs and electron-transfer distances the validity of the
Marcus equation with respect to the thermodynamic
driving force and distance dependence has been veri-
fied.153  This is even true for cytochrome c mutants
functioning in living yeast cells.146

A huge amount of experimental work with proteins
has been done to test and refine the theories of electron
transport.  For example, electron donor groups with
various reduction potentials have been attached to
various sites on the surface of a protein containing a
heme or other electron accepting group.  Ruthenium
complexes such as Ru(III) (NH3)5

3+ form tight covalent
linkages to imidazole nitrogens154,155 such as that of
His 33 of horse heart cytochrome c.  This metal can
be reduced rapidly to Ru(II) by an external reagent,
after which the transfer of an electron from the Ru(II)
across a distance of 1.2 nm to the heme Fe(III) can be
followed spectroscopically.  The reduction potentials
E° for the Ru(III) / Ru(II) and Fe(III) / Fe(II) couples at
pH 7 in these compounds are 0.16 and 0.27 V, respec-
tively.  Thus, an electron will jump spontaneously
from the Ru(II) to the Fe(III) with ∆G° = – 15.4 kJ/ mol.
A rate constant of ~5 s–1, which was nearly independent
of temperature, was observed.  Since the structures
of Fe(II) and Fe(III) forms of cytochrome c differ only
slightly,156 the electron transfer apparently occurs with
only a small amount of geometric rearrangement.  The
distribution of charges and dipoles within the protein
may be such that the Fe2+ and Fe3+ complexes have
almost equal thermodynamic stability.

Electron-transfer pathways?   In spite of the
success of the Marcus theory, rates of electron-transfer
from the iron of cytochrome c have been found to vary
for different pathways.150,153,155  For example, transfer
of an electron from Fe(II) in reduced cytochrome c to
an Ru(III) complex on His 33 was fast (~ 440 s–1)157 but

(16-3)
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the rate of transfer to an equidistant Fe(III) ion on Met
65 was at most 0.6 s–1.  These results suggested that
distinct electron-transfer pathways exist.  One sugges-
tion was that the sulfur atom of Met 80 donates an
electron to Fe3+ leaving an electron-deficient radical.
The “hole” so created could be filled by an electron
jumping in from the – OH group of the adjacent Tyr 67,
which might then accept an electron from an external
acceptor via Tyr 74 at the protein surface.  Do elec-
trons flow singly or as pairs from the surface through
hydrogen-bonded paths?  Use of both semisynthesis155

and directed mutation153 of cytochromes c is permitting
a detailed study of these effects.  A striking result is
that substitution of the conserved residue phenylalanine
82 in a yeast cytochrome c with leucine or isoleucine
retards electron transfer by a factor of ~ 104.

“Docking.”  It is now recognized that there are
distinct “docking sites” on the surface of electron-
transport proteins.  For rapid electron transfer to occur
the two electron carriers must be properly oriented
and docked by formation of correct polar and nonpolar
interactions.  Early indications of the importance of
docking came from study of modified cytochromes c.
Each one of the 19 lysine side chains was individually
altered by acylation or alkylation to remove the positive
charge or to replace it with a negative charge.  The rate
of electron transfer into cytochrome c from hexacyano-
ferrate was decreased by a factor of 1.3 – 2.0 when any
one lysine at positions 8, 13, 27, 72, or 79, which are
clustered around the heme edge, was modified.158

Modification of Lys 22, 55, 99, or 100, distant from this
edge, had no effect.  Electron transfer into cytochrome
c from its natural electron donor ubiquinol:cytochrome
c reductase was also strongly inhibited by modification
of lysines that surround the heme edge.159  Modification
of these lysines also inhibited electron transfer out of

Figure 16-9   Stereoscopic
α-carbon plot of yeast cyto-
chrome c peroxidase (top)
and yeast cytochrome c
(below) as determined from
a cocrystal by Pelletier and
Kraut.164  The heme rings of
the two proteins appear in
bold lines, as does the ring
of tryptophan 191 and the
backbone of residues 191–
193 of the cytochrome c
peroxidase.  Drawing from
Miller et al.165

cytochrome c into its natural acceptors, cytochrome c
oxidase and cytochrome c peroxidase (Fig. 16-9).160

A major factor in these effects is probably the large
dipole moment in the cytochrome c that arises from
the unequal distribution of surface charges.  This
charge distribution must assist in the proper docking
of the cytochrome with its natural electron donors and
acceptors.  The positive surface charges presumably
also facilitate the reaction with hexacyanoferrate (II)
or ascorbate, both of which are negatively charged
reductants that react rapidly with cytochrome c.

Measurements of many kinds have been made
between natural donor–acceptor pairs such as cyto-
chrome c–cytochrome b5,161,162 cytochrome c–cytochrome
c peroxidase (Fig. 16-9),153,163–166 trimethylamine dehy-
drogenase–FMN to Fe4S4 center (Fig. 15-9),167 and
methylamine dehydrogenase (TTQ radical)–amicya-
nin (Cu2+).168  Designed metalloproteins are being
studied as well.169  Femtosecond laser spectroscopy is
providing a new approach.169a

Coupling and gating of electron transfer.
Electrons are thought to be transferred into or out of
cytochrome c through the exposed edge of the heme.
The rate depends upon effective coupling, which in
turn may depend upon orientation as well as the
structure and dynamics of the protein.170  Proteins
with much β structure appear to provide stronger
coupling than those that are largely composed of α
helices.144,171  The high nuclear reorganization energy
λ of α helices may block electron transfer along some
pathways.153  A conformational change,167,169 transfer
of a proton, or binding of some other specific ion172

before electron transfer occurs can be the “gating” process
that determines the rate of electron transfer.162,167,173

Electron transfer can also be “coupled” to an unfavor-
able, but fast, equilibrium.

A.  Iron
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rapid reactions.  Two oxygen atoms, each with six
valence electrons, might reasonably be expected to
form dioxygen, O2, as a double-bonded structure with
one σ and one π bond as follows (left):

However, O2 is paramagnetic and contains two un-
paired electrons.175  From this evidence O2 might be
assigned the structure on the right.175 The oxygen
molecule is very stable, and it is relatively difficult
to add an electron to form the reactive superoxide
anion radical O2

–.

For this reason, oxidative attack by O2 tends to be
slow.  However, once an electron has been acquired,
it is easy for additional electrons to be added to the
structure and further reduction occurs more easily.
The biochemical question suggested is, “How can
some heme proteins carry O2 reversibly without any
oxidation of the iron contained in them while others
activate oxygen toward reaction with substrates?”
Among this latter group, cytochrome c oxidase transfers
electrons to both oxygen atoms so that only H2O is a
product, whereas the hydroxylases and oxygenases,
which are discussed in Chapter 18, incorporate either
one or two of the atoms of O2, respectively, into an
organic substrate.  Before examining these reactions
let us reconsider the heme oxygen carriers.

Oxygen-carrying proteins.  In Chapter 7, we
examined the behavior of hemoglobin in the coopera-
tive binding of four molecules of O2 and studied its
structural relationship to the monomeric muscle pro-
tein myoglobin.176  The iron in functional hemoglobin
and myoglobin is always Fe(II) and is only very slowly
converted by O2 into the Fe(III) forms methemoglobin
or metmyoglobin.177,178  Erythrocytes contain an enzyme
system for immediately reducing methemoglobin back
to the Fe(II) state (see Box 15-H).

Binding of O2 to the iron in the heme is usually
considered not to cause a change in the oxidation state
of the metal.  However, oxygenated heme has some of
the electronic characteristics of an Fe3+– OO– peroxide
anion.  Bonding of the heme iron to oxygen is thought
to occur by donation of a pair of electrons by the oxy-
gen to the metal.  In deoxyhemoglobin the Fe(II) ion is
in the “high-spin” state; four of the five 3d orbitals in
the valence shell of the iron contain one unpaired
electron and the fifth orbital contains two paired elec-
trons.  The binding of oxygen causes the iron to revert

Effects of ionic equilibria on electron transfer.
The charge on an ion of Fe2+ in a heme is exactly bal-
anced by two negative charges on the porphyrin ring.
However, when the Fe2+ loses an electron to become
Fe3+ an extra positive charge is suddenly present in the
center of the protein.  This change in charge will have
a powerful electrostatic effect on charged groups in the
immediate vicinity of the iron and even at the outer
surface of the molecule.  For example, an anion from
the medium or from a neighboring protein molecule
might become bound to the heme protein (Eq. 16-4).

X– + [ Fe (II) (heme) ] → [ Fe (III) (heme) ]+ X–  +  e–

In this case the presence of a high concentration of X–

in the medium would favor the oxidation of Fe(II) to
Fe(III).  The reduced heme would be a better reducing
agent and the oxidized form a weaker oxidant than in
the absence of X–.  If –YH were a group in the protein
the loss of an electron could cause –YH to dissociate so
that Y– and the Fe(III) would interact more tightly (Eq.
16-5).

HY — [ Fe (II) (heme) ] →
Y– — [ Fe (III) (heme) ]+ + H+  + e–

We see that electron transfer can be accompanied by
loss of a proton and that E°’ may become pH depen-
dent.  (See also Eq. 16-18.)  Even with cytochrome c,
although there is little structural change upon electron
transfer, there is an increased structural mobility in the
oxidized form.156  This may be important for coupling
and could also facilitate associated proton-transfer
reactions.  For example, it is possible that in some
cytochromes the imidazole ring in the fifth coordina-
tion position may become deprotonated upon oxida-
tion.  This possibility is of special interest because
cytochromes are components of proton pumps in
mitochondrial membranes (Chapter 18).

6.  Reactions of Heme Proteins with Oxygen
or Hydrogen Peroxide

As Ingraham remarked,174 “Living in a bath of
20% oxygen, we tend to forget how reactive it is.”
From a thermodynamic viewpoint, all living matter
is extremely unstable with respect to combustion by
oxygen.  Ordinarily, a high temperature is required
and if we are careful with fire, we can expect to escape
a catastrophe.  However, one mole of properly chelated
copper could catalyze consumption of all of the air in
an average room within one second.174  Biochemists
are interested in both the fact that O2 is kinetically
stable and unreactive and also that oxidative enzymes
such as cytochrome c oxidase are able to promote

O O

Dioxygen

O O

O O

Superoxide anion radical

–

(16-4)

(16-5)
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The coordination of the heme iron to histidine also
appears to provide the basis for the cooperativity in
binding of oxygen by hemoglobin.186  The radius of
high-spin iron, whether Fe(II) or Fe(III), is so large that
the iron cannot fit into the center of the porphyrin ring
but is displaced toward the coordinated imidazole
group by a distance of ~ 0.04 nm for Fe(II).187  Thus,
in deoxyhemoglobin both iron and the imidazole
group lie further from the center of the ring than they
do in oxyhemoglobin.  In the latter, the iron lies in the
center of the porphyrin ring because the change to the
low-spin state is accompanied by a decrease in ionic
radius.186,188  The change in protein conformation
induced by this small shift in the position of the iron
ion was described in Chapter 7.  However, the exact
nature of the linkage between the Fe position and the
conformational changes is not clear.

The mechanical response to the movement of the
iron and proximal histidine, described in Chapter 7,
may explain this linkage.  However, oxygenation may
also induce a change in the charge distribution within
the hydrogen-bond network of the protein.  The carbo-
nyl group shown in the foregoing structure is attached

to the F helix (see Fig. 7-23) and is
also hydrogen bonded to other amide
groups.  Electron withdrawal into
the heme–oxygen complex would
tend to strengthen the hydrogen
bond as indicated by the resonance
forms shown and also to weaken

to the “low-spin” state in which all of the electrons are
paired and the paramagnetism of hemoglobin is lost.
The stability of heme–oxygen complexes is thought to
be enhanced by “back-bonding,” i.e., the donation of
an electron pair from one of the filled d orbitals of the
iron atom to form a bond with the adjacent oxygen.179

This can be indicated symbolically as follows:

These structures, which have been formulated by
assuming that one of the unshared electron pairs on
O2 forms the initial bond to the metal, are expected to
lead to an angular geometry which has been observed
in X-ray structures of model compounds,180 in oxy-
myoglobin (Fig. 16-10),181,182 and in oxyhemoglobin.183

Neutron diffraction studies have shown that the outer-
most oxygen atom of the bound O2 is hydrogen bonded
to the H atom on the Nε atom of the distal imidazole
ring of His E7 (Fig. 16-10).  Carbon monoxide binds
with the C ≡ O axis perpendicular to the heme plane
and unable to form a corresponding hydrogen bond.184

This decreases the affinity for CO and helps to protect
us from carbon monoxide poisoning.

All oxygen-carrying heme proteins have another
imidazole group that binds to iron on the side oppo-
site the oxygen site.  Without this proximal imidazole
group, heme does not combine with oxygen.  Coordi-
nation with heterocyclic nitrogen compounds favors
formation of low-spin iron complexes and simple
synthetic compounds that closely mimic the behavior
of myoglobin have been prepared by attaching an
imidazole group by a chain of appropriate length to
the edge of a heme ring.179,185  Similar compounds
bearing a pyridine ring in the fifth coordination position
have a low affinity for oxygen.  Thus, the polarizable
imidazole ring itself seems to play a role in promoting
oxygen binding.  The π electrons of the imidazole ring
may also participate in bonding to the iron as is indi-
cated in the following structures.179  The π bonding
to the iron would allow the iron to back-bond more
strongly to an O2 atom entering the sixth coordination
position.  These diagrams illustrate another feature
found frequently in heme proteins:  The N – H group
of the imidazole is hydrogen bonded to a peptide
backbone carbonyl group.
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Figure 16-10  Geometry of bonding of O2 to myoglobin and
position of hydrogen bond to Nε of the distal histidine E7
side chain.  After Perutz.182
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competing hydrogen bonds.189,190  This could affect the
charge distribution in the upper end of the F helix and
could conceivably induce a momentary conformational
change that could facilitate the rearrangement of
structure that was discussed in Chapter 7 (Fig. 7-25).
The α1β2 contact in which a change of hydrogen bond-
ing takes place is located nearby behind the F and G
helices.  In any event, it is remarkable that nature has
so effectively made use of the subtle differences in the
properties of iron induced by changes in the electron
distribution within the d orbitals of this transition
metal.

A few groups of invertebrates, e.g., the sipun-
culid worms, use a nonheme iron-containing protein,
hemerythrin, as an oxygen carrier.191,192  Its 113-
residue subunits are often associated as octamers of
C4 symmetry, each peptide chain having a four-helix
bundle structure (Fig. 2-22).  Instead of a heme group,
each monomer contains two atoms of high-spin Fe(II)
held by a cluster of histidine and carboxylate side chains
(see Fig. 16-20).193,194  Hemerythrin is a member of a
group of such diiron oxoproteins which are considered
further in Section 8.  The copper oxygen carrier
hemocyanin is discussed in Section D.

Catalases and peroxidases.  Many iron and
copper proteins do not bind O2 reversibly but “activate”
it for further reaction.  We will look at such metallo-
protein oxidases in Chapter 18.  Here we will consider
heme enzymes that react not with O2 but with peroxides.
The peroxidases,194a which occur in plants, animals, and
fungi, catalyze the following reactions (Eq. 16-6, 16-7):

H2O2 + AH2 → 2 H2O + A

ROOH + AH2 → R — OH + H2O + A

Here AH2 is an oxidizable organic compound such as
an alcohol or a pair of one-electron donor molecules.
Catalases, which are found in almost all aerobic cells,194b

may sometimes account for as much as 1% of the dry
weight of bacteria.  The enzyme catalyzes the break-
down of H2O2 to water and oxygen by a mechanism
similar to that employed by peroxidases.  If Eq. 16-7 is
rewritten with H2O2 for AH2 and O2 for A, we have
the following equation:

The action of catalase is very fast, almost 104 times
faster than that of peroxidases.  The molecular activity
per catalytic center is about 2 x 105 s–1.

Catalase exerts a protective function by preventing
the accumulation of H2O2 which might be harmful to
cell constituents.  The complete intolerance of obligate
anaerobes to oxygen may result from their lack of this

enzyme.  Support for this protective function comes
from the existence of the human hereditary condition
acatalasemia.195,196  Persons with extremely low
catalase activity are found worldwide but are especially
numerous in Korea.  In Japan it is estimated that there
are 1800 persons lacking catalase.  Because about half
of them have no symptoms, catalase might be judged
unessential.  However, many of the individuals affected
develop ulcers around their teeth.  Apparently, hydro-
gen peroxide produced by bacteria accumulates and
oxidizes hemoglobin to methemoglobin (Box 15-H)
depriving the tissues of oxygen.

Catalase from most eukaryotic species is tetra-
meric.197  The protein from beef liver consists of 506-
residue subunits.198  Human catalase is similar.198a

The proximal ligand to the heme Fe3+ is a tyrosinate
anion (Tyr 358), while side chains of His 75 and Asn
148 lie close to the heme on the distal H2O2-binding
side (Fig. 16-11).  Larger ~ 650-residue fungal and
bacterial catalases have a similar folding pattern but
an extra C-terminal domain with a flavodoxin-like
structure.197,199  Catalase is gradually inactivated by its
very reactive substrate. As isolated, beef liver catalase
usually contains about two subunits in which the heme
ring has been oxidatively cleaved to biliverdin200

(Fig. 24-24) and various other alterations have been
found.197  Each subunit of mammalian catalases nor-
mally contains a bound molecule of NADPH which
helps to protect against inactivation by H2O2.201,202

Catalases from Neurospora and from E. coli contain
heme d rather than protoporphyrin.197,203  Some lacto-
bacilli, lacking heme altogether, form a manganese-
containing pseudocatalase.204,205

Of the plant peroxidases, which are found in
abundance in the peroxisomes, the 40-kDa mono-
meric horseradish peroxidase has been studied the
most.206– 208a  It occurs in over 30 isoforms and has an
extracellular role in generating free radical intermedi-
ates for polymerization and crosslinking of plant cell
wall components.209  Secreted fungal peroxidases, e.g.,
such as those from Coprinus210 and Arthromyces,211

form a second class of peroxidases with related struc-
tues.212  A third class is represented by ascorbate
peroxidase from the cytosol of the pea212– 214 and by
the small 34-kDa cytochrome c peroxidase from
yeast mitochondria215 (Fig. 16-11).  The latter has a
strong preference for reduced cytochrome c as a sub-
strate (Eq. 16-9).216,217

(16-6)

(16-7)

(16-8)2 H2O2 2 H2O + O2
Catalase

Cytochrome c
peroxidase

2  Cytochrome c (Fe2+)

2  Cytochrome c (Fe3+)

2H+

H2O

R–OOH

R–OH
(16-9)
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Figure 16-11   (A)  Stereo drawing showing folding pattern
for beef liver catalase and the positions of the NADPH (upper
left) and heme (center).  From Fita and Rossmann.198  (B)
Diagram of proposed structure of an Fe(III) – OOH ferric
peroxide complex of human catalase (see also Fig. 16-14).
A possible mechanism by which the peroxide is cleaved
(step b in Fig. 16-14) is indicated by the arrows.  His 75 and
Asn 148 are directly involved, and a charge relay system
below the ring may also participate.  From Putnam et al.198a

A

B

A.  Iron

Because the three-dimensional structures of the peroxi-
dase, its reductant cytochrome c, and the complex of
the two (Fig. 16-9) are known, cytochrome c peroxidase
is the subject of much experimental study.  Other
fungal peroxidases, some of which contain manganese
rather than iron, act to degrade lignin (Chapter 25).218

A lignin peroxidase from the white wood-rot fungus
Phanerochaete chrysosporium has a surface tryptophan
with a specifically hydroxylated Cβ carbon atom
which may have a functional role in catalysis.218a,b

The human body contains lactoperoxidase, a
product of exocrine secretion into milk, saliva, tears,
etc., and peroxidases with specialized functions in
saliva, the thyroid, eosinophils,219 and neutrophils.220

The functions are largely protective but the enzymes
also participate in biosynthesis.  Mammalian peroxi-
dases have heme covalently linked to the proteins, as
indicated in Fig. 16-12.220– 222a

The active site structure of peroxidases (Fig. 16-13)
is quite highly conserved.  As in myoglobin, an imida-
zole group is the proximal heme ligand, but it is usually
hydrogen bonded to an aspartate carboxylate as a
catalytic diad (Fig. 16-13).223  In cytochrome c peroxidase

there is also a buried tryptophan, which has already
been highlighted in Fig. 16-9.  A conserved and essen-
tial feature on the distal side is another histidine,
which is hydrogen bonded to an asparagine224 and
which can also hydrogen bond to the substrate H2O2.
Fungal peroxidases also have a conserved arginine on
the distal side.  However, even an octapeptide with a
bound heme cut from cytochrome c acts as a “micro-
peroxidase” with properties similar to those of natural
peroxidases.225

Peroxidases and catalases contain high-spin Fe(III)
and resemble metmyoglobin in properties.  The en-
zymes are reducible to the Fe(II) state in which form
they are able to combine (irreversibly) with O2.  We
see that the same active center found in myoglobin
and hemoglobin is present but its chemistry has been
modified by the proteins.  The affinity for O2 has been
altered drastically and a new group of catalytic activities
for ferriheme-containing proteins has emerged.

Mechanisms of catalase and peroxidase
catalysis. Attention has been focused on a series
of strikingly colored intermediates formed in the
presence of substrates.  When a slight excess of H2O2
is added to a solution of horseradish peroxidase,
the dark brown enzyme first turns olive green as
compound I is formed, and then pale red as it turns
into compound II.  The latter reacts slowly with sub-
strate AH2 or with another H2O2 molecule to regenerate
the original enzyme.  This sequence of reactions is
indicated by the colored arrows in Fig. 16-14, steps a–d.
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Titrations with such reducing agents as ferrocyanide
or K2IrBr6 have established that compound I is con-
verted into compound II by a one-electron reduction
and compound II to free peroxidase by another one-
electron reduction.  Thus, the iron in compound I may
formally be designated Fe(V) and that in II as Fe(IV).
However, this does not tell us whether or not the oxy-
gen atoms of H2O2 are present in compounds I and II.
The enzyme in the Fe3+ form can be reduced to Fe2+

(Fig. 16-14, step e), as previously mentioned, and when
the Fe2+ enzyme reacts with H2O2 it is apparently con-
verted into compound II (Fig. 16-14, step f).  This suggests
that the latter is an Fe2+ complex of the peroxide anion.
Here, P2– represents the porphyrin ring:

P2–— Fe+(II)— OOH

However, spectroscopic evidence suggests that com-
pound II is a ferryl iron complex which could be
derived from the preceding structure by addition of
a proton and loss of water.226,227

P2–— Fe2+(IV) = O
Compound II

High concentrations of H2O2 convert II into com-
pound III, which is thought to be the same as the
oxyperoxidase that is formed upon addition of O2 to
the Fe(II) form of the free enzyme (Fig. 16-14, step g)
and corresponds in structure to oxyhemoglobin.228

Compound I was at one time thought to be a com-
plex of H2O2 or its anion with Fe(III), but its magnetic
and spectral properties are inconsistent with this struc-
ture.  Rather, it too appears to contain ferryl iron
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Compound I.  The unpaired electron and the
positive charge are delocalized over the

porphyrin ring and perhaps into the
proximal histidine ring

Figure 16-12 Linkage of heme to mammalian peroxidases.
There are two ester linkages to carboxylate side chains from
the protein.220,221  Myeloperoxidase contains a third
linkage.222,222a
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Figure 16-13  The active site of yeast cytochrome c peroxi-
dase.  Access for substrates is through a channel above the
front edge of the heme ring as viewed by the reader.  A
pathway for entrance of electrons may be via Trp 191 and
His 175.  From Holzbaur et al.206  Based on coordinates of
Finzel et al.215

bound to an electron-deficient porphyrin π-cation
radical.229  The reaction with peroxide probably involves
initial formation of a peroxide anion complex (Fig.
16-14, step a) which is cleaved with release of water
(step b).215,230  The resulting Fe(V)+= O compound is
converted to compound I by transfer of a single elec-
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Arg 48

His 52

His 175

Trp 191

Asp 235
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with substrates in a two-electron process232 – 235 with
transfer of an oxygen atom to the substrate, a charac-
teristic also of reactions catalyzed by cytochromes
P450 (see Eq. 18-57).

Haloperoxidases.   Many specialized peroxidases
are active in halogenation reactions.  Chloroperoxi-
dases from fungi236,237 catalyze chlorination reactions
like that of Eq. 16-11 using H2O2 and Cl– as well as the
usual peroxidase reaction.

Chloroperoxidase is isolated in a low-spin Fe(III)
state.  The reduced Fe(II) enzyme is a high-spin form

(16-10)

Figure 16-14 The catalytic cycles and other reactions of peroxidases and
catalases.  The principal cycle for peroxidases is given by the colored arrows.
That of catalases is smaller, making use of step a, b, and c’, which is marked by
a light green line.
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tron from the porphyrin to the iron.
In cytochrome c peroxidase com-
pound I contains a free radical on
the nearby Trp 191 ring instead of
on the porphyrin radical.216  Con-
sistent with this is the fact that
horseradish peroxidase contains
phenylalanine in place of Trp 191.

If we consider the fate of sub-
strate AH2 during the action of a
peroxidase, we see that donation of
an electron to compound I to con-
vert it into II (Fig. 16-14, step c) will
generate a free radical ·AH as well
as a proton.  The radical may then
donate a second electron to II to
form the free enzyme.  Alternatively,
a second molecule of AH2 may react
(Fig. 16-14, step c) to form a second
radical ·AH. The two ·AH radicals
may then disproportionate to form
A and AH2 or they may leave the
enzyme and react with other mole-
cules in their environment.  Com-
pound II of horse radish peroxidase
is able to exchange the oxygen atom
of its Fe(IV) = O center with water
rapidly at pH 7, presumably by
donation of a proton from the near-
by histidine side chain (correspond-
ing to His 52 of Fig. 16-13).227,230a,b

This histidine presumably also
functions in proton transfer during
reactions with substrates (see Fig.
16-11B).224

The catalase compound I
appears to be converted in a two-
electron reduction by H2O2 directly
to free ferricatalase without inter-
vention of compound II (Fig. 16-14,
step c’).  The catalytic histidine
probably donates a proton to help
form water from one of the oxygen

·P+— Fe (IV) = O  +  H2O2 → H2O  +  O2  +  P — Fe (III)+

  Compound I

atoms of the H2O2.  Nevertheless, compound II does
form slowly, especially if a slow substrate such as
ethanol is present.  The previously mentioned bound
NADPH apparently reduces compound II formed in
this way, converting the inactivated enzyme back to
active catalase.201,231  This may involve unusual one-
electron oxidation steps for the NADPH.231  Under
some circumstances compound II of peroxidases reacts

A.  Iron



856 Chapter 16.  Transition Metals in Catalysis and Electron Transport

with spectroscopic properties similar to those of the
oxygenases of the cytochrome P450 family, which are
discussed in Chapter 18.238,239  Like the cytochromes
P450 chloroperoxidase contains a thiolate group of a
cysteine side chain as the fifth iron ligand.235,239,240

Chloroperoxidase forms compounds I and II, as do
other peroxidases.  A chloride ion may combine with
compound I to form a complex of hypochlorite with
the Fe(III) heme.

·P+— Fe (IV) = O + Cl– → P — Fe (III)+— OCl

This intermediate could then halogenate substrate
AH (Eq. 16-13, step a), lose HOCl (Eq. 16-13, step b),
or generate Cl2 by reaction with Cl– (Eq. 16-13, step c).
These are all well-established reactions for the enzyme.
In each case the chlorine in the peroxidase complex can
be viewed as an electrophile which is transferred to an
attacking nucleophile.  A fourth reaction that can go

through the same intermediate is conversion of alkenes
to α,β-halohydrins (Eq. 16-14).241 Lactoperoxidase of
milk, reacting with I– + H2O2, promotes an analogous
iodination of tyrosine and histidine residues of proteins.
With radioactive 125I– or 131I– it provides a convenient
and much used method for labeling of proteins in

a

b

c

d

AH ACl

H2O HOCl

H+, Cl– Cl2

P Fe(III) OCl P Fe(III) OH

P Fe(III)

H+

H2O

O O
+ Cl– + H2O2

O O
+ H2O + OH–

Cl

(16-11)

(16-12)

(16-13)

exposed surfaces of membranes (Eq. 16-15).242  Iodi-
nated tyrosine derivatives are formed in the thyroid
gland by a similar reaction catalyzed by thyroid
peroxidase.232  Even horseradish peroxidase can
oxidize iodide ions but neither it nor lactoperoxidase
will carry out chlorination or bromination reactions.

Myeloperoxidase, present in specialized lyso-
somes of polymorphonuclear leukocytes (neutro-
phils),243 utilizes H2O2 and a halide ion to kill ingested
bacteria.244,245  Phagocytosis induces increased respira-
tion by the leukocyte and generation of H2O2, partly
by the membrane-bound NADPH oxidase described
in Chapter 18.  Some of the H2O2 is used by myeloper-
oxidase to attack the bacteria, apparently through
generation of HOCl by peroxidation of Cl–.  Human
myeloperoxidase is a tetramer of two 466-residue
chains and two 108-residue chains, which carry the
covalently linked heme.222a,246  Another oxygen-
dependent killing mechanism that may also be used
by neutrophils is the generation of the reactive singlet
oxygen.247  This can occur by reaction of hypochlorite
with H2O2 (Eq. 16-16) or from an enzyme-bound hypo-
chlorite intermediate such as that shown in Eq. 16-13.
Hereditary deficiency of myeloperoxidase is relatively
common.245

OCl– + H2O2 →O2(1∆g) + H2O + Cl–

singlet O2

Lactoperoxidase248 and chloroperoxidase249 also
generate singlet oxygen.  The possible biological
significance is discussed in Chapter 18.  Eosinophil
peroxidase appears to promote formation of hydroxyl
radicals.250 Bromoperoxidases are found in many
red and green marine algae.251  Many of them contain
vanadium and function by a mechanism different
than that used by heme peroxidases (see Section G).252,253

Another related nonheme enzyme is the seleno-
protein glutathione peroxidase.  It reacts by a mecha-
nism very different (Eq. 15-59) from those discussed

C C C C
XHO

H2O2 H2O

X – + H+

(16-14)

HN

HCO

OH

HN

HCO

OH

I

I–, H2O2 peroxidase

(16-15)

(16-16)
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here, as does NADPH peroxidase, a flavoprotein
with a cysteine sulfinate side chain in the active
site.254–255a  A lignin-degrading peroxidase from the
white wood rot fungus Phanerochaete chrysosporium is
a simple heme protein,256 while other peroxidases
secreted by this organism contain Mn.257,258

7.  The Iron–Sulfur Proteins

Not all of the iron within cells is chelated by por-
phyrin groups.  Hemerythrin (see Fig. 16-20) has been
known for many years, but the general significance
of nonheme iron proteins was not appreciated until
large-scale preparation of mitochondria was devel-
oped by Crane in about 1945.  The iron content of
mitochondria was found to far exceed that of the
heme proteins present.  In 1960, Beinert, who was
studying the mitochondrial dehydrogenase systems
for succinate and for NADH, observed that when the
electron transport chain was partially reduced by
these substrates and the solutions were frozen at low
temperature and examined, a strong EPR signal was
observed at g = 1.94.  The signal was obtained only
upon reduction by substrate, and fractionation pointed
to the nonheme iron proteins.  Six or more proteins of
this type are involved in the mitochondrial electron
transport chain (Eq. 18-1), and numerous others have
become recognized as members of the same large
family of iron–sulfur proteins (Fe– S proteins).259,260

Ferredoxins, high-potential iron proteins, and
rubredoxins.  The presence of nonheme iron proteins
is most evident in the anaerobic clostridia, which
contain no heme.  It was from these bacteria that the
first Fe – S protein was isolated and named ferredoxin.
This protein has a very low reduction potential of
E°’(pH 7) = – 0.41 V.  It participates in the pyruvate –
ferredoxin oxidoreductase reaction (Eq. 15-35), in
nitrogen fixation in some species, and in formation
of H2.  A small green-brown protein, the ferredoxin of
Peptococcus aerogenes contains only 54 amino acids but
complexes eight atoms of iron.  If the pH is lowered
to ~ 1, eight molecules of H2S are released.  Thus, the
protein contains eight “labile sulfur” atoms in an iron
sulfide linkage.  There are also eight iron atoms.

Another group of related electron carriers, the
high-potential iron proteins (HIPIP) contain four
labile sulfur and four iron atoms per peptide chain.261– 266

X-ray studies showed that the 86-residue polypeptide
chain of the HIPIP of Chromatium is wrapped around
a single iron–sulfur cluster which contains the side
chains of four cysteine residues plus the four iron and
four sulfur atoms (Fig. 16-15D).261  This kind of cluster
is referred to as [4Fe – 4S], or as Fe4S4.  Each cysteine
sulfur is attached to one atom of Fe, with the four iron
atoms forming an irregular tetrahedron with an Fe–Fe

distance of ~ 0.28 nm.  The four labile sulfur atoms
(S2–) form an interpenetrating tetrahedron 0.35 nm on
a side with each of the sulfur atoms bonded to three
iron atoms.  The cluster is ordinarily able to accept
only a single electron.  The iron–sulfur cluster struc-
ture was a surprise, but after its discovery it was
found that ions such as [ Fe4S4(S– CH2CH2COO–)4]6–

assemble spontaneously from their components and
have a similar cluster structure.259,266a  Thus, living
things have simply improved upon a natural bonding
arrangement.

The bacterial ferredoxins from Peptococcus,
Clostridium (Fig. 16-16B),267,268 Desulfovibrio, and other
anaerobes each contain two Fe4S4 clusters with essen-
tially the same structure as that of the Chromatium
HIPIP.267,269  Each cluster can accept one electron.
Much of the amino acid sequence in the first half of the
ferredoxin chain is repeated in the second half, sug-
gesting that the chain may have originated as a result
of gene duplication.  Many  invariant positions are
present in the sequence, including those of the cysteine
residues forming the Fe – S cluster.   Ferredoxins with
single Fe4S4 clusters are also known.270

The ferredoxins have reduction potentials E°’
(pH 7) from about – 0.4 V to as low as – 0.6 V.  However,
the corresponding values for HIPIP proteins range
from + 0.05 to + 0.50 V at pH 7.271  This wide range of
potentials initially seemed strange because the structures
of the active centers of both the clostridial ferredoxins
and the Chromatium HIPIP appear virtually identical.272

Part of the explanation lies in the fact that Fe4S4 clusters
can exist in three oxidation states (Eq. 16-17) that
differ, one from another, by a single electron.273
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found in many proteins.  From Beinert259 with permission.

C D

A B



858 Chapter 16.  Transition Metals in Catalysis and Electron Transport

S6

S42

Me

S39

S9

S6

S42

Me

S39

S9

Here the charges shown are those on the cluster.  The
cysteine ligands from the protein each add an addi-
tional negative charge.  The Chromatium HIPIP and the

clostridial ferredoxins have the middle oxidation state
in common.  The cluster is a little smaller in the more
oxidized states; in the Chromatium HIPIP the Fe – Fe
distance changes from 0.281 to 0.272 nm upon oxidation.

Rubredoxins. The simplest of the Fe – S proteins
are the rubredoxins.  These proteins contain iron but
no labile sulfur.  The rubredoxin of Clostridium pasteur-
ianum is a 54-residue peptide containing four cysteines
whose side chains form a distorted tetrahedron about
a single iron atom (Fig. 16-16A).274  Not shown for any

(16-17)

[Fe4S4]
+ [Fe4S4]

2+ [Fe4S4]
3+

e– e–

Oxidized Fd;
reduced high
potential iron
protein

Reduced Fd Oxidized high
potential iron
protein; Super-
oxidized Fd

Figure 16-16 (A) Superimposed
stereoscopic α-carbon traces of the
peptide chain of rubredoxin from
Clostridium pasteurianum with either
Fe3+ (solid circles) or Zn2+ (open
circles) bound by four cysteine side
chains.  From Dauter et al.274   (B)
Alpha-carbon trace for ferredoxin
from Clostridium acidurici.  The two
Fe4S4 clusters attached to eight cys-
teine side chains are also shown.  The
open circles are water molecules.
Based on a high-resolution X-ray
structure by Duée et al.267  Courtesy of
E. D. Duée.   (C)  Polypeptide chain of
a chloroplast-type ferredoxin from the
cyanobacterium Spirulina platensis.
The Fe2S2 cluster is visible at the top
of the molecule.  From Fukuyama et
al.276  Courtesy of K. Fukuyama.
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(16-18)

of the structures in Fig. 16-16 are NH—S hydrogen
bonds that connect backbone NH groups of the peptide
chain to the sulfur atoms of the cysteine groups, form-
ing the clusters.275  These bonds may have important
effects on properties of the cluster.  Rubredoxins also
participate in electron transport and can substitute for
ferredoxins in some reactions.  Larger 14-kDa and 18-kDa
rubredoxins able to bind two iron ions participate in
electron transport in a hydroxylase system of Pseudomonas
(Chapter 18).277  A smaller 7.9-kDa 2-Fe desulforedoxin
functions in sulfate-reducing bacteria.278

Chloroplast-type ferredoxins.  Members of a
large class of  [2Fe – 2S] or Fe2S2 ferredoxins each con-
tain two iron atoms and two labile sulfur atoms with
the linear structure of Fig. 16-15B.279,279a  Best known
are the chloroplast ferredoxins, which transfer electrons
from photosynthetic centers of chloroplasts to the flavo-
protein reductase that reduces NADP+ to NADPH.280,280a

The structure of a cyanobacterial protein of this type
is shown in Fig. 16-16C.276  A second group of Fe2S2
ferredoxins are found in bacteria including E. coli281

and in human mitochondria.282  For example, in
steroid hormone-forming tissues the ferredoxin
adrenodoxin282a carries electrons to cytochromes
P450.  Its Fe2S2 center receives electrons from adreno-
doxin reductase (Chapter 15 banner).282b  The nitrogen-
fixing Clostridium pasteurianum also contains a
ferredoxin of this class.283   In Pseudomonas putida
(Chapter 18) the related 106-residue putidaredoxin
transfers electrons to cytochromes P450.284

The 3Fe – 4S clusters. A 106-residue ferredoxin
from Azotobacter vinelandii contains seven iron atoms
in two Fe – S clusters that operate at very different
redox potentials of – 0.42 and + 0.32 V.285  Other similar
seven-iron proteins are known.286  From EPR measure-
ments it appeared that both clusters function between
the 2+ and 3+ (oxidized and superoxidized) states of
Eq. 16-17, despite the widely differing potentials.  A
super-reduced all-Fe(II) form with E°’ (pH 7) = – 0.70 V
can also be formed.286  X-ray crystallographic studies
have revealed that the protein contains one Fe4S4
cluster and one Fe3S4 cluster (Fig. 16-15C).286– 288  The
structures and environments of the  Fe3S4 clusters are
similar to those of Fe4S4 clusters but they lack one iron
and one cysteine side chain.  An Fe4S4 cluster may
sometimes lose S2– to form an Fe3S4 cluster such as the
one in the A. vinelandii ferredoxin.  A less likely possi-
bility is isomerization to a linear Fe3S4 structure.289

Aconitase (Eq. 13-17) isolated under aerobic conditions
contains an Fe3S4 cluster and is catalytically inactive.
Incubation with Fe2+ activates the enzyme and recon-
verts the Fe3S4 to an Fe4S4 cluster (Fig. 13-4).260,289,290

Properties of iron–sulfur clusters. These
clusters were viewed for many years as unstable and
unable to exist outside of a protein.  However, if pro-
tected from oxygen and manipulated in the presence
of soluble organic thiols they are stable and “cofactor-
like.”260  Intact clusters can be “extruded” from proteins
by treatment with thiols in nonaqueous media.  Both
Fe4S4 and Fe2S2 clusters as well as more complex forms
have been synthesized291 and nonenzymatic cluster
interconversions have been demonstrated.  Binding
to proteins stabilizes the clusters further, but some
(Fe– S) proteins are labile and difficult to study.  This
is evidently because of partial exposure of the cluster
to the surrounding solvent.   Not only can O2 cause
oxidation of exposed clusters291a but also superoxide,292

nitric oxide, and peroxynitrite can react with the iron.
Aconitase has only three cysteine side chains available
for coordination with Fe and the protein  is unstable.
Apparently, a superoxidized [Fe4S4]3+ cluster is formed
in the presence of O2 but loses Fe2+  to give an [Fe3S4]+

cluster.293

Another interesting cluster conversion is the join-
ing of two Fe2S2 clusters in a protein to form a single
Fe4S4 cluster at the interface between a dimeric protein.
Such a cluster is present in the nitrogenase iron protein
(Fig. 24-2) and probably also in biotin synthase.294  The
clusters in such proteins can also be split to release the
monomers.

Synthetic iron–sulfur clusters have weakly basic
properties273 and accept protons with a pKa of from
3.9 to 7.4.  Similarly, one clostridial ferredoxin, in the
oxidized form, has a pKa of 7.4; it is shifted to 8.9 in the
reduced form.295  If we designate the low-pH oxidized
form of such a protein as HOx+ and the reduced form
as HRed, we can depict the reduction of each Fe4S4
cluster as follows.

HOx+ + e– → HRed

Comparing with Eq. 6-64 and using the Michaelis pH
functions (first two terms of Eq. 7-13) for HOx+ and
HRed, it is easy to show that the value of E°’ (E1/ 2) at
which equal amounts of oxidized protein (HOx+ + Ox)
and reduced protein (HRed + Red–) are present is
given by Eq. 16-19, in which Kox and Kred are the Ka
values for dissociation of the protonated oxidized and
reduced forms, respectively.
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At the high pH limit this becomes E1/ 2 = E° (low pH) +
0.0592 (pKox – pKred) and V = – 0.371 + 0.0592 (7.4 – 8.9)
V = – 0.431 V.  Thus, the value of E1/ 2 changes from
– 0.371 to – 0.460 V as the pH is increased.  In the pH
range between the pKa values of 7.4 and 8.9 reduction
of the protein will lead to binding of a proton from the
medium and oxidation to loss of a proton.  Human
and other vertebrate ferredoxins also show pH-depen-
dent redox potentials.282  This suggests, as with the
cytochromes, a possible role of Fe – S centers in the
operation of proton pumps in membranes.  Neverthe-
less, many ferredoxins, such as that of C. pasteurianum,
show a constant value of E°’ from pH 6.3 to 10296 and
appear to be purely electron carriers.

Both the iron and labile sulfur can be removed
from Fe – S proteins and the active proteins can often
be reconstituted by adding sulfide and Fe2+ ions.
Using this approach, the natural isotope 56Fe (nuclear
spin zero) has been exchanged with 57Fe, which has a
magnetic nucleus297 and 32S has been replaced by 77Se.
The resulting proteins appear to function naturally
and give EPR spectra containing hyperfine lines that
result from interaction of these nuclei with unpaired
electrons in the Fe4S4 clusters (Fig. 16-17).  These obser-
vations suggest that electrons accepted by Fe4S4 clusters
are not localized on a single type of atom but interact
with nuclei of both Fe and S.  The native proteins as
well as many mutant forms are being studied by

NMR299,300  and other spectroscopic techniques (Fig.
16-18),260 by theoretical computations,301– 304 and by
protein engineering and “rational design.”305,306

Functions of iron–sulfur enzymes.  Numerous
iron–sulfur clusters are present within the membrane-
bound electron transport chains discussed in Chapter
18.  Of special interest is the Fe2S2 cluster present in
a protein isolated from the cytochrome bc complex
(complex III) of mitochondria.  First purified by Rieske
et al.,307 this protein is often called the Rieske iron–
sulfur protein.308  Similar proteins are found in cyto-
chrome bc complexes of chloroplasts.125,300,309,310  In

32S
80S

77Se

Figure 16-17  Electron paramagnetic resonance spectrum
of the Fe – S protein putidaredoxin in the natural form (32S)
and with labile sulfur replaced by selenium isotopes.  Well-
developed shoulders are seen in the low-field end of the
spectrum of the 77Se (spin = 1/ 2)-containing protein.  From
Orme-Johnson et al.298  Courtesy of W. H. Orme-Johnson.

Figure 16-18 Mössbauer X-ray absorption spectra of iron–
sulfur clusters.  (See Chapter 23 for a brief description of the
method.)  Quadrupole doublets are indicated by brackets
and isomer shifts are marked by triangles.  (A) [Fe2S2]1+

cluster of the Rieske protein from Pseudomonas mendocina, at
temperature T = 200 K.  (B)  [Fe3S4]1+ state of D. gigas ferre-
doxin II, T = 90 K.  (C)   [Fe3S4]0 state of D. gigas ferredoxin II,
T = 15 K.  (D)  [Fe4S4]2+ cluster of E. coli FNR protein, T = 4.2 K.
(E) [Fe4S4]1+ cluster of E. coli sulfite reductase, T = 110 K.
From Beinert et al.260
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some bacteria Rieske-type proteins deliver electrons to
oxygenases.300  The 196-residue mitochondrial protein
has an unusually high midpoint potential, Em of ~ 0.30 V.
The Fe2S2 cluster, which is visible in the atomic struc-
ture of complex III shown in Fig. 18-8, is coordinated
by two cysteine thiolates and two histidine side chains.
In a Rhodobacter protein they occur in the following
conserved sequences:311  C133-T-H-L-G-C138 and
C153-P-C-H-G-S158.  One iron is bound by C133 and
C153 and the other by H135 and H156 as follows:

These proteins may also have an ionizable group with
a pKa of ~ 8.0, perhaps from one of the histidines that
is linked to the oxidation–reduction reaction.

Iron–sulfur clusters are found in flavoproteins
such as NADH dehydrogenase (Chapter 18) and
trimethylamine dehydrogenase (Fig. 15-9) and in the
siroheme-containing sulfite reductases and nitrite
reductases.312  These two reductases are found both
in bacteria and in green plants.
Spinach nitrite reductase,313 which
is considered further in Chapter 24,
utilizes reduced ferredoxin to carry
out a six-electron reduction of NO2

–

to NH3 or of SO3
2– to S2–.  The 61-kDa

monomeric enzyme contains one
siroheme and one Fe4S4 cluster.  A
sulfite reductase from E. coli utilizes
NADPH as the reductant.  It is a
large β8α4 oligomer.312  The 66-kDa
α chains contain bound flavin

Figure 16-19  Stereoscopic view
of E. coli assimilatory sulfite reduc-
tase.  The siroheme (Fig. 16-6) is in
the center with one edge toward
the viewer and the Fe4S4 cluster is
visible on its right side.  A single
S atom from a cysteine side chain
bridges between the Fe of the
siroheme and the Fe4S4 cluster.
A phosphate ion is visible in the
sulfite-binding pocket at the left
center of the siroheme.  From Crane
et al.312  Courtesy of E. D. Getzoff.
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(4 FAD + 4 FMN),312,314,315 while the 64-kDa β subunits
contain both siroheme and a neighboring Fe4S4 cluster
(Fig. 16-19).89,304,312,316  The iron of the siroheme and
the closest iron atom of the cluster are bridged by a
single sulfur atom of a cysteine side chain.

A somewhat similar double cluster is present in
all-Fe hydrogenases from Clostridium pasteurianum.316a,b,c

These enzymes also contain two or three Fe4S4 clusters
and, in one case, an Fe2S2 cluster.316a  At the presumed
active site a special H cluster consists of an Fe3S4
cluster with one cysteine sulfur atom shared by an
adjoining Fe2S2 cluster:  Because many hydrogenases
contain nickel, their chemistry and functions are dis-
cussed in Section C,2.

The role of the iron–sulfur clusters in many of the
proteins that we have just considered is primarily one
of single-electron transfer.  The Fe – S cluster is a place
for an electron to rest while waiting for a chance to
react.  There may sometimes be an associated proton
pumping action.  In a second group of enzymes,
exemplified by aconitase (Fig. 13-4), an iron atom of a
cluster functions as a Lewis acid in facilitating removal
of an – OH group in an α,β dehydration of a carboxylic
acid (Chapter 13).  A substantial number of other
bacterial dehydratases as well as an important plant
dihydroxyacid dehydratase also apparently use
Fe– S clusters in a catalytic fashion.317  Fumarases A
and B from E. coli,317 L-serine dehydratase of a Pepto-
streptococcus species,317– 319 and the dihydroxyacid

A.  Iron

The hydrogenase Fe–S  H cluster
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dehydratase320,321 may all use their Fe4S4 clusters in a
manner similar to that of aconitase (Eq. 13-17).  How-
ever, the Fe – S enzymes that dehydrate R-lactyl-CoA to
crotonyl-CoA,322 4-hydroxybutyryl-CoA to crotonyl-
CoA,323,324 and R-2-hydroxyglutaryl-CoA to E-glutaco-
nyl-CoA325 must act by quite different mechanisms,
perhaps similar to those utilized in vitamin B12-depen-
dent reactions.  In these enzymes, as in pyruvate formate
lyase (Eq. 15-38), the Fe – S center may act as a radical
generator.

The molybdenum-containing enzymes considered
in Section F also contain Fe – S clusters.  Nitrogenases
(Chapter 24) contain a more complex Fe–S–Mo cluster.
Carbon monoxide dehydrogenase (Section C) contains
2 Ni, ~ 11 Fe, and 14 S2– as well as Zn in a dimeric
structure.  In these enzymes the Fe – S clusters appear
to participate in catalysis by undergoing alternate
reduction and oxidation.

For a few enzymes such as aconitase and
amido-transferases,326 an Fe–S cluster plays a
regulatory role in addition to or instead of a catalytic
function.327  Cytosolic aconitase is identical to iron
regulatory proteins 1 (IRP1), which binds to iron
responsive elements in RNA to inhibit translation of
genes asso-ciated with iron uptake.  A high iron con-
centration promotes assembly of the Fe4S4 cluster (see
Chapter 28, Section C,6).  Another example is provided
by the E. coli transcription factor SOXR.  This protein,
which controls a cellular defense system against
oxygen-derived superoxide radicals, contains two Fe2S2
centers.  Oxidation of these centers by superoxide
radicals appears to induce the transcription of genes
encoding superoxide dismutase and other proteins
involved in protecting cells against oxidative injury
(Chapter 18).328– 330

8.  The (�-oxo) Diiron Proteins

Both the ferroxidase center of ferritin (Fig. 16-4)
and the oxygen-carrying hemerythrin are members
of a family of diiron proteins with similar active site
structures.331,332  The pair of iron atoms, with the
bridging (µ) ligands such as O2, HO–, HOO–, O2

2–, is
often held between four α helices, as can be seen in
Fig. 2-22 and in Fig. 16-20C.  In most cases each iron
is ligated by at least one histidine, one glutamate side
chain, and frequently a tyrosinate side chain.  As many
as three side chains may bind to each iron.  In addition,
one or two carboxylate groups from glutamate or
aspartate side chains bridge to both irons, as does the
µ-oxo group, which is typically H2O or –OH.  Examples
of this structure are illustrated in Figs. 16-4 and 16-20.
Although the active sites of all of the diiron proteins
appear similar, the chemistry of the catalyzed reactions
is varied.

Hemerythrin.   When both iron atoms are in the
Fe(II) state, hemerythrin, like hemoglobin, functions as
a carrier of O2.  In the oxidized Fe(III) methemerythrin
form the iron atoms are only 0.32 nm apart.  Three
bridging (µ) groups lie between them:  two carboxylate
groups and a single oxygen atom which may be either
O2– or OH–.  One coordination position on one of the
hexacoordinate iron atoms is open and appears to be
the site of binding of oxygen.  The O2 is thought to
accept two electrons, oxidizing the two iron atoms to
Fe(III) and itself becoming a peroxide dianion O2

2–.
The process is completely reversible.  The conversion
of the oxygen to a bound peroxide ion is supported by
studies of resonance Raman spectra (see Chapter 23)
which also suggest that the peroxide group is proto-
nated.  In the diferrous protein the µ-oxo bridge is
thought to be an –OH group.  Upon oxygenation the
proton could be shared with or donated to the peroxo
group (Eq. 16-20).334  A similar binding of O2 as a
peroxide dianion appears to occur in the copper-
containing hemocyanins (Section C,3).

Purple acid phosphatases.  Diiron-tyrosinate
proteins with acid phosphatase activity occur in mam-
mals, plants, and bacteria.  Most are basic glycoproteins
with an intense 510 - to  550-nm light absorption band.
Well-studied members come from beef spleen, from
the uterine fluid of pregnant sows (uteroferrin),335

and from human macrophages and osteoclasts.336–336b

One of the two iron atoms is usually in the Fe(III)
oxidation state, but the second can be reduced to
Fe(II) by mild reductants such as ascorbate.  This half-
reduced form is enzymatically active and has a pink
color and a characteristic EPR signal.  Treatment with
oxidants such as H2O2 or hexacyannoferrate (III)
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generates purple inactive forms which lack a detectable
EPR signal.337,338  The Fe3+ of the active enzyme can
be replaced339 with Ga3+ and the Fe2+ with Zn2+ with
retention of activity; also, some plants contain phos-
phatases with Fe – Zn centers.340,341  The catalytic
mechanism resembles those of other metallophos-
phatases (Chapter 12) and the change of oxidation
state of the Fe may play a regulatory role.  On the
other hand, a principal function of uteroferrin may
be in transplacental transport of iron to the fetus.342

Diiron oxygenases and desaturases.  In the
(µ-oxo) diiron oxygenases O2 is initially bound in a
manner similar to that in hemerythrin but one atom
of the bound O2 is reduced to H2O using electrons
supplied by a cosubstrate such as NADPH.  The other
oxygen atom enters the substrate.  This is illustrated
by Eq. 16-21 for methane monooxygenase.332,343– 345

A toluene monooxygenase has similar properties.346

CH4 + NADH + H+ + O2 →  CH3OH + NAD+ + H2O

In green plants a soluble ∆9 stearoyl-acyl carrier
protein desaturase uses O2 and NADH or NADPH to
introduce a double bond into fatty acids.  The structure
of this protein (Fig. 16-20B,C) is related to those of
methane oxygenase and ribonucleotide reductase.333,347

The desaturase mechanism is discussed in Chapter 21.

9.  Ribonucleotide Reductases

Ribonucleotides are reduced to the 2'-deoxyribo-
nucleotides (Eq. 16-21) that are needed for DNA
synthesis by enzymes that act on either the di- or tri-
phosphates of the purine and pyrimidine nucleo-
sides348–351 (Chapter 25).  These ribonucleotide reductases
utilize either thioredoxin or glutaredoxin (Box 15-C)
as the immediate hydrogen donors (Eq. 16-22).  The
pair of closely spaced – SH groups in the reduced
thioredoxin or glutaredoxin are converted into a
disulfide bridge at the same time that the 2'-OH of
the ribonucleotide di- (or tri-) phosphate is converted
to H2O.  While some organisms employ a vitamin B12-(16-21)
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Figure 16-20  (A)  The active site of
hemerythrin showing the two iron atoms
(green) and their ligands which include
the µ oxo bridge and two bridging car-
boxylate groups.  From Lukat et al.193  The
active site is between four parallel helices
as shown in Fig. 2-22.  (B)  Stereoscopic
view of the backbone structure of a ∆9

stearoyl-acyl carrier protein desaturase
which also contains a diiron center.
Notice the nine-antiparallel-helix bundle.
The diiron center is between four helices
as in hemerythrin.  (C)  Stereoscopic view
of the diiron center of the desaturase.333

(B) and (C) courtesy of Ylva Lindqvist.
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dependent enzyme for this purpose, most utilize iron–
tyrosinate enzymes (Class I ribonucleotide reductases).
These are two-protein complexes of composition α2β2.
The enzyme from E. coli contains 761-residue α chains
and 375-residue β chains.  That from Salmonella typh-
imurium351a is similar, as are corresponding mammalian
enzymes and a virus-encoded ribonucleotide reductase
formed in E. coli following infection by T4 bacterio-
phage.352  In every case the larger α2 dimer, which is
usually called the R1 protein, contains the substrate
binding sites, allosteric effector sites, and redox-active
SH groups.  Each α chain is folded into an unusual
(α /β)10 barrel.353,354  As in the more familiar (α /β)8
barrels, the active site is at the N termini of the β
strands.

Each polypeptide chain of the β2 dimer or R2
protein contains a diiron center which serves as a
free radical generator.354a,b,c  A few bacteria utilize a
dimanganese center.355  Oxygenation of this center is
linked to the uptake of both a proton and an electron
and to the removal of a hydrogen atom from the ring
of tyrosine 166 to form H2O and an organic radical
(Eq. 16-23):356– 360

     2 Fe(II)2+ + O2 + H+ + e– + Y122-OH  →
Fe(III)3+ – O2– – Fe(III)3+ – Y122 – O· + H2O

The tyrosyl radical is used to initiate the ribonucleotide
reduction at the active site in the R1 protein ~ 3.5 nm
away.  The tyrosyl radical is very stable and was dis-
covered by a characteristic EPR spectrum of isolated
enzyme.  Alteration of this spectrum when bacteria
were grown in deuterated tyrosine indicated that the
radical is located on a tyrosyl side chain and that the
spin density is delocalized over the tyrosyl ring.361,362

Using protein engineering techniques the ring was
located as Tyr 122 of the E. coli enzyme.  A few of the
resonance structures that can be used to depict the
radical are the following:

OH OH

OH

+

+
OH

+

+

, etc.

A chain of hydrogen-bonded side chains apparently
provides a pathway for transfer of an unpaired electron
from the active site to the Tyr 122 radical and from
there to the radical generating center.363  The tyrosyl
radical can be destroyed by removal of the iron by
exposure to O2 or by treatment of ribonucleotide
reductases with hydroxyurea, which reduces the
radical and also destroys catalytic activity:

A second group of ribonucleotide reductases
(Class II), found in many bacteria, depend upon the
cobalt-containing vitamin B12 coenzyme which is
discussed in Section B.  These enzymes are monomeric
or homodimeric proteins of about the size of the larger
α subunits of the Class I enzymes.  The radical gener-
ating center is the 5'-deoxyadenosyl coenzyme.350,364,365

Class III or anaerobic nucleotide reductases are
used by various anaerobic bacteria including E. coli
when grown anaerobically350,366– 369a and also by some
bacteriophages.370  Like the Class I reductases, they
have an α2β2 structure but each β subunit contains an
Fe4S4 cluster which serves as the free radical genera-
tor,369 that forms a stable glycyl radical at G580.369a

In this respect the enzyme resembles pyruvate formate-
lyase (Eq. 15-40).  As with other enzymes using Fe4S4
clusters as radical generators, S-adenosylmethionine
is also required.  All ribonucleotide reductases may
operate by similar radical mechanisms.350,351

When a 2'-Cl or -F analog of UDP was used in
place of the substrate an irreversible side reaction
occurred by which Cl– or F–, inorganic pyrophos-
phate, and uracil were released.349  When one of these
enzyme-activated inhibitors containing 3H in the 3'
position was tested, the tritium was shifted to the 2'
position with loss of Cl– and formation of a reactive
3'-carbonyl compound (Eq. 16-24) that can undergo β
elimination at each end to give an unsaturated ketone
which inactivates the enzyme.  This suggested that the
Fe-tyrosyl radical abstracts an electron (through a

(16-23)
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chain of intermediate groups) from an – SH group,
now identified as C439 in the E. coli enzyme371–372

(Fig. 16-21).  The resulting thiyl radical is thought to
abstract a hydrogen atom from C’-3 of a true substrate
to form a substrate radical (Eq. 16-25, step a) which,
with the help of the C462 – SH group,
facilitates the loss of –OH from C-2 in
step b.  The resulting C2 radical would
be reduced by the nearby redox-active
thiol pair C462 and C225 (Fig. 16-21
and Eq. 16-25, step c).  In Eq. 16-25 the
reaction is shown as a hydride transfer
with an associated one-electron shift
but the mechanism is uncertain.  In
step d of Eq. 16-25 the thiyl radical is
regenerated and continues to function
in subsequent rounds of catalysis.  In

the final step (step e) the redox active pair is reduced
by reduced thioredoxin or glutaredoxin.  The active
site must open to release the product and to permit
this reduction, which may involve participation of still
other – SH groups in the protein.
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Figure 16-21  (A) Scheme showing the diiron center of the R2 subunit of E. coli ribonucleotide reductase.  Included are the side
chains of tyrosine 122, which loses an electron to form a radical, and of histidine 118, aspartate 237, and tryptophan 48.  These
side chains provide a pathway for radical transfer to the R1 subunit where the chain continues to tyrosines 738 and 737 and
cysteine 429.354a– c  From Andersson et al.354c    (B) Schematic drawing of the active site region of the E. coli class III ribonucleotide
reductase with a plausible position for a model-built substrate molecule.  Redrawn from Lenz and Giese373 with permission.
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open for binding of ·O2
–.  As indicated in Eq. 16-27,

uptake of one proton is associated with each reaction
step.  As illustrated in Fig 16-22 for step a of Eq. 16-27,
the first proton may be taken up to convert the bound
–OH to H2O.  The enzyme in the Fe2+ form has a pKa of
8.5 that has been associated with tyrosine 34.  Perhaps
this residue is involved in the proton uptake process.378

A similarly located Tyr 41 from Sulfolobus is covalently
modified, perhaps by phosphorylation.378a

B.  Cobalt and Vitamin B12

The human body contains only about 1.5 mg of
cobalt, almost all of it is in the form of cobalamin,
vitamin B12.  Ruminant animals, such as cattle and
sheep, have a relatively high nutritional need for
cobalt and in regions with a low soil cobalt content,
such as Australia, cobalt deficiency in these animals is
a serious problem.  This need for cobalt largely reflects
the high requirement of the microorganisms of the
rumen (paunch) for vitamin B12.  All bacteria require
vitamin B12 but not all are able to synthesize it.  For
example, E. coli lacks one enzyme in the biosynthetic
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Figure 16-22 (A)  Structure of the active site of iron superoxide dismutase from E. coli.  From Carlioz et al.379  Courtesy of
M. Ludwig.  (B) Interpretive drawing illustrating the  single-electron transfer from a superoxide molecule to the Fe3+ of super-
oxide dismutase and associated proton uptake.  Based on Lah et al.376

A B

a

b

O2
– O2

O2
–

H2O2

M2+

M3+

H+

H+

(16-27)

10.  Superoxide Dismutases

Metalloenzymes of at least three different types
catalyze the destruction of superoxide radicals that
arise from reactions of oxygen with heme proteins,
reduced flavoproteins, and other metalloenzymes.
These superoxide dismutases (SODs) convert super-
oxide anion radicals ·O2

– into H2O2 and O2 (Eq. 16-26).
The H2O2 can then be destroyed by catalase (Eq. 16-8).

2 O2
– + 2 H+ —→ H2O2 + O2

The much studied Cu / Zn superoxide dismutase of
eukaryotic cytoplasm is described in Section D.  How-
ever, eukaryotic mitochondria contain manganese
SOD and some eukaryotes also synthesize an iron-
containing SOD.  For example, the protozoan Leishma-
nia tropica, which takes up residence in the phagolyso-
somes of a victim’s macrophages, synthesizes an iron-
containing SOD374 to protect itself against superoxide
generated by the macrophages.    Mycobacterium tuber-
culosis secretes an iron SOD which assists its survival
in living tissues and is also a target for the immune
response of human hosts.375

Iron and manganese SODs have ~ 20-kDa subunits
in each of which a single ion of Fe or Mn is bound by
three imidazole groups and a carboxylate group.376,377

The metal ion undergoes a cyclic change in oxidation
state as illustrated by Eq. 16-27.  Notice that two protons
must be taken up for formation of H2O2.  In Cu / Zn
SOD the copper cycles between Cu2+ and Cu+.  The
structure of the active site of an Fe SOD is shown in
Fig. 16-22.  That of Mn SOD is almost identical.376  In
addition to the histidine and carboxylate ligands, the
metal binds a hydroxyl ion –OH or H2O and has a site

(16-26)



867B.  Cobalt and Vitamin B12
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pathway and must depend upon other bacteria to
complete the synthesis.

1.  Coenzyme Forms

For several years after the discovery of cobalamin
its biochemical function remained a mystery, a major
reason being the extreme sensitivity of the coenzymes
to decomposition by light.  Progress came after Barker
and associates discovered that the initial step in the
anaerobic fermentation of glutamate by Clostridium
tetanomorphum is rearrangement to β-methylaspar-
tate380,381 (Eq. 16-28).

The latter compound can be catabolized by reactions
that cannot be used on glutamate itself.  Thus, the
initial rearrangement is an indispensable step in the
energy metabolism of the bacterium.  A new coen-
zyme required for this reaction was isolated in 1958
after it was found that protection from light during
the preparation was necessary.  The coenzyme was
characterized in 1961 by X-ray diffraction382 as 
5'-deoxyadenosylcobalamin.  It is related to cyano-
cobalamin (Box 16-B) by replacement of the CN group
by a 5'-deoxyadenosyl group as indicated in the fol-
lowing abbreviated formulas.383– 385  Here the planes
represent the corrin ring system and Bz the dimethyl-
benzimidazole that is coordinated with the cobalt from
below the ring.
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threo-β-Methylaspartate (16-28)

The most surprising structural feature is the Co – C
single bond of length 0.205 nm.  Thus, the coenzyme
is an alkyl cobalt, the first such compound found in
nature.  In fact, alkyl cobalts were previously thought
to be unstable.  Vitamin B12 contains Co(III), and cyano-
cobalamin can be imagined as arising by replacement
of the single hydrogen on the inside of the corrin ring
by Co3+ plus CN–.  However, bear in mind that three
other nitrogens of the corrin ring and a nitrogen of
dimethylbenzimidazole also bind to the cobalt.  Each
nitrogen atom donates an electron pair to form coordi-
nate covalent linkages.  Because of resonance in the
conjugated double-bond system of the corrin, all four
of the Co – N bonds in the ring are nearly equivalent
and the positive charge is distributed over the nitrogen
atoms surrounding the cobalt.

The strength of the axial Co – C bond is directly
influenced by the strength of bonding of the dimethyl-
imidazole whose conjugate base has a microscopic
pKa of 5.5.386  Protonation of this base breaks its bond
to cobalt and may thereby strengthen the Co–C bond.387

Steric factors are also important in determining the
strength of this bond.  NMR techniques are now
playing an important role in investigation of these
factors.386– 388

In both bacteria and liver, the 5'-deoxyadenosyl
coenzyme is the most abundant form of vitamin B12,
while lesser amounts of methylcobalamin are
present.  Other naturally occurring analogs of the
coenzymes include pseudo vitamin B12 which con-
tains adenine in place of the dimethylbenzimidazole.

Like dimethylbenzimidazole, it is combined with
ribose in the unusual α linkage.  A compound called
factor A is the vitamin B12 analog with 2-methyladenine.
Related compounds have been isolated from such

sources as sewage sludge which
abounds in anaerobic bacteria.  It
has been suggested that plants may
contain vitamin B12-like materials
which do not support growth of
bacteria.  Thus, we may not have
discovered all of the alkyl cobalt
coenzymes.

CH3

Bz
Methylcobalamin

Co(III)+
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The story of vitamin B12 began with pernicious
anemia, a disease that usually affects only persons
of age 60 or more but which occasionally strikes
children.a  Before 1926 the disease was incurable
and usually fatal.  Abnormally large, immature, and
fragile red blood cells are produced but the total
number of erythrocytes is much reduced from 4 – 6 x
106 mm–3 to 1– 3 x 106 mm–3.  Within the bone marrow
mitosis appears to be blocked and DNA synthesis is
suppressed.  The disease also affects other rapidly
growing tissues such as the gastric mucous mem-
branes (which stop secreting HCl) and nervous
tissues.  Demyelination of the central nervous
system with loss of muscular coordination (ataxia)
and psychotic symptoms is often observed.

with enthusiasm.  Twenty-two years later vitamin
B12 was isolated (as the crystalline derivative cyano-
cobalamin) and was shown to be the curative agent.
It is present in liver to the extent of 1 mg kg–1 or
~10–6 M.  Although much effort was expended in
preparation of concentrated liver extracts for the
treatment of pernicious anemia, the lack of an assay
other than treatment of human patients made
progress slow.

In the early 1940s nutritional studies of young
animals raised on diets lacking animal proteins and
maintained out of contact with their own excreta
(which contained vitamin B12) demonstrated the
need for “animal protein factor” which was soon
shown to be the same as vitamin B12.  The animal
feeding experiments also demonstrated that waste
liquors from streptomyces fermentations used in
production of antibiotics were extremely rich in
vitamin B12.  Later this vitamin was recognized as a
growth factor for a strain of Lactobacillus lactis which
responded with half-maximum growth to as little as
0.013 µg / l (10–11 M).

In 1948, red cobalt-containing crystals of vitamin
B12 were obtained almost simultaneously by two
pharmaceutical firms.  Charcoal adsorption from
liver extracts was followed by elution with alcohol
and numerous other separation steps.  Later fermen-
tation broths provided a richer source.  Chemical
studies revealed that the new vitamin had an enor-
mous molecular weight, that it contained one atom
of phosphorus which could be released as Pi, a
molecule of aminopropanol, and a ribofuranoside
of dimethyl benzimidazole with the unusual α
configuration.

Note the relationship of the dimethylbenzimida-
zole to the ring system of riboflavin (Box 15-B).
Several molecules of ammonia could be released
from amide linkages by hydrolysis, but all attempts
to remove the cobalt reversibly from the ring system
were unsuccessful.  The structure was determined
in 1956 by Dorothy C. Hodgkin and coworkers
using X-ray diffraction.b  At that time, it was the
largest organic structure determined by X-ray dif-
fraction.  The complete laboratory synthesis was
accomplished in 1972.c

The ring system of vitamin B12, like that of
porphyrins (Fig. 16-5), is made up of four pyrrole
rings whose biosynthetic relationship to the corre-
sponding rings in porphyrins is obvious from the
structures.  In addition, a number of “extra” methyl
groups are present.  A less extensive conjugated
system of double bonds is present in the corrin ring
of vitamin B12 than in porphyrins, and as a result,
many chiral centers are found around the periphery

BOX 16-B  COBALAMIN (VITAMIN B12)
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In 1926, Minot and Murphy discovered that
pernicious anemia could be controlled by eating
one-half pound of raw or lightly cooked liver per
day, a treatment which not all patients accepted
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BOX 16-B  (continued)

of the somewhat nonplanar rings.
Cyanocobalamin, the form of vitamin B12 isolated

initially, contains cyanide attached to cobalt.  It occurs
only in minor amounts, if at all, in nature but is
generated through the addition of cyanide during
the isolation. Hydroxocobalamin (vitamin B12a)
containing OH– in place of CN– does occur in nature.
However, the predominant forms of the vitamin are
the coenzymes in which an alkyl group replaces the
CN– of cyanocobalamin.

Intramuscular injection of as little as 3 – 6 µg of
crystalline vitamin B12 is sufficient to bring about
a remission of pernicious anemia and 1 µg daily
provides a suitable maintenance dose (often admin-
istered as hydroxocobalamin injected once every
2 weeks).  For a normal person a dietary intake of
2– 5 µg / day is adequate.  There is rarely any diffi-
culty in meeting this requirement from ordinary
diets.  Vitamin B12 has the distinction of being syn-
thesized only by bacteria, and plants apparently
contain none.  Consequently, strict vegetarians some-
times have symptoms of vitamin B12 deficiency.

Pernicious anemia is usually caused by poor
absorption of the vitamin.  Absorption depends
upon the intrinsic factor, a mucoprotein (or muco-
proteins) synthesized by the stomach lining.a,d – f

Pernicious anemia patients often have a genetic
predilection toward decreased synthesis of the
intrinsic factor.  Gastrectomy, which decreases syn-
thesis of the intrinsic factor, or infection with fish
tapeworms, which compete for available vitamin B12
and interfere with absorption, can also induce the
disease.  Also essential are a plasma membrane
receptorg,h and two blood transport proteins

transcobalamind,i and cobalophilin.  The latter
is a glycoprotein found in virtually every human
biological fluid and which may protect the vitamin
from photodegradation by light that penetrates
tissues.j  A variety of genetic defects involving
uptake, transport, and conversion to vitamin B12
coenzyme forms are known.f,k

Normal blood levels of vitamin B12 are
~ 2 x 10–10 M or a little more, but in vegetarians
the level may drop to less than one-half this value. A
deficiency of folic acid can also cause megaloblastic
anemia, and a large excess of folic acid can, to some
extent, reverse the anemia of pernicious anemia and
mask the disease.

a Karlson, P. (1979) Trends Biochem. Sci. 4, 286
b Hodgkin, D. C. (1965) Science 150, 979 – 988
c Maugh, T. H., II (1973) Science 179, 266 – 267
d Gräsbeck, R., and Kouvonen, I. (1983) Trends Biochem. Sci. 8,

203– 205
e Allen, R. H., Stabler, S. P., Savage, D. G., and Lindenbaum, J.

(1993) FASEB J. 7, 1344 – 1353
f Fenton, W. A., and Rosenberg, L. E. (1995) in The Metabolic and

Molecular Bases of Inherited Disease, 7th ed., Vol. 2 (Scriver, C. R.,
Beaudet, A. L., Sly, W. S., and Valle, D., eds), pp. 3129 – 3149,
McGraw-Hill, New York

g Seetharam, S., Ramanujam, K. S., and Seetharam, B. (1992)
J. Biol. Chem. 267, 7421–7427

h Birn, H., Verroust, P. J., Nexo, E., Hager, H., Jacobsen, C.,
Christensen, E. I., and Moestrup, S. K. (1997) J. Biol. Chem. 272,
26497– 26504

i Fedosov, S. N., Berglund, L., Nexo, E., and Petersen, T. E. (1999)
J. Biol. Chem. 274, 26015– 26020

j Frisbie, S. M., and Chance, M. R. (1993) Biochemistry 32, 13886 –
13892

k Rosenblatt, D. S., Hosack, A., Matiaszuk, N. V., Cooper, B. A.,
and Laframboise, R. (1985) Science 228, 1319 – 1321

2.  Reduction of Cyanocobalamin and
Synthesis of Alkyl Cobalamins

Cyanocobalamin can be reduced in two one-
electron steps (Eq. 16-29).385,388  The cyanide ion is lost

B.  Cobalt and Vitamin B12

in the first step (Eq. 16-29, step a), which may be accom-
plished with chromous acetate at pH 5 or by catalytic
hydrogenation.  The product is the brown paramag-
netic compound B12r, a tetragonal low-spin cobalt(II)
complex.  In the second step (Eq. 16-29, step b), an
additional electron is added, e.g., from sodium boro-
hydride or from chromous acetate at pH 9.5, to give
the gray-green exceedingly reactive B12s.  The latter is
thought to be in equilibrium with cobalt(III) hydride,
as shown in Eq. 16-30, step a.  The hydride is unstable
and breaks down slowly to H2 and B12r (Eq. 16-30,
step b).389

CN

Cyanocobalamin

Co(III)+
a

b

CN–e–

B12r or Cob(II)alamin

Co(II)+

B12s or Cob(I)alamin

Co(I)

e–

(16-29)

H

Co(III)+
a b

B12s

H+

B12rSlow

H2
1/2

(16-30)
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H OH

H OH
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H O
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Co(III)+
HO–

(16-33)

C C

X H

C C

H X
(16-34)

Vitamin B12s reacts rapidly with alkyl iodides (e.g.,
methyl iodide or a 5'-chloro derivative of adenosine)
via nucleophilic displacement to form the alkyl cobalt
forms of vitamin B12 (Eq. 16-31).  These reactions
provide a convenient way of preparing isotopically
labeled alkyl cobalamins, including those selectively

enriched in 13C for use in NMR studies.390  The bio-
synthesis of 5'-deoxyadenosylcobalamin utilizes the
same type of reaction with ATP as a substrate.391

A B12s adenosyltransferase catalyzes nucleophilic
displacement on the 5' carbon of ATP with formation
of the coenzyme and displacement of inorganic tri-
polyphosphate PPPi.

3.  Three Nonenzymatic Cleavage Reactions
of Vitamin B12 Coenzymes

The 5'-deoxyadenosyl coenzyme is easily decom-
posed by a variety of agents.  Anaerobic irradiation
with visible light yields principally vitamin B12r and a
cyclic 5',8-deoxyadenosine which is probably formed
through an intermediate radical391a (Eq. 16-32):

Irradiation in the presence of air gives a variety of
products.

Hydrolysis of deoxyadenosylcobalamin by acid
(1 M HCl, 100°, 90 min) yields hydroxycobalamin,
adenine, and an unsaturated sugar (Eq. 16-33).  The
initial reaction step is thought to be protonation of the
oxygen of the ribose ring.

A related cleavage by alkaline cyanide can be
viewed as a nucleophilic displacement of the deoxy-
adenosyl anion by cyanide.  The end product is 
dicyanocobalamin, in which the loosely bound
nucleotide containing dimethyl benzimidazole is
replaced by a second cyanide ion.  Methyl and other
simple alkyl cobalamins are stable to alkaline cyanide.
A number of other cleavage reactions of alkyl cobalamins
are known.392,393

4.  Enzymatic Functions of B12 Coenzymes

Three types of enzymatic reactions depend upon
alkyl corrin coenzymes.  The first is the reduction of
ribonucleotide triphosphates by cobalamin-dependent
ribonucleotide reductase, a process involving intermo-
lecular hydrogen transfer (Eq. 16-21).  The second type
of reaction encompasses the series of isomerizations
shown in Table 16-1.  These can all be depicted as in
Eq. 16-34.  Some group X, which may be attached by a
C– C, C – O, or C – N bond, is transferred to an adjacent
carbon atom bearing a hydrogen.  At the same time,

CH2

Co(III)+Co(I)

I –

R

CH2R I
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Methylmalonyl-CoA mutase
Isobutyryl-CoA mutase catalyzes
the same type of reaction

TABLE 16-1
Isomerization Reactions Involving Hydrogen Transfer and Dependent upon a Vitamin B12 Coenzyme
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General reaction
Migrating group is enclosed in a box

Dioldehydratase
Glycerol dehydratase catalyzes the same
type of reaction

Ethanolamine ammonia-lyase

l-β-Lysine mutase
d-α-Lysine mutase and ornithine mutase
catalyze the same type of reaction

Glutamate mutase

α-Methyleneglutarate mutase

the hydrogen is transferred to the carbon to which X
was originally attached.  The third type of reaction is
the transfer of methyl groups via methylcobalamin
and some related bacterial metabolic reactions.

Cobalamin-dependent ribonucleotide reductase.
Lactic acid bacteria such as Lactobacillus leichmanni and
many other bacteria utilize a 5'-deoxyadenosylcobal-
amin-containing enzyme to reduce nucleoside triphos-
phates according to Eq. 16-21.  Thioredoxin or
dihydrolipoic acid can serve as the hydrogen donor.
Early experiments showed that protons from water
are reversibly incorporated at C-2' of the reduced

B.  Cobalt and Vitamin B12

nucleotide with retention of configuration.  A more
important finding was a large kinetic isotope effect of
1.8 when 3'-3H-containing UTP was reduced by the
enzyme.394

Reaction of the reductase with dihydrolipoic acid
in the presence of deoxy-GTP, which apparently serves
as an allosteric activator, leads to formation, within a
few milliseconds, of a radical with a characteristic EPR
spectrum that can be studied when the reaction mix-
ture is rapidly cooled to 130°K.  When GTP (a true
substrate) is used instead of dGTP, the radical signal
reaches a maximum in about 20 ms and then decays.
Of the various oxidation states of cobalt (3+, 2+, and 1+)
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only the 2+ state of vitamin B12r is paramagnetic and
gives rise to an EPR signal.  The electronic absorption
spectrum of the coenzyme of ribonucleotide reductase
is also changed rapidly by substrate in a way that
suggests formation of B12r.  Thus, it was proposed
that a homolytic cleavage occurs to form B12r and a
stabilized 5'-deoxyadenosyl radical (Eq. 16-35).395–396a

However, H3 is not transferred from the 3' position of
the substrate into the deoxyadenosyl part of the coen-
zyme.394  The enzyme has many properties in common
with the previously discussed iron–tyrosinate ribo-
nucleotide reductases (Fig. 16-21) including limited
peptide sequence homology.350  Stubbe and coworkers
suggested that the deoxyadenosyl radical is formed as
a radical chain initiator394,396b and that the mechanism
of ribonucleotide reduction is as shown in Eq. 16-25.
Studies of enzyme-activated inhibitors support this
mechanism.364

The isomerization reactions.  At least 10 reac-
tions of the type described by Eq. 16-34 are known397

(Table 16-1).  They can be subdivided into three
groups.  First, X = OH or NH2 in Eq. 16-34; isomeriza-
tion gives a geminal-diol or aminoalcohol that can
eliminate H2O or NH3 to give an aldehyde.  All of
these enzymes, which are called hydro-lyases or
ammonia-lyases, specifi-
cally require K+ as well as
the vitamin B12 coenzyme.
Second, X = NH2 in Eq.
16-34; For this group of
aminomutases PLP is
required as a second
coenzyme.  Third, X is
attached via a carbon
atom; the enzymes are
called mutases. Methyl-
malonyl-Co mutase is
required for catabolism of
propionate in the human
body, and is one of only
two known vitamin B12-

dependent enzymes.  The related isobutyryl-CoA
mutase participates in the microbial synthesis of such
polyether antibiotics as monensin A.397a,b  Other mutases
are involved in anaerobic bacterial fermentations.

In these reactions the hydrogen is always trans-
ferred via the B12 coenzyme.  No exchange with the
medium takes place.  Since X may be an electronegative
group such as OH, the reactions could all be treated
formally as hydride ion transfers but it is more likely
that they occur via homolytic cleavages.  Such cleavage
is indicated by the observation of EPR signals for
several of the enzymes in the presence of their sub-
strates.398

Abeles and associates showed that when 
dioldehydratase (Table 16-1) catalyzes the conversion
of 1,2-[1-3H]propanediol to propionaldehyde, tritium
appears in the coenzyme as well as in the final product.
When 3H-containing coenzyme is incubated with
unlabeled propanediol, the product also contains 3H,
which was shown by chemical degradation to be
exclusively on C-5'.  Synthetic 5'-deoxyadenosyl coen-
zyme containing 3H in the 5' position transferred 3H to
product.  Most important, using a mixture of propan-
ediol and ethylene glycol, a small amount of inter-
molecular transfer was demonstrated; that is, 3H was
transferred into acetaldehyde, the product of dehy-
dration of ethylene glycol.  Similar results were also
obtained with ethanolamine ammonia-lyase.399

Another important experiment398 showed that
18O from [2-18O]propanediol was transferred into the 1
position without exchange with solvent.  Furthermore,
18O from (S)-[1-18O]propanediol was retained in the
product while that from the (R) isomer was not.  Thus,
it appears that the enzyme stereospecifically dehydrates
the final intermediate.  From these and other experiments,
it was concluded that initially a 5'-deoxyadenosyl
radical is formed via Eq. 16-35.  This radical then
abstracts the hydrogen atom marked by a shaded box
in Eq. 16-36 to form a substrate radical and 5'-deoxy-
adenosine.  One proposal, illustrated in Eq. 16-36, is
that the substrate radical immediately recombines with

Co(II)+

CH2

R 5’-Deoxyadenosyl
radical

CH2

5’-Deoxyadenosylcobalamin
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the Co(II) of the coenzyme to form an organo-cobalt
substrate compound (step a of Eq. 16-36).  The 5'-deoxy-
adenosine now contains hydrogen from the substrate;
because of rotation of the methyl group this hydrogen
becomes equivalent to the two already present in the
coenzyme.  The substrate–cobalamin compound formed
in this step then undergoes isomerization, which, in
the case of dioldehydratase, leads to intramolecular
transfer of the OH group (step b).  In step c the hydrogen
atom is transferred back from the 5'-deoxyadenosine
to its new location in the product and in step d the
resulting gem-diol is dehydrated to form the aldehyde
product.401a

Carbocation, carboanion, and free radical inter-
mediates have all been proposed for the isomerization
step in the reaction.  A carbocation would presumably
be cyclized to an epoxide which could react with the
B12s (Eq. 16-37, step b) to complete the isomerization.

At present most evidence favors, for the isomer-
ization reactions, an enzyme-catalyzed rearrangement
of the substrate radical produced initially during
formation of the 5'-deoxyadenosine (Eq. 16-38).400–401c

According to this mechanism the Co(II) of the B12r
formed in Eq. 16-35 has no active role in the isomeriza-
tion and does not form an organocobalt intermediate
as in Eq. 16-36.  Its only role is to be available to re-
combine with the 5'-deoxyadenosyl radical at the end
of the reaction sequence.  Support for this interpreta-
tion has been obtained from study of model reactions
and of organic radicals generated in other ways.400

Recently, EPR spectroscopy with 2H- and 13C-labeled
glutamates as substrates for glutamate mutase permitted
identification of a 4-glutamyl radical as a probable
intermediate for that enzyme.402,402a,b

On the other hand, for methylmalonyl-CoA
mutase Ingraham suggested cleavage of the Co – C bond
of an organocobalt intermediate to form a carbanion,
the substrate–cobalamin compound serving as a sort
of “biological Grignard reagent.”  The carbanion
would be stabilized by the carbonyl group of the
thioester forming a “homoenolate anion” (Eq. 16-39).
The latter could break up in either of two ways reform-
ing a C – Co bond and causing the isomerization.403

Some experimental results also favor an ionic or organo-
cobalt pathway.404

The three-dimensional structure of methylmalonyl-
CoA mutase from Propionibacterium shermanii shows
that the vitamin B12 is bound in a base-off conformation
with the dimethylbenzimidazole group bound to the
protein far from the corrin ring (Fig. 16-23; see also Fig.
16-24).405,405a  A histidine of the protein coordinates the
cobalt, as also in methionine synthase.  The entrance
to the deeply buried active site is blocked by the coen-
zyme part of the substrate.  The buried active site may
be favorable for free radical rearrangement reactions.
The structure of substrate complexes shows that the
coenzyme is in the cob(II)alamin (B12r) form with the
5'-deoxyadenosyl group detached from the cobalt,
rotated, shifted, and weakly bound to the protein.405a

Side chains from neighboring Y89, R207, and H244 all
hydrogen bond to the substrate.  The R207 guanidinium
group makes an ion pair with the substrate carboxylate,
and the phenolic and imidazole groups may have
catalytic functions.405b,c,d,406  Studies are also in progress
on crystalline glutamate mutase.406,406a

B.  Cobalt and Vitamin B12
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Figure 16-23   Three-dimensional
structure of methylmalonyl-CoA
mutase from Propionobacterium
shermanii.  The B12 coenzyme is
deeply buried, as is the active site.
A molecule of bound desulfo-
coenzyme A, a substrate analog,
blocks the active site entrance on
the left side.  From Mancia et al.405

Courtesy of Philip R. Evans.
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According to all of these mechanisms, 5'-deoxy-
adenosine is freed from its bond to cobalt during the
action of the enzymes.  Why then does the deoxy-
adenosine not escape from the coenzyme entirely,
leading to its inactivation?  Substrate-induced inacti-
vation is not ordinarily observed with coenzyme B12-
dependent reactions, but some quasi-substrates do
inactivate their enzymes.  Thus, glycolaldehyde con-
verts the coenzyme of dioldehydratase to 5'-deoxy-
adenosine and ethylene glycol does the same with
ethanolamine deaminase.  When 5'-deoxyinosine
replaces the 5'-deoxyadenosine of the normal coen-
zyme in dioldehydratase, 5'-deoxyinosine is released
quantitatively by the substrate.  This suggests that the
dehydratase may normally hold the adenine group of
5'-deoxyadenosine through hydrogen bonding to the
amino group.  Because the OH group of inosine tauto-
merizes to C   O, inosine may not be held as tightly.
The deeply buried active site (Fig. 16-23) may also
prevent escape of the deoxyadenosine.

Despite the evidence in its favor, there was initially
some reluctance to accept 5'-deoxyadenosine as an
intermediate in vitamin B12-dependent isomerization
reactions.  It was hard to believe that a methyl group
could exchange hydrogen atoms so rapidly.  It was
suggested that protonation of the oxygen of the ribose
ring as in Eq. 16-33 might facilitate release of a hydrogen
atom.  However, substitution of the ring oxygen by
CH2 in a synthetic analog did not destroy the coenzy-
matic activity.407  Another possibility is that the methyl
group has an unusual reactivity if the cobalt is reduced
to Co(II).

Stereochemistry of the isomerization reactions.
Dioldehydratase acts on either the (R) or (S) isomers of
1,2-propanediol (Eqs. 16-40 and 16-41; asterisks and

daggers mark positions of labeled atoms in specific
experiments).

In both cases the reaction proceeds with retention of
configuration at C-2 and with stereochemical speci-
ficity408 for one of the two hydrogens at C-1.  The
reaction catalyzed by methylmalonyl-CoA mutase
likewise proceeds with retention of configuration at
C-2 (Table 16-1)409 but the glutamate mutase reaction
is accompanied by inversion (Eq. 16-28).

Aminomutases.  The enzymes L-�-lysine mutase
(which is also D-�-lysine mutase) and D-ornithine
mutase catalyze the transfer of an ω-amino group to
an adjacent carbon atom410 (Table 16-1).  Two proteins
are needed for the reaction; pyridoxal phosphate is
required and is apparently directly involved in the
amino group migration. In the β-lysine mutase the
6-amino group of L-β-lysine replaces the pro-S hydro-
gen at C-5 but with inversion at C-5 to yield (3S, 5S)-
3,5-diaminohexanoic acid.411  A bacterial D-lysine
5,6-aminomutase interconverts D-lysine with 2,5-
diaminohexanoic acid.411a  Another related enzyme
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is L-leucine 2,3-aminomutase, which catalyzes the
reversible interconversion of L-leucine and β-leucine.410,412

It was reported to be present in plants and also in the
human body, but the latter could not be confirmed.413

The interconversion of L-α-lysine and L-β-lysine is
catalyzed by a lysine 2,3-aminomutase found in certain
clostridia.414-415a  This enzyme also requires pyridoxal
phosphate and catalyzes a reaction with the same
stereochemistry as that of β-lysine mutase.  However,
it does not contain vitamin B12 but depends upon
S-adenosylmethionine (AdoMet) and an iron–sulfur
cluster.  The adenosyl group of AdoMet may function
in the same manner as does the deoxyadenosyl group
of the adenosylcobalamin coenzyme.  In these mutases
a 5'-deoxyadenosyl radical may abstract a hydrogen
atom from the β position of a Schiff base of PLP with
the amino acid substrate.  The radical isomerizes (Eq.
16-42) and then accepts a hydrogen atom back from
the 5'-deoxyadenosine to complete the reaction.  Its

properties suggest that lysine 2,3-aminomutase is
related to the pyruvate formate-lyase of E. coli (Eq.
15-37),410 class I ribonucleotide reductases, and other
enzymes that act by homolytic mechanisms.

Transfer reactions of methyl groups.  The
generation and utilization of methyl groups is a quan-
titatively important aspect of the metabolism of all
cells.  As we have seen (Fig. 15-18), methyl groups can
be created by the reduction of one-carbon compounds
attached to tetrahydrofolic acid.  Methyl groups of
methyltetrahydrofolic acid (N5-CH3THF) can then be
transferred to the sulfur atom of homocysteine to form
methionine (Eq. 16-43).  The latter is converted to 
S-adenosylmethionine, the nearly universal methyl
group donor for transmethylation reactions (Eq. 12-3).
In some bacteria, fungi, and higher plants, the methyl-
THF-homocysteine transmethylase does not depend
upon vitamin B12 but is a metalloenzyme with zinc at
the active center.416  However, human beings share
with certain strains of E. coli and other bacteria the
need for methylcobalamin.

The structure of the E. coli enzyme (Fig. 16-24)
shows methylcobalamin bound in a base-off confor-
mation, with histidine 759 of the protein replacing
dimethylbenzimidazole in the distal coordination
position on the cobalt.  This histidine is part of a
sequence Asp-X-His-X-X-Gly that is found not only in
methionine synthase but also in methylmalonyl-CoA
mutase, glutamate mutase, and 2-methyleneglutarate
mutase.  However, diol dehydratase lacks this sequence
and binds adenosylcobalamin with the dimethylbenz-
imidazole–cobalt bond intact.417

The coenzyme evidently functions in a cyclic
process.  The cobalt alternates between the +1 and +3
oxidation states as shown in Eq. 16-43.  The first indi-
cation of such a cyclic process was the report by
Weissbach that 14C-labeled methylcobalamin could
be isolated following treatment of the enzyme with
such methyl donors as AdoMet and methyl iodide

B.  Cobalt and Vitamin B12

Figure 16-24  Stereoscopic views
of the active site of methionine
synthase from E. coli.  Methylco-
balamin (black) is in the active site
with His 759 of the protein in the
distal position of the coenzyme in a
base-off conformation.  The dimethyl-
benzimidole nucleotide has been
omitted for clarity.  Notice the
hydrogen-bonded His 759 – D757 –
S810 triad.  From Jarret et al.418a

Courtesy of R. G. Matthews.
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lating agents such as AdoMet. At the conclusion of the
reaction in Eq. 16-44 the cobalt is in the +3 state.  To be
remethylated, it must presumably be reduced to Co(II).
A second methyl group can be transferred by the same
type of reaction to form (CH3)2Hg.

Methylation of arsenic is an important pollution
problem because of the widespread use of arsenic
compounds in insecticides and because of the presence
of arsenate in the phosphate used in household deter-
gents.421,422  After reduction to arsenite, methylation
occurs in two steps (Eq. 16-45).  Additional reduction
steps result in the formation of dimethylarsine, one
of the principal products of action of methanogenic
bacteria on arsenate.  The methyl transfer is shown as
occurring through CH3

+, with an accompanying loss of
a proton from the substrate.  However, a CH3 radical
may be transferred with formation of a cobalt(II)
corrinoid.423

Corrinoid-dependent synthesis of acetyl-CoA.
The anaerobic bacterium Clostridium thermoaceticum
obtains its energy for growth by reduction of CO2 with
hydrogen (Eq. 16-46).  One of the CO2 molecules is
reduced to formate which is converted via 5-methyl-THF
to the methyl corrinoid 5-methoxybenzimidazolyl-

(16-45)
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Co(III)+

HO

Co(III)+

Hg2+

CH3 H2O

CH3Hg+ + H+

(16-44)

after reduction (e.g., with reduced riboflavin phosphate).
The sequence parallels that of Eq. 16-31 for the labora-
tory synthesis of methylcobalamin.  Nevertheless, the
transmethylase demonstrates some complexities.
Initially, it must be “activated” by AdoMet or methyl
iodide, after which it cycles according to Eq. 16-43,
steps a and b, but is gradually inactivated.  This appar-
ently happens by oxidation to a Co(II) form of the
enzyme (Eq. 16-43, step c) that must be reductively
methylated with AdoMet and reduced flavodoxin
(step d) to regenerate the active form.418  It is also
possible that the methyl group is not transferred as a
formal CH3

+ as pictured in Eq. 16-43 but as a ·CH3
radical generated by homolytic cleavage of methyl-
cobalamin to cob(II)alamin.  Whatever the mechanism,
a chiral methyl group is transferred from 5-methyl-
THF to homocysteine with overall retention of config-
uration.419

Another important group of methyl transfer reac-
tions are those from methyl corrinoids to mercury, tin,
arsenic, selenium, and tellurium.  For example, Eq.
16-44 describes the methylation of Hg2+. These reactions
are of special interest because of the generation of toxic
methyl and dimethyl mercury and dimethylarsine.

Notice that whereas in Eq. 16-43 the methyl group
is transferred as CH3

+ by nucleophilic displacement on
a carbon atom, the transfer to Hg2+ in Eq. 16-44 is that
of a carbanion, CH3

–, with no valence change occurring
in the cobalt.  However, it is also possible that transfer
occurs as a methyl radical.420  Methyl corrinoids are
able to undergo this type of reaction nonenzymatically,
and the ability to transfer a methyl anion is a property
of methyl corrinoids not shared by other transmethy-
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obtained the Nobel Prize, his first reports were greeted
with skepticism and outright disbelief.  The presence
of two atoms of nickel in each molecule of urease435

was not discovered until 1975.  The metal ions had
been overlooked previously, despite the fact that the
absorption spectrum of the purified enzyme contains
an absorption “tail” extending into the visible region
with a shoulder at 425 nm and weak maxima at 725
and 1060 nm.  Urease catalyzes the hydrolytic cleavage
of urea to two molecules of ammonia and one of bicar-
bonate and is useful in the analytical determination of
urea.

Jack bean urease is a trimer or hexamer of identi-
cal 91-kDa subunits while that of the bacterium Kleb-
siella has an (αβ2γ2)2 stoichiometry.  Nevertheless, the
enzymes are homologous and both contain the same
binickel catalytic center (Fig. 16-25).435– 437a  The three-
dimensional structure of the Klebsiella enzyme revealed
that the two nickel ions are bridged by a carbamyl
group of a carbamylated lysine.  Like ribulose bisphos-
phate carboxylase (Fig. 13-10), urease also requires
CO2 for formation of the active enzyme.438  Formation
of the metallocenter also requires four additional
proteins, including a chaperonin and a nickel-binding
protein.438,439

The mechanism of urease action is probably related
to those of metalloproteases such as carboxypeptidase
A (Fig. 12-16) and of the zinc-dependent carbonic

(16-46)

cobamide.  The methyl group of the latter

4 H2 + 2 CO2 —→ CH3COO– + H+ + 2 H2O
∆G’ (pH 7) = – 94.9 kJ mol–1

combines with another CO2 to form acetyl-CoA.  The
process, which requires the nickel-containing carbon
monoxide dehydrogenase, is discussed in Section C.

C.  Nickel

It was not until the 1970s that nickel was first
recognized as a dietary essential for animals.424– 426

Nickel-deficient chicks grew poorly, had thickened
legs, and developed dermatitis.  Tissues of deficient
animals contained swollen mitochondria and swollen
perinuclear space suggesting a function for Ni in
membranes.  However, doubts have been raised about
the conclusions based on these experiments.427   Within
tissues the nickel content ranges from 1 to 5 µg / l.
Some of the metal in serum is present as complexes
of low molecular mass and some is bound to serum
albumin428 and to a specific nickel-containing protein of
the macroglobulin class, known as nickeloplasmin.429

Nickel is also present in plants; in some, e.g., Allysum,
it accumulates to high concentrations.430  It is essential
for legumes and possibly for all plants.431  Nickel
uptake proteins have been identified in bacteria and
fungi.432,432a  Because of its ubiquitous occurrence it is
difficult to prepare a totally Ni-free diet.  The acute
toxicity of orally ingested Ni(II) is low, and homeostatic
mechanisms exist in the animal body for regulating its
concentration.  However, the volatile nickel carbonyl
Ni(CO)4 is very toxic426 and Ni from jewelry is a common
cause of dermatitis.428,433

In its compounds nickel usually has the +2 oxi-
dation state but the +3 and +4 states occur rarely in
complexes.  The Ni2+ ion contains eight 3d electrons,
a configuration that favors square-planar coordination
of four ligands.  However, the ion is also able to form a
complex with six ligands and an octahedral geometry.
It has been suggested that this “ambivalence” may be
of biochemical significance.

Nickel is found in at least four enzymes: urease,
certain hydrogenases, methyl-CoM reductase (in its
cofactor F430) of methanogenic bacteria, and carbon
monoxide dehydrogenase of acetogenic and metha-
nogenic bacteria.434

1.  Urease

Urease, which was first isolated from the jack bean
has a special place in biochemical history as the first
enzyme to be crystallized.  This was accomplished by
J. B. Sumner in 1926, and although Sumner eventually

Figure 16-25  The active site of urease showing the two
Ni+ ions held by histidine side chains and bridged by a
carbamylated lysine (K217*).  A bound urea molecule is
shown in green.  It has been placed in an open coordination
position on one nickel and is shown being attacked for
hydrolytic cleavage by a hydroxyl group bound to the other
nickel.  Based on a structure by Jabri et al.436 and drawing by
Lippard.437
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anhydrase (Fig. 13-1).  In Fig. 16-25 one nickel ion is
shown polarizing the carbonyl group, while the second
provides a bound hydroxyl ion that serves as the
attacking nucleophile.  A probable intermediate
product is a carbamate ion (Eq. 16-47).

Urease is an essential enzyme for bacteria and
other organisms that use urea as a primary source of
nitrogen.  The peptic ulcer bacterium Helicobacter
pylori uses urease to hydrolyze urea in order to defend
against the high acidity of the stomach.439a  The enzyme
is also present in plant leaves and may play a necessary
role in nitrogen metabolism.431  In nitrogen-fixing
legumes urea derivatives, the ureides, have an impor-
tant function (Chapter 25) but urease may not be
involved in the catabolism of these compounds.440

2.  Hydrogenases

Many plants, animals, and microorganisms are able
to evolve H2 by reduction of hydrogen ions (Eq. 16-48)
or to oxidize H2 by the reverse of this reaction.441,442

2H+ + 2e– → H2

Hydrogenases have been classified into two main
types: Fe-hydrogenases, which contain iron as the
only metal,443 and Ni-hydrogenases, which contain
both iron and nickel.444  In a few Ni-hydrogenases a
selenocysteine residue replaces a conserved cysteine

side chain.445,446  Fe-hydrogenases are often extremely
active and are utilized to rid organisms of an excess of
electrons by evolution of H2.  Since they may also be
used to acquire electrons by oxidation of H2, they are
often described as bidirectional.  Ni-hydrogenases, as
well as some Fe-hydrogenases, are involved primarily
in uptake of H2.447  All hydrogenases contain one or
more Fe – S centers in addition to the H2-forming
catalytic center.441  Some hydrogenases are membrane
bound and are often coupled through unidentified
carriers to formate dehydrogenase (Chapter 17).  In
the strict anaerobes such as clostridia, hydrogenases
are linked to ferredoxins.  Hydrogenases are inactivated
readily by O2, which oxidizes the catalytic centers but
can sometimes be reactivated by treatment with reduc-
ing agents.448

The 60-kDa all-iron monomeric hydrogenase I of
Clostridium pasteurianum (mentioned on p. 861) contains
ferredoxin-like Fe4S4 clusters plus additional Fe and
sulfur atoms organized as a special H cluster.  The EPR
spectrum of the catalytic center, recognized because the
spectrum is altered by the binding of carbon monoxide,
is unusual.  Its g values of 2.00, 2.04, and 2.10 are similar
to those of oxidized high-potential iron proteins.449  The
C. pasteurianum hydrogenase II is a 53-kDa monomer con-
taining eight Fe and eight S2– ions.  These are organized
into one ferredoxin-like Fe4S4 cluster plus a three-Fe
cluster and one iron ion in a unique environment.449

In contrast to these iron-only hydrogenases, the
large periplasmic hydrogenase of Desulfovibrio gigas
consists of one 28-kDa subunit and one 60-kDa sub-
unit and contains two Fe4S4 clusters, one Fe3S4 cluster,
and another dimetal center containing a single atom of
Ni.450,451  These are seen clearly in the three-dimensional
structure depicted in Fig. 16-26.  The three Fe – S clusters,
at 5 - to  6-nm intervals, form a chain from the external
surface to the deeply buried nickel–iron center.450–453a

A plausible pathway for transport of protons to the
active center can also be seen.450,451  The nickel center
also contains an atom of Fe.  Four cysteine side chains
participate in forming the Ni–Fe cluster, two of them
provide sulfur atoms that bridge between the metals
while two others are ligands to Ni (Fig. 16-26).
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A hydrogenase from chromatium vinosum has a similar
structure.453b  There are still uncertainties about other
nonprotein ligands such as H2O.452–453a

All of the Ni-hydrogenases display an EPR signal
that can be assigned to Ni(III).452  However, the active
enzyme from D. gigas contains Ni(II).  A proposed
mechanism452 is indicated in Eq. 16-49.  Step a of this
equation is a reductive activation.  In step b a molecule
of H2 is bound as a hydride ion on Ni and a proton on
a nearby sulfur.  Protonation of a second sulfur ligand
to Ni is needed to promote the cleavage of H2 prior to
the two-step oxidation of the bound H–.  One of two Ni-
containing hydrogenases of Methanobacterium thermo-
autotrophicum contains FAD as well as Fe–S clusters.454

It specifically reduces the 5-deazaflavin cofactor F420
(Chapter 15).  A major function of this deazaflavin is
reduction of the nickel-containing cofactor F430.

3.  Cofactor F430 and Methyl-Coenzyme
M Reductase

Cofactor F430 is a nickel tetrapyrrole with a structure

(Fig. 16-27)455,456 similar to those of vitamin B12 and of
siroheme.  The tetrapyrrole ring is the most highly
reduced in cofactor F430, which functions in reduction
of methyl-CoM to methane in methanogens (Fig. 16-28).
The methyl CoM reductase of Methanobacterium
thermoautotrophicum is a large 300-kDa protein with
subunit composition α2β2γ2 and containing two mole-
cules of bound F430.   The nickel in F430 is first thought
to be reduced, in an activation step, to Ni(I),456a which
may attack the methyl group of methyl-CoM homolyt-
ically to yield a methyl nickel complex and a sulfur
radical.457,458  Alkyl nickel compounds react with
protons, and in this case they would yield methane
and would regenerate the Ni(II) form of the cofactor.
The CoM radical could be reduced back to free CoM.

High-resolution crystal structures of the enzyme
in two inactive Ni(II) forms458 show the two F430 mole-
cules.  Each is bound in an identical channel about 3
nm in length and extending from the surface deep into
the interior of the protein.  The F430 lies at the bottom
of this channel with its nickel atom coordinated with
the oxygen atom of a glutamine side chain.  In one
form CoM lies directly above the nickel, with its

C.  Nickel

Figure 16-26   (A)  Stereo-
scopic view of the structure
of the Desulfovibrio gigas
hydrogenase as an α-carbon
plot.  The electron density
map at the high level of
8σ is superimposed and
consists of dark spheres
representing the Fe and Ni
atoms.  The iron atoms of
the two Fe4S4 and one Fe3S4
clusters are seen clearly
forming a chain from the
surface of the protein to
the Ni–Fe center.   (B)  The
structure of the active site
Ni–Fe pair.  The two metals
are bridged by two cysteine
sulfur atoms and an uniden-
tified atom, perhaps O, and
the nickel is also coordinated
by two additional cysteine
sulfurs.  Unidentified small
molecules L1, L2, and L3
are also present.  From
Volbeda et al.453  Courtesy
of M. Frey.

A

B
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Figure 16-27 (A) Structure of the nickel-containing prosthetic group F430 as isolated in the esterified (methylated) form.  From
Pfaltz et al.459  The “front” face, which reacts with methyl-coenzyme M, is toward the reader.458   (B)  Structure of a representative
member of a family of tunichlorins isolated from marine tunicates.460  For tunichlorin R = R’ = H.  Related compounds have
R’ = CH3 and/or R = an alkyl group with 13 – 21 carbon  atoms and up to six double bonds.
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thiolate sulfur providing the sixth ligand for the
nickel.  The long – SH-containing side chain of 
heptanoyl threonine phosphate (HTP; also called
coenzyme B; Chapter 15, Section E) also lies within
the channel with its amino acid head group blocking
the entrance.  In a second crystal form the mixed
disulfide HTP – S – S – CoM, an expected product of
the reaction (Fig. 16-28), is present in the channel.458

Because of the distance from the – SH group of HTP
and the nickel atom it is clear that there must be some
motion of the methyl-CoM and that the methane
formed may stay trapped in the active site until the
HTP–S–S–CoA product leaves.

A proposed mechanism for the catalytic cycle
based on the X-ray results as well as previous chemical
studies and EPR spectroscopy is shown in Fig. 16-28.
The substrates enter in step a.  The position of the HTP,
with its extended side chain, is probably the same as
that seen in the X-ray structures of the Ni(II) complexes
but the conformation of the methyl-CoM is different.
The methyl transfer in step b is reminiscent of that of
methionine synthase (Eq. 16-43).  Although the distance
from the CoM sulfur and the HTP – SH is too great for
direct proton transfer between the two, as indicated
for step b, there are two tyrosine hydroxyls that could
provide a pathway for proton transfer.  The region
around the surface of the nickel coenzyme is largely
hydrophobic and could facilitate formation of the
thiyl radical in step c.  In the structure with the bound
HTP–S–S–CoM heterodisulfide an oxygen atom of the
sulfonate group of CoM is bonded tightly to the Ni(II).
However, in the active Ni(I) form the nickel is nucleo-
philic and would probably repel the sulfonate, perhaps
assisting the product release.458

The enzyme contains five posttranslationally
modified amino acids near the active site: N-methyl-
histidine, 5-methylarginine, 2-methylglutamine, 2-methyl-
cysteine, and thioglycine in a thiopeptide bond.  The
latter may be the site of radical formation.458a,b

4.  Tunichlorins

Nickel is found in various marine invertebrates.
In the tunicates (sea squirts and their relatives) it occurs
in a fixed ratio with cobalt, suggesting a metabolic
role.460  A new class of nickel chelates called tunichlorins
have been isolated.  An example is shown in Fig. 16-27B.
The function of tunichlorins is unknown but their
existence suggests the possibility of unidentified
biochemical roles for nickel.

5.  Carbon Monoxide Dehydrogenases and
Carbon Monoxide Dehydrogenase/Acetyl-
CoA Synthase

There are several bacterial carbon monoxide
dehydrogenases that catalyze the reversible oxidation
of CO to CO2:

CO + H2O → CO2 + H+ + 2 e-

CO + H2O → CO2 + H2
∆G° = – 38.1 kJ / mol

Some bacteria use CO as both a source of energy and
for synthesis of carbon compounds.  The purple photo-
synthetic bacterium Rhodospirillum rubrum employs a
relatively simple monomeric Ni-containing CO dehy-
drogenase containing one atom of Ni and seven or
eight iron atoms, apparently arranged in Fe4S4 clusters.
These bacteria can grow anaerobically with CO as the
sole source of both energy and carbon.461  Some aerobic
bacteria oxidize CO using a molybdenum-containing
enzyme (Section H).  However, the most studied CO
dehydrogenase is a complex enzyme that also synthe-
sizes, reversibly, acetyl-CoA from CO and a methyl
corrin.  Employed by methanogens, acetogens, and
sulfate-reducing bacteria, it is at the heart of the 
Wood–Ljundahl pathway of autotrophic metabolism,
which is discussed further in Chapter 17.

Both oxidation of CO to CO2 and reduction of CO2
to CO are important activities of CO dehydrogenase /
acetyl-CoA synthase.  During growth on CO, some
CO must be oxidized to CO2 and then reduced by the
pathways of Fig. 15-22 to form a methyl-tetrahydro-
pterin which can be used to form the methyl group
of acetyl-CoA.  During growth on any other carbon
compound CO2 must be reduced to CO to form the
carbonyl group of acetyl-CoA which can serve as a
precursor to all other carbon compounds.  Native CO
dehydrogenase/acetyl CoA synthase was isolated
from cells of Clostridium thermoaceticum grown in the
presence of radioactive 63Ni.  The protein is a 310-kDa
α2β2 oligomer.  Each αβ dimer contains 2 atoms of Ni,
1 of Zn, ~ 12 of Fe and ~ 12 sulfide ions,462– 464  which
are organized into three metal clusters referred to as A,
B, and C.  Each cluster contains 4 Fe atoms and clusters
A and C also contain 1 Ni each.  Oxidation of CO occurs
in the β subunits, each of which contains both cluster
B, an Fe4S4 ferredoxin-type cluster, and cluster C, where
the oxidation of CO is thought to occur.  Cluster C
contains 1 nickel ion as well as an Fe4S4 cluster that
resembles that of aconitase (Fig. 13-4).  Cluster A,
which is in the α subunit, also contains 1 atom of Ni
and 4 Fe ions and is probably the site of synthesis of
acetyl-CoA.

Oxidation of CO may require cooperation of the
nickel ion and the Fe4S4 group within the C cluster.

C.  Nickel

(16-50a)

(16-50b)
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CO probably binds to one of these metals and is attacked
by a hydroxyl ion (Eq. 16-51, step b) which may be
donated by the other metal of the pair.465,465a  CO2 and
a proton are released rapidly (step c), after which the
reduced metal center is reoxidized (step d).  One elec-
tron is thought to be transferred directly to the Fe4S4
cluster B and the second by an alternative route.465  A
multienzyme complex isolated from the methanogen
Methanosarcina has an (αβγδε)6 structure, with the
subunits having masses of 89, 60, 50, 48, and 20 kDa,
respectively.466  In this complex the CO dehydrogenase/
acetyl-CoA synthase activity appears to reside in the
α2ε2 complex, the γδ complex has a tetrahydropteridine:
cob(I)amide–protein transferase, and the β subunit
has an acetyltransferase that binds acetyl-CoA and
transfers the acetyl group to a group on the β sub-
unit.466

Although the Clostridium and Methanosarcina
systems are not identical, similar mechanisms are
presumably involved.467,467a  To generate acetyl-CoA
a methyl group is first transferred from a tetrahydro-

pterin such as tetrahydrofolate or, in methanogens,
tetrahydromethanopterin or tetrahydrosarcinapterin
(Fig. 15-17) to form a methylcorrinoid.  At the A center
of the CO dehydrogenase a molecule of CO, which
may be bound to the Ni, equilibrates with the methyl
group, and with acetyl-CoA.  As depicted in Eq. 16-52,
acetyl-Ni may be an intermediate.  Other details shown
here are hypothetical.  It is possible that the methyl
group is transferred to the Ni atom in the M cluster
before reaction with the CO, which might be bound
to either Ni of cluster C or to Fe.  This reaction of two
transition-metal-bound ligands parallels a proposed
industrial process for synthesis of acetic acid from
methanol and CO and involving catalysis by rhodium
metal and methyl iodide.  It is thought that rhodium-
bound CO is inserted into bound Rh – CH3 to

form an intermediate                      .  The acetyl group is
released as acetyl iodide which is hydrolyzed to acetic
acid.  An acetyl-nickel intermediate may be involved
in the corresponding biological reaction of Eq. 16-52.
The stereochemistry of the sequence has been investi-
gated using methyl-THF containing a chiral methyl
group.  Overall retention of the configuration of the
methyl group in acetyl-CoA was observed.468,469

D.  Copper

Copper was recognized as nutritionally essential
by 1924 and has since been found to function in many
cellular proteins.470– 474  Copper is so broadly distributed

in foods that a deficiency has only
rarely been observed in humans.474a

However, animals may sometimes
receive inadequate amounts because
absorption of Cu2+ is antagonized by
Zn2+ and because copper may be tied
up by molybdate as an inert complex.
There are copper-deficient desert areas
of Australia where neither plants nor
animals survive.  Copper-deficient
animals have bone defects, hair color
is lacking, and hemoglobin synthesis is
impaired.  Cytochrome oxidase activity
is low.  The protein elastin of arterial
walls is poorly crosslinked and the
arteries are weak.  Genetic defects in
copper metabolism can have similar
effects.

An adult human ingests ~ 2 – 5 mg
of copper per day, about 30% of which
is absorbed.  The total body content of
copper is ~ 100 mg (~ 2 x 10–4 mol / kg),
and both uptake and excretion (via the
bile) are regulated.  Since an excess of
copper is toxic, regulation is important.
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Because Cu2+ is the most tightly bound metal ion in
most chelating centers (Table 6-9), almost all of the
copper present in living cells is complexed with pro-
teins.  Copper is transported in the blood by a 132-
kDa, 1046-residue sky-blue glycoprotein called
ceruloplasmin.471,475– 477  This one protein contains
3% of the total body copper.

Regulation of copper uptake has been studied in
most detail in the yeast Saccharomyces cerevisiae.  Uptake
of Cu2+ is similar to that of Fe3+.  The same plasma
membrane reductase system, consisting of proteins
Fre1p and Fre2p (encoded by genes FRE1 and FRE2),
acts to reduce both Fe3+ and Cu2+.478– 481  These two
genes are controlled in part by a transcriptional acti-
vator that responds to the internal copper concentra-
tion.410,482,483  Similar regulation is thought to occur in
both plants484 and animals.

The human hereditary disorders Wilson’s disease
and Menkes’ disease have provided further insight
into copper metabolism.485,486  In Wilson’s disease the
ceruloplasmin content is low and copper gradually
accumulates to high levels in the liver and brain.  In
Menkes syndrome, there is also a low ceruloplasmin
level and an accumulation of copper in the form of
copper metallothionein.487,488  Persons with this disease
have abnormalities of hair, arteries, and bones and die
in childhood of cerebral degeneration.489,490  Similar
symptoms are seen in some patients with Ehlers–Danlos
syndrome (Box 8-E).491  Genes for the proteins that are
defective in both Wilson’s and Menkes’ diseases have
been cloned and both proteins have been identified as
P-type ATPase cation transporters (Chapter 8).492– 495c

The two proteins must be similar in structure as indi-
cated by a 55% sequence identity.496  Homologous
genes involved in copper homeostasis have been
located in both yeast497 and the cyanobacterium
Synechococcus.498  The transporter encoded by this
yeast gene, designated Ccc2, apparently functions to
export copper from the cytosol into an extracytosolic
compartment.  In a similar way the Wilson and Menkes
disease proteins, which reside in the trans-Golgi network,
are thought to export copper or to provide copper for
incorporation into essential proteins.493,499  The Wilson
disease protein is also found in a shortened form in
mitochondrial membranes.492  Other proteins associated
with intracellular copper metabolism seem to be chap-
erones for Cu(I).500– 501a

The ability of copper ions to undergo reversible
changes in oxidation state permits them to function in
a variety of oxidation–reduction processes.  Like iron,
copper also provides sites for reaction with O2, with
superoxide radicals, and with nitrite ions.

1.  Electron-Transferring Copper Proteins

A large group of small, intensely blue copper

proteins function as single-electron carriers within
bacteria and plants.  Best known is plastocyanin,
which is ubiquitous in green plants and functions in
the electron transport chain between the light-absorbing
photosynthetic centers I and II of chloroplasts (Chapter
23).  The bacterial azurins502 are thought to carry electrons
between cytochrome c441 and cytochrome oxidase.
Amicyanin accepts electrons from the coenzyme TTQ
of methylamine dehydrogenase of methylotrophic
bacteria and passes them to a cytochrome c (Chapter
15).168,503,504  A basic blue copper protein phytocyanin
of uncertain function occurs in cucumber seeds.505

The 10.5-kDa peptide chain of plastocyanin is
folded into an eight-stranded β barrel (Fig. 2-16),
which contains a single copper atom.  In poplar plasto-
cyanin, the Cu is coordinated by the side chains of
His 37, His 87, Met 92, and Cys 84 in a tetrahedral but
distorted toward a trigonal bipyramidal geometry.
Since copper-free apoplastocyanin has essentially the
same structure, this geometry may be imposed by the
protein onto the Cu2+, which usually prefers square-
planar or tetrahedral coordination (Chapter 7).506

Calculations suggest that there is little or no strain and
that the “Franck–Condon barrier” to electron transfer
is low.507,508  The three-dimensional structure and
copper environment of azurin are similar to those of
plastocyanin.509– 511  Messerschmidt et al.512 suggested
that the copper site in these proteins is perfectly adapted
to its function because its geometry is a compromise
between the optimal geometries of the Cu(I) and Cu(II)
states between which it alternates. Stellacyanin,
present in  the Japanese lac tree and some other plants,
is a mucoprotein; the 108-residue protein is over 40%
carbohydrate.513  While its spectrum resembles that
of plastocyanins and azurins, stellacyanin contains no
methionine and this amino acid cannot be a ligand to
copper.514 Rusticyanin functions in the periplasmic
space of some chemolithotropic sulfur bacteria to transfer
electrons from Fe2+ to cytochrome c as part of the energy-
providing reaction for these organisms (Eq. 18-23).515– 517

Halocyanin functions in membranes of the archaeo-
bacterium Natronobacterium,518 and aurocyanin func-
tions in green photosynthetic bacteria.519

The blue color of these “type 1” copper proteins is
much more intense than are the well known colors of
the hydrated ion Cu(H2O)4

2+ or of the more strongly
absorbing Cu(NH3)4

2+.  The blue color of these simple
complexes arises from a transition of an electron from
one d orbital to another within the copper atom.  The
absorption is somewhat more intense in copper peptide
chelates of the type shown in Eq. 6-85.  However, the
~ 600 nm absorption bands of the blue proteins are an
order of magnitude more intense, as is illustrated by
the absorption spectrum of azurin (Fig. 23-8).  The
intense blue is thought to arise as a result of transfer
of electronic charge from the cysteine thiolate to the
Cu2+ ion.520,521

D.  Copper
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A third type of copper center, first recognized in
cytochrome c oxidase (see Fig. 18-10) is called CuA or
purple CuA.  Each copper ion is bonded to an imida-
zole and two cysteines serve as bridging ligands.  The
two copper ions are about 0.24 nm apart, and the two
Cu2+ ions together can accept a single electron from an
external donor such as cytochrome c or azurin to give
a half-reduced form.521a,b

2.  Copper, Zinc-Superoxide Dismutase

Although of similar topology to the blue electron-
transferring proteins, Cu, Zn-superoxide dismutase,
has a different function.  This dimeric 153-residue
protein has been demonstrated in the cytoplasm of
virtually all eukaryotic cells522 and in the periplasmic
space of some bacteria523 where it converts superoxide
ions ·O2

– to O2 and H2O2.  The enzyme, which has a
major protective role against oxidative damage to cells,
presumably functions in a manner similar to that
indicated in Eq. 16-27 for iron or manganese.  How-
ever, copper cycles between Cu2+ and Cu+, alternately
accepting and donating electrons.

The active site of cytosolic superoxide dismutase
(SOD) contains both Cu2+ and Zn2+.  The copper ion is
of “type 2”:  nonblue and paramagnetic.  It is surrounded
by four imidazole groups with an irregular square
planar geometry.524– 527  One of these imidazole groups
(that of His 61) is shared with the Zn2+, which is also
bonded to two additional imidazole groups and a side
chain carboxylate.  The metal ions have evidently
replaced the hydrogen atom that would otherwise be
present on the imidazole of His 61 (see the following
diagram).  It has been suggested, as is also indicated
in the diagram, that when the bound superoxide

donates an electron to the Cu(II) to become O2 (first
step of Eq. 16-27), a proton becomes attached to the
bridging imidazole with breakage of its linkage to
the Cu(I).  The structure of a new crystalline form of
reduced yeast SOD shows that the Cu(I) has moved
0.1 nm away from the bridging imidazole in agreement
with this possibility.528  In the second half reaction the

imidazole proton, together with a second proton from
the medium and an electron from the Cu(I), would
react to convert the second O2

– into H2O2.  The role
of the Zn2+ may be in part structural but it may also
serve to ensure that His 61 is protonated on the correct
nitrogen atom. Arg 141 may assist in binding the O2

–

as is shown in the diagram.  However, the fact that a
mutant containing leucine in place of the active site
arginine has over 10% of the activity of the native
enzyme shows that the arginine is not absolutely
essential.529  Additional nearby positively charged
arginine and lysine side chains may provide “electro-
static guidance” that increases the velocity of reaction
of superoxide ions.530,531  Cu, Zn-SOD is one of the
fastest enzymes known.

In addition to the cytosolic SOD there is a longer
~ 222-residue extracellular form that binds to the pro-
teoglycans found on cell surfaces.522,527  Manganese
SODs are found in mitochondria and in bacteria and
iron SODs in plants and bacteria.  They all appear
to be important in protecting cells from superoxide
radicals.522,532,533  This importance was dramatically
emphasized when it was found that a defective SOD is
present in persons (about 1 in 100,000) with a hereditary
form of amylotrophic lateral sclerosis (ALS), which
is also called Lou Gehrig’s disease after the baseball
hero who was stricken with this terrible disease of
motor neurons in 1939 at the age of 36.534– 536

3.  Nitrite and Nitrous Oxide Reductases

Copper enzymes participate in two important
reactions catalyzed by denitrifying bacteria.  Nitrite
reductases from species of Achromobacter537,538 and
Alcaligenes539– 542 are trimeric proteins543 made up of
37-kDa subunits, each of which contains one type 1
(blue) copper and one type 2 (nonblue) copper.  The
first copper serves as an electron acceptor from a
small blue pseudoazurin.544,544a  The second copper,
which is in the active site, is thought to bind to nitrite
throught its nitrogen atom and to reduce it to NO.

NO2
– + 2H+ + e– → NO + H2O

Crystallographic studies on the 343-residue Alcaligenes
enzyme reveal two β barrel domains with the type 1
copper embedded in one of them and the type 2 cop-
per in an interface between the domains.  Studies of
EPR541 and ENDOR545 spectra and of various mutant
forms have shown that, as for other copper enzymes,
the type 1 copper is an electron-transferring center,
accepting electrons from the pseudoazurin and passing
them to the type 2 copper which binds and reduces
nitrite.540,545a

The immediate product of nitrite reductase is NO,
which is reduced in two one-electron steps to N2O,
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and then to N2.  The second of these steps is catalyzed
by another copper enzyme, nitrous oxide reductase.546

N2O + 2H+ + 2e– → N2 + H2O

The biological significance of these reactions is con-
sidered further in Chapters 18 and 24.  The 132-kDa
dimeric N2O reductase from Pseudomonas stutzeri
contains four copper atoms per subunit.546  One of its
copper centers resembles the CuA  centers of cytochrome
c oxidase. A second copper center consists of four
copper ions, held by seven histidine side chains in a
roughly tetrahedral array around one sulfide (S2–) ion.
Rasmussen et al. speculate that this copper-sulfide
cluster may be an acceptor of the oxygen atoms of
N2O in the formation of N2.546a  There is also a cyto-
chrome cd1 type of nitrite reductase.143a

4.  Hemocyanins

While many copper proteins are catalysts for
oxidative reactions of O2, hemocyanin reacts with O2
reversibly.  This water-soluble O2 carrier is found in
the blue blood of many molluscs and arthropods,
including snails, crabs, spiders, and scorpions.  Hemo-
cyanins are large oligomers ranging in molecular mass
from 450 to 13,000 kDa.   Molluscan hemocyanins are
cylindrical oligomers which have a striking appearance
under the electron microscope.  Simpler hemocyanins,
found in arthropods, are hexamers of 660-residue 75-kDa
subunits.  Each subunit of the hemocyanin from the
spiny lobster is folded into three distinct domains, one
of which contains a pair of Cu(I) atoms which bind
the O2.  Each copper ion is held by three imidazole
groups without any bridging groups between them,
the Cu–Cu distance being 0.36 – 0.46 nm.547 Octopus
hemocyanin has a different fold and forms oligomers
of ten subunits.  However, the active sites are very
similar.548  The O2 is thought to bind between the two
copper atoms.  An allosteric mechanism may involve
changes in the distance between the copper atoms.549

The oxygenated compound is distinctly blue with a
molar extinction coefficient 5 – 10 times greater than
that of cupric complexes.  This fact suggests that the
Cu(I) has been oxidized to Cu(II) and that the O2 has
been reduced to the peroxide dianion O2

2– in the com-
plex.550– 552  Further support for this idea comes from
the observation that treatment of oxygenated hemocy-
anin with glacial acetic acid leads to the formation of

equal amounts of Cu2+ and Cu+ and protonated super-
oxide.

5.  Copper Oxidases

A large group of copper-containing proteins acti-
vate oxygen toward chemical reactions of dehydroge-
nation, hydroxylation, or oxygenation.  Galactose
oxidase (Fig. 16-29), from the mushroom Polyporus, is
a dehydrogenase which converts the 6-hydroxymethyl
group of galactose to an aldehyde while O2 is reduced
to H2O2.

Galactose oxidase has been used frequently to label
glycoproteins of external cell membrane surfaces.
Exposed terminal galactosyl or N-acetylgalactosaminyl
residues are oxidized to the corresponding C-6 aldehydes
and the latter are reduced under mild conditions with
tritiated sodium borohydride.553

The single 639-residue polypeptide chain contains
one type 2 copper ion.554  Neither oxygen nor galactose
affects the absorption spectrum of the light murky
green enzyme, but the combination of the two does,
suggesting that both substrates bind to the enzyme
before a reaction takes place.  A side reaction releases
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superoxide ion and leaves the enzyme in the inactive
Cu(II) state.  EPR spectroscopic observations on the
enzyme were puzzling.  The active enzyme shows
no EPR signal but a one-electron reduction gives an
inactive form with an EPR signal that arises from
Cu(II).  Experimental studies eventually pointed to the
presence of a second reducible center which contains
an organic free radical.  In the active form this radical
is antiferromagnetically coupled (spin-coupled)
giving an “EPR-silent” enzyme able to accept two
electrons.555–557

Another surprise was the discovery, from the X-ray
structure,558–559 that a tyrosine side chain at the active
site has been modified by addition of a thiolate group

from a cysteine residue.  This structure, which is also
the site of the organic free radical, is shown in Fig. 16-29.
A possible mechanism of action is portrayed in Fig.
16-30.  The substrate binds in step a and its – OH group
is deprotonated, perhaps by transfer of H+ to the phe-
nolate oxygen of tyrosine 495 (Fig. 16-29) in step b of
Fig. 16-30.  In step c a free radical hydrogen transfer
occurs to form a ketyl radical which is immediately
oxidized by Cu(II) in step d.  In steps c and f the oxi-
dant O2 is converted to H2O and the aldehyde product
is also released.  A fungal glyoxal oxidase has similar
characteristics.560  The galactose oxidase proenzyme is
self-processing.  The Tyr-Cys cofactor arises as a result
of copper-catalyzed oxidative modification via a tyrosine
free radical.560a

Several copper-containing amine oxidases561,561a

convert amines to aldehydes and H2O2.  They also
contain one of the organic quinone cofactors discussed
in Chapter 15.  The dimeric plasma amine oxidase
contains a molecule of the coenzyme TPQ and one
Cu2+ per 90-kDa subunit.562–563a  Whether the O2 binds
only to the single atom Cu(I) or also interacts directly
with a cofactor radical in step d of Eq. 15-53 is uncer-
tain.562 Lysyl oxidase, which is responsible for con-
version of ε-amino groups of side chains of lysine into
aldehyde groups in collagen and elastin (Chapter 8)
contains coenzyme LTQ as well as Cu.564  The enzyme
is specifically inhibited by β-aminopropionitrile (Box
8-G) and its activity is decreased in genetic diseases of
copper metabolism.  The glycerol oxidase of Asper-
gillus is a large 400 kDa protein containing one heme
and two atoms of Cu.565  It converts glycerol + O2 into
glyceraldehyde and H2O2.  Also containing copper is
urate oxidase, whose action is indicated in Fig. 25-18.

Tyrosinase catalyzes hydroxylation followed by
dehydrogenation (Eq. 16-57).  First identified in mush-
rooms, the enzyme has a widespread distribution in

Figure 16-30 Possible reaction cycle for catalysis of the
6–OH of D-galactose or other suitable alcohol substrate by
galactose oxidase.  See Wachter et al.566  and Whittaker et
al.567
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nature.  It is present in large amounts in plant tissues
and is responsible for the darkening of cut fruits.  In
animals tyrosinase participates in the synthesis of
dihydroxyphenylalanine (dopa) and in the formation
of the black melanin pigment of skin and hair.  Either
a lack of or inhibition of this enzyme in the melanin-
producing melanocytes causes albinism (Chapter 25).

The 46-kDa monomeric tyrosinase of Neurospora
contains a pair of spin-coupled Cu(II) ions.568,569  The
structure of this copper pair (type 3 copper) has many
properties in common with the copper pair in hemo-
cyanin.569a  For example, in the absence of other sub-
strates, tyrosinase binds O2 to form “oxytyrosinase,”
a compound with properties resembling those of
oxyhemocyanin and containing a bound peroxide
dianion.569

Tyrosinase is both an oxidase and a hydroxylase.
Some other copper enzymes have only a hydroxylase
function.  One of the best understood of these is the
peptidylglycine �-hydroxylating monoxygenase,
which catalyzes the first step of the reaction of Eq. 10-
11.  The enzyme is a colorless two-copper protein but
the copper atoms are 1.1 nm apart and do not form a
binuclear center.570  Ascorbate is an essential cosubstrate,
with two molecules being oxidized to the semidehydro-
ascorbate radical as both coppers are reduced to Cu(I).
A ternary complex of reduced enzyme, peptide, and
O2 is formed and reacts to give the hydroxylated
product.570  A related two-copper enzyme is dopamine
�-monooxygenase, which utilizes O2 and ascorbate
to hydroxylate dopamine to noradrenaline (Chapter
25).571,572  These and other types of hydroxylases are
compared in Chapter 18.

The blue multicopper oxidases couple the oxi-
dation of substrates to the four-electron reduction
of molecular oxygen to H2O.573  In this respect they
resemble cytochrome c oxidase, which also contains
copper.  However, they do not contain iron.  The best
known member of this group is the plant enzyme
ascorbate oxidase, which dehydrogenates ascorbic
acid to dehydroascorbic acid (See Box 18-D).  It is a
dimeric blue copper with identical 70-kDa subunits.
The three-dimensional structure revealed one type 1
copper ion held in a typical blue copper environment
as in plastocyanin or azurin and also a three-copper
center.  In this center a pair of copper ions, each held
by three imidazole groups, and bridged by a µ-oxo
group as in hemerythrin (Fig. 16-20), lie 0.51 nm apart
and 0.41– 0.44 nm away from the third copper, which
is held by two other imidazoles.574  The type 1 copper
shows typical intense 600-nm absorption and charac-
teristic EPR signal, while the pair with the oxo bridge
are antiferromagnetically coupled and EPR silent but
with strong near ultraviolet light absorption (type 3
copper).  The additional metal ion in the trinuclear
center is a type 2 copper which lacks characteristic
spectroscopic features.575,576  Reduction of O2 to 2 H2O

is thought to procede via superoxide radical inter-
mediates.  When substrate is added to the enzyme,
the blue color fades and it can be shown that the copper
is reduced to the +1 state.  The reduced enzyme then
reacts with O2, converting it into two molecules of H2O.
Similar to ascorbate oxidase in structure and properties
are laccase, found in the latex of the Japanese lac tree
and in the mushroom Polyporus, and the previously
discussed ceruloplasmin.477   Laccase is a catalyst
for oxidation of phenolic compounds by a free radical
mechanism involving the trinuclear copper center.577

Studied by Gabriel Bertrand in the 1890s, it was one
of the first oxidative enzymes investigated.578

In addition to its previously mentioned role in
copper transport, ceruloplasmin is an amine oxidase,
a superoxide dismutase, and a ferrooxidase able to
catalyze the oxidation of Fe2+ to Fe3+.  Ceruloplasmin
contains three consecutive homologous 350-residue
sequences which may have originated from an ancestral
copper oxidase gene.  Like ascorbate oxidase, this blue
protein contains copper of the three different types.
Blood clotting factors V and VIII (Fig. 12-17), and the
iron uptake protein Fet3 (Section A,1) are also closely
related.

6.  Cytochrome c Oxidase

The most studied of all copper-containing oxidases
is cytochrome c oxidase of mitochondria.  This multi-
subunit membrane-embedded enzyme accepts four
electrons from cytochrome c and uses them to reduce
O2 to 2 H2O. It is also a proton pump.  Its structure and
functions are considered in Chapter 18.  However, it is
appropriate to mention here that the essential catalytic
centers consist of two molecules of heme a (a and a3)
and three Cu+ ions.  In the fully oxidized enzyme two
metal centers, one Cu2+ (of the two-copper center CuA)
and one Fe3+ (heme a), can be detected by EPR spectro-
scopy.  The other Cu2+ (CuB) and heme a3 exist as an
EPR-silent exchange-coupled pair just as do the two
copper ions of hemocyanin and of other type 3 binuclear
copper centers.

E.  Manganese

Tissues usually contain less than one part per
million of manganese on a dry weight basis, less than
0.01 mM in fresh tissues.  This compares with a total
content in animal tissues of the more abundant Mg2+

of 10 mM.  A somewhat higher Mn content (3.5 ppm)
is found in bone.  Nevertheless, manganese is nutri-
tionally essential579,580 and its deficiency leads to
well-defined symptoms.  These include ovarian and
testicular degeneration, shortening and bowing of
legs, and other skeletal abnormalities such as the

E.  Manganese
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“slipped tendon disease” of chicks.  In Mn deficiency
the organic matrix of bones and cartilage develops
poorly.  The galactosamine, hexuronic acids, and
chondroitin sulfates content of cartilage is decreased.
Manganese is also essential for plant growth and
plays a unique and essential role in the photosynthetic
reaction centers of chloroplasts.  Two magnetically
coupled pairs of manganese ions bound in a protein
act as the O2 evolving center in photosynthetic system
II.  This function is considered in Chapter 23.  An ABC
transporter for managanese uptake has been identified
in the cyanobacterium Synechocystis.581

Manganese lies in the center of the first transition
series of elements.  The stable Mn2+ (manganous ion)
contains five 3d electrons in a high-spin configuration.
The less stable Mn3+ (manganic ion) appears to be of
importance in some enzymes and is essential to the
photosynthetic evolution of oxygen. Many enzymes
specifically require or prefer Mn2+.  These include
galactosyl and N-acetylgalactosaminyltransferases582

needed for synthesis of mucopolysaccharides (Chapter
20),  lactose synthetase (Eq. 20-15), and a muconate-
lactonizing enzyme (Eq. 13-23).583

Arginase, essential to the production of urea in
the human body (Fig. 24-11), specifically requires
Mn2+ which exists as a spin-coupled dimetal center
with a bridging water or – OH  ion.  The Mn2+ may act
much as does the Ni2+ ions of urease (Fig. 16-25).584,585

Pyruvate carboxylase (Eq. 14-3) contains four atoms
of tightly bound Mn2+, one for each biotin molecule
present.  This manganese is essential for the transcar-
boxylation step in the action of this enzyme.  Either
Mn2+ or Mg2+ is also needed in the initial step of carboxy-
lation of biotin (Eq. 14-5).  Another Mn2+-containing
protein is the lectin concanavalin A (Chapter 4).  The
joining of O-linked oligosaccharides to secreted glyco-
proteins also seems to require manganese.586

Manganese is a component of a “pseudocatalase”
of Lactobacillus,204 of lignin-degrading peroxidases,257,258

and of the wine-red superoxide dismutases found in
bacteria and in the mitochondria of eukaryotes.376,587

The dimeric dismutase from E. coli has a structure
nearly identical to that of bacterial iron SOD (Fig. 16-22).
The manganese ions are presumed to alternate between
the +3 and +2 states during catalysis  (Eq. 16-27).
“Knockout” mice with inactivated Mn SOD genes
live no more than three weeks, indicating that this
enzyme is essential to life.  However, mice lacking
CuZn SOD appear normal in most circumstances.588

Some dioxygenases contain manganese.589  Many
enzymes that require Mg2+ can utilize Mn2+ in its
place, a fact that has been exploited in study of the
active sites of enzymes.590  The highly paramagnetic
Mn2+ is the most useful ion for EPR studies (Box 8-C)
and for investigations of paramagnetic relaxation of
NMR signals.  Manganese can also replace Zn2+ in
some enzymes and may alter catalytic properties.

Manganese may function in the regulation of some
enzymes.  For example, glutamine synthetase (Fig. 24-7)
in one form requires Mg2+ for activity but upon adeny-
lylation binds Mn2+ tightly.591  Nucleases and DNA
polymerases often show altered specificity when Mn2+

substitutes for Mg2+.  However, the significance of
these differences in vivo is uncertain.  Manganese is
mutagenic in living organisms, apparently because it
diminishes the fidelity of DNA replication.592

A striking accumulation of Mn2+ often occurs
within bacterial spores (Chapter 32).  Bacillus subtilus
absolutely requires Mn2+ for initiation of sporulation.
During logarithmic growth the bacteria can concentrate
Mn2+ from 1 µM in the external medium to 0.2 mM
internally; during sporulation the concentrations
become much higher.593

F.  Chromium

Animals deficient in chromium grow poorly
and have a reduced life span.594– 596  They also have
decreased “glucose tolerance,” i.e., glucose injected
into the blood stream is removed only half as fast as
it is normally.597,598  This is similar to the effect of a
deficiency of insulin.  Fractionation of yeast led to the
isolation of a chromium-containing glucose tolerance
factor which appeared to be a complex of Cr3+, nico-
tinic acid, and amino acids.597  The chromium in this
material is apparently well absorbed by the body but
is probably not an essential cofactor.596  Nevertheless,
dietary supplementation with chromium appears to
improve glucose utilization, apparently by enhancing
the action of insulin.596  Ingestion of glucose not only
increases insulin levels in blood but also causes
increased urinary loss of chromium,599 perhaps as
a result of insulin-induced mobilization of stored
chromium.596  It has been suggested that a specific
chromium-binding oligopeptide isolated from
mammalian liver596,600 may be released in response
to insulin and may activate a membrane phospho-
tyrosine phosphatase.596

Chromium concentrations in animal tissues are
usually less than 2 µM but tend to be much higher in
the caudate nucleus of the brain.  High concentrations
of Cr3+ have also been found in RNA–protein com-
plexes.601  While several oxidation states, including +2,
+3, and +6, are known for chromium, only Cr(III) is
found to a significant extent in tissues.  The Cr(VI)
complex ions, chromate and dichromate, are toxic and
chronic exposure to chromate-containing dust can lead
to lung cancer.  Ascorbate is a principal biological
reductant of chromate and can create mutagenic Cr(V)
compounds that include a Cr(V)–ascorbate–peroxo
complex.602  However, Cr(III) compounds administered
orally are not significantly toxic.  Evidently, the Cr(VI)
compounds can cross cell membranes and be reduced
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to Cr(III), which forms stable complexes with many
constituents of cells including DNA.603  The use of
such “exchange-inert” Cr(III) complexes of ATP in
enzymology was considered in Chapter 12.

Most forms of Cr(III) are not absorbed and uti-
lized by the body.  For this reason, and because of the
increased use of sucrose and other refined foods, a
marginal human chromium deficiency may be wide-
spread.604,605  This may result not only in poor utiliza-
tion of glucose but also in other effects on lipid and
protein metabolism.597  However, questions have
been raised about the use of chromium picolinate as
a dietary supplement.  High concentrations have been
reported to cause chromosome damage606 and there
may be danger of excessive accumulation of chromium
in the body.607

G.  Vanadium

Vanadium is a dietary essential for goats and
presumably also for human beings,427 who typically
consume ~ 2 mg / day.  However, because vanadium
compounds have powerful pharmacological effects it
has been difficult to establish the nutritional require-
ment for animals.427,604,607a  The adult body contains
only about 0.1 mg of vanadium.  Typical tissue concen-
trations are 0.1– 0.7 µM608,609  and serum concentration
may be 10 nM or less.  Vanadium can assume oxidation
states ranging from +2 to +5, the vanadate ion VO4

3–

being the predominant form of V(V) in basic solution
and in dilute solutions at pH 7.  However, at millimolar
concentrations, V3O9

3–, V4O12
4–, and other polynuclear

forms predominate.610– 612  In plasma most exists as
metavanadate, VO2

–, but within cells it is reducted to
the vanadyl cation VO2+ which is an especially stable
double-bonded unit in compounds of V(IV).609  Only
at very low pH is V(III) stable.

The first suggestion of a possible biochemical
function for vanadium came from the discovery that
vanadocytes, the green blood cells of tunicates (sea
squirts), contain ~ 1.0 M V(III) and 1.5 – 2 M H2SO4 .613

It was proposed that a V-containing protein is an
oxygen carrier.  However, the V3+ appears not to be
associated with proteins612 and it does not carry O2.
It may be there to poison predators.614  The vanadium-
accumulating species also synthesize several complex,
yellow catechol-type chelating agents (somewhat
similar to enterobactin; Fig. 16-1) which presumably
complex V(V) and perhaps also reduce it to V(III).615

Vanadium is also accumulated by other marine organ-
isms and by the mushroom Amanita muscaria.

Vanadoproteins are found in most marine algae
and seaweed and in some lichens.616  Among these are
haloperoxidases,252,253,617–618b enzymes that are quite
different from the corresponding heme peroxidases
discussed in Section A,6.  The vanadium is bound as

hydrogen vanadate, HVO4
2–, in trigonal bipyrimidal

coordination with the three oxygens in equatorial
positions and a histidine in one axial position.  In the
crystal structure an azide (N3

–) ion occupies the other
axial position, but it is presumably the site of interaction
with peroxide.619  The structure is similar to that of
acid phosphatases inhibited by vanadate.620,621  Many
nitrogen-fixing bacteria contain genes for a vanadium-
dependent nitrogenase that is formed only if molyb-
denum is not available.622  The nitrogenases are
discussed in Chapter 24.

Much of current interest in vanadium stems from
the discovery that vanadate (HVO4

2– at pH 7) is a
powerful inhibitor of ATPases such as the sodium
pump protein (Na+ + K+)ATPase (Chapter 8), of phos-
phatases,623 and of kinases.624    This can be readily
understood from comparison of the structure of phos-
phate and vanadate ions.

Other enzymes such as the cyclic AMP-dependent
protein kinase are stimulated by vanadium.624  Vanadate
seems to inhibit most strongly those enzymes that
form a phosphoenzyme intermediate.  This inhibition
may be diminished within cells because vanadate is
readily reduced by glutathione and other intracellular
reductants.  The resulting vanadyl ion is a much
weaker inhibitor and also stimulates several meta-
bolic processes.608

Also of great interest is an insulin-like action of
vanadium607a,625 and evidence that vanadium may be
essential to proper cardiac function.626  A role in lipid
metabolism was suggested by the observation that in
high doses vanadium inhibits cholesterol synthesis
and lowers the phospholipid and cholesterol content
of blood.  Vanadium is reported to inhibit development
of caries by stimulating mineralization of teeth.  Unlike
tungsten, vanadium does not compete with molybde-
num in the animal body.627  The sometimes dramatic
effects of vanadate as an inhibitor, activator, and meta-
bolic regulator are shared also by molybdate and
tungstate.628,629  Even greater effects are observed
with vanadate, molybdate, or tungstate plus H2O2.630

The resulting pervanadate, permolybdate, and
pertungstate are often assumed to be monoperoxo
compounds, e.g., vanodyl hydroperoxide.  However,
there is some uncertainty.631

G.  Vanadium
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xanthine oxidase family (or molybdenum hydroxyl-
ase family).632,641,643   Also included in the family are
aldehyde oxidoreductases from the sulfate-reducing
Desulfovibrio gigas633 and from the tomato.644

Two other families of molybdoenzymes are the
sulfite oxidase family646a,b and the dimethylsulfoxide
reductase family.632,641 Nitrogenase (Chapter 24)
constitutes a fourth family.  Sulfite oxidase (Eq. 16-60)
is an essential human liver enzyme (see also Chapter
24).645,646

SO3
2– + H2O → SO4

2– + 2 e– + 2 H+

The assimilatory nitrate reductase (Eq. 16-61) of
fungi and green plants (Chapter 24) also belongs to
the sulfite oxidase family.

NO3
2  + 2 e– + 2 H+ → NO2

– + H2O

DMSO reductase reduces dimethylsulfoxide to
dimethylsulfide (Eq. 16-62) as part of the biological
sulfur cycle.647–648d

(H3C)2S=O + 2 H+ + 2 e– → (CH3)2S

A number of other reductases and dehydrogenases,
including dissimilatory nitrate reductases of E. coli
and of denitrifying bacteria (Chapter 18), belong to the
DMSO reductase family.  Other members are reductases
for biotin S-oxide,649 trimethylamine N-oxide, and
polysulfides as well as formate dehydrogenases (Eq.
16-63), formylmethanofuran dehydrogenase (Fig. 15-22,

HCOO– + 2 e– + 3 H+ → CO2 + 2 H2O

step b), and arsenite oxidase.632  Several other molyb-
doenzymes, such as pyridoxal oxidase, had not been
classified by 1996.632

1.  Molybdenum Ions and Coenzyme Forms

Molybdenum is a metal of the second transition
series, one of the few heavy elements known to be
essential to life.  Its most stable oxidation state, Mo(VI),
has 4d orbitals available for coordination with anionic
ligands.  Coordination numbers of 4 and 6 are preferred,
but molybdenum can accommodate up to eight ligands.
Most of the complexes are formed from the oxycation
Mo(VI)O2

2+.  If two molecules of water are coordinated
with this ion, the protons are so acidic that they disso-
ciate completely to give Mo(VI)O4

2–, the molybdate ion.
Other oxidation states vary from Mo(III) to Mo(V).
In these lower oxidation states, the tendency for protons
to dissociate from coordinated ligands is less, e.g.,
Mo(III)(H2O)6

3+ does not lose protons even in a very
basic medium.  Molybdenum tends to form dimeric

(16-60)

(16-61)

(16-62)

H.  Molybdenum

Long recognized as an essential element for the
growth of plants, molybdenum has never been directly
demonstrated as a necessary animal nutrient.  Never-
theless, it is found in several enzymes of the human
body, as well as in 30 or more additional enzymes of
bacteria and plants.632 Aldehyde oxidases,633 xanthine
oxidase of liver and the related xanthine dehydro-
genase, catalyze the reactions of Eqs. 16-58 and 16-59
and contain molybdenum that is essential for catalytic
activity.  Xanthine oxidase also contains two Fe2S2
clusters and bound FAD.  The enzymes can also

oxidize xanthine further (Eq. 16-59, step b) by a repeti-
tion of the same type of oxidation process at positions
8 and 9 to form uric acid.  The much studied xanthine
dehydrogenase has been isolated from milk,634,635 liver,
fungi,636 and some bacteria.637  In the dehydrogenase
NAD+ is the electron acceptor that oxidizes the bound
FADH2 formed in Eq. 16-59.  Xanthine dehydrogenase,
in the absence of thiol compounds, is converted spon-
taneously into xanthine oxidase, probably as a result of
a conformational change and formation of a disulfide
bridge within the protein.  Treatment with thiol com-
pounds such as dithiothreitol reconverts the enzyme
to the dehydrogenase.  Evidently in the oxidase form
the NAD+ binding site has moved away from the FAD,
permitting oxidation of FADH2 by  O2 with formation
of hydrogen peroxide.635,638

A purine hydroxylase from fungi,639 bacterial
quinoline and isoquinoline oxidoreductases,640,641

and a selenium-containing nicotinic acid hydroxylase
from Clostridium barberei642 are members of the 

(16-63)
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Figure 16-31  (A)  Structure of molybdopterin cytosine dinucleotide complexed with an atom of molybdenum.  (B)  Stereo-
scopic ribbon drawing of the structure of one subunit of the xanthine oxidase-related aldehyde oxidoreductase from Desulfo-
vibrio gigas.  Each 907-residue subunit of the homodimeric protein contains two Fe2S2 clusters visible at the top and the molybdenum–
molybdopterin coenzyme buried in the center.  (C)  Alpha-carbon plot of portions of the protein surrounding the molybdenum–
molybdopterin cytosine dinucleotide and (at the top) the two plant-ferredoxin-like Fe2S2 clusters.  Each of these is held by a
separate structural domain of the protein.  Two additional domains bind the molybdopterin coenzyme and there is also an
intermediate connecting domain.  In xanthine oxidase the latter presumably has the FAD binding site which is lacking in the
D. gigas enzyme.  From Romão et al.633  Courtesy of R. Huber.
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or polymeric oxygen-bridged ions. However, within
the enzymes it exists as the unique molybdenum
coenzymes.  The Mo-containing enzymes usually also
contain additional bound cofactors, including Fe – S
clusters and flavin coenzymes or heme.

The recognition that the Mo in the molybdoproteins
exists in organic cofactor forms came from studies of
mutants of Aspergillus and Neurospora.650  In 1964,
Pateman and associates discovered mutants that lacked
both nitrate reductase and xanthine dehydrogenase.
Later, it was shown that acid-treated molybdoenzymes
released a material that would restore activity to the
inactived nitrate reductase from the mutant organisms.
This new coenzyme, a phosphate ester of molybdo-
pterin (Fig. 15-17), was characterized by Rajagopalan
and coworkers.650,651  A more complex form of the
coenzyme, molybdopterin cytosine dinucleotide

(Fig. 16-31), is found in the D. gigas aldehyde oxido-
reductase.  Related coenzyme forms include nucleotides
of adenine, guanine (see chapter banner, p. 837), and
hypoxanthine.651a,651b  The structure of molybdopterin
is related to that of urothione (Fig. 15-17), a normal
urinary constituent.  The relationship to urothione was
strengthened by the fact that several children with
severe neurological and other symptoms were found
to lack both sulfite oxidase and xanthine dehydrogenase
as well as the molybdenum cofactor and urinary
urothione.646,646a,646b

Study by X-ray absorption spectroscopy of the
extended X-ray absorption fine structure (EXAFS)
has provided estimates of both the nature and the
number of the nearest neighboring atoms around the
Mo.  The EXAFS spectra of xanthine dehydrogenase
and of nitrate reductase from Chlorella confirmed the

C

A B
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presence of both the Mo(VI)O2 unit with Mo – O dis-
tances of 0.17 nm and two or three sulfur atoms at
distances of 0.24 nm.652,653  The two sulfur atoms were
presumed to come from the molybdopterin.  A pecu-
liarity of the xanthine oxidase family is the presence
on the molybdenum of a “cyanolyzable” sulfur.654

This is a sulfide attached to the molybdenum, which is
present as Mo(VI)OS rather than Mo(VI)O2.  Reaction
with cyanide produces thiocyanate (Eq. 16-64).

The active site structures of the three classes of
molybdenum-containing enzymes are compared in
Fig. 16-32.  In the DMSO reductase family there are
two identical molybdopterin dinucleotide coenzymes
complexed with one molybdenum.  However, only
one of these appears to be functionally linked to the
Fe2S2 center.

Nitrogenase, which catalyzes the reduction of N2
to two molecules of NH3, has a different molybdenum
–iron cofactor (FeMo-co).  It can be obtained by acid
denaturation of the very oxygen-labile iron–molybde-
num protein of nitrogenase followed by extraction
with dimethylformamide.655,656  The coenzyme is a
complex Fe – S – Mo cluster also containing homo-
citrate with a composition MoFe7S9–homocitrate
(see Fig. 24-3).  Nitrogenase and this coenzyme are
considered further in Chapter 24.

(16-65)

2.  Enzymatic Mechanisms

Although several of the reactions catalyzed by
molybdoenzymes are classified as dehydrogenases,
all of them except nitrogenase involve H2O as either a
reactant or a product.  The EXAFS spectra suggest that
the Mo(VI)O2 unit is converted to Mo(IV)O during
reaction with a substrate Sub (Eq. 16-65, step a).  Reac-
tion of the Mo(IV)O with water (step b) completes the
catalysis.

a
[Mo(VI)O2]

2+ + Sub → [Mo(IV)O]2+ + Sub–O

b
[Mo(IV)O]2+ + H2O → 2H+ + 2e– + [Mo(VI)]2+O2

SumSub + H2O → Sub–O + 2H+ + 2e–

Step a of all of these reactions can be regarded as an
oxo-transfer.653

To complete the reaction, two electrons must be
passed from Mo(IV) to a suitable acceptor, usually an
Fe– S cluster or a bound heme group.  FAD is also often
present.  Xanthine oxidase634,635,643,657,657a contains two
Fe2S2 clusters and a FAD for each of the two atoms of
Mo in the dimer.  Since this enzyme acts like a typical
flavin oxidase that generates H2O2 from O2, it may
be that electrons pass from Mo to the Fe – S center and
then to the flavin.  Since the EPR signal of the para-
magnetic Mo(V), with its characteristic six-line hyper-
fine structure, is seen during the action of xanthine
oxidase and other molybdenum-containing enzymes,
single-electron transfers are probably involved.

In bacteria such as E. coli a dissimilatory nitrate
reductase allows nitrate to serve as an oxidant in place
of O2.  An oxygen atom is removed from the nitrate
to form nitrite as two electrons are accepted from a
membrane-bound cytochrome b.  The nitrate reductase
consists of a 139-kDa Mo-containing catalytic subunit,
a 58-kDa electron-transferring subunit that contains
both Fe3S4 and Fe4S4 centers, and a 26-kDa heme-
containing membrane anchor subunit.658– 660  The
assimilatory nitrate reductase of fungi, green algae,
and higher plants contains both a b-type cytochrome
and FAD and a molybdenum coenzyme in a large
oligomeric complex.661– 663a

Formate dehydrogenases from many bacteria
contain molybdopterin and also often selenium (Table
15-4).664,665  A membrane-bound Mo-containing formate
dehydrogenase is produced by E. coli grown anaerobi-
cally in the presence of nitrate.  Under these circum-
stances it is coupled to nitrate reductase via an electron-
transport chain in the membranes which permits oxi-
dation of formate by nitrate (Eq. 18-26).  This enzyme
is also a multisubunit protein.665,666  Two other Mo- and
Se- containing formate dehydrogenases are produced

Figure 16-32  Structures surrounding molybdenum in three
families of molybdoenzymes.  See Hille.632

Mo

S

O

S

OH2

S

S

S

S

S

Mo

OX Ser

VI

Molybdo-
pterin

Xanthine oxidase 
(molybdenum hydroxylase) 

family

VI Mo

O

O

S

S

S

OH

S Cys,

Sulfite oxidase family

Molybdopterin
dinucleotide

Se Cys

Molybdopterin
dinucleotide

(X = S, Se)
VI

(

Cys

)

DMSO reductase family

Mo

O S

Mo(VI) (IV)

O+2 +2CN – SCN –

(16-64)



893I.  Tungsten

by E. coli.667,668  The three-dimensional structure is
known for one of them, formate dehydrogenase H,
a component of the anaerobic formate hydrogen lyase
complex (Eq. 17-25).669,670  The structure shows Mo
held by the sulfur atoms of two molybdopterin mole-
cules, as in DMSO reductase.  The Se atom of SeCys
140 is also coordinated with the Mo atom, and the
imidazole of His 141 is in close proximity.  When
13C-labeled formate was oxidized in 18O-enriched
water no 18O was found in the released product, CO2.671

This suggested that formate may be bound to Mo and
dehydrogenated, with Mo(VI) being reduced to Mo(IV).
The formate hydrogen might be transferred as H+ to
the His 140 side chain.  Mo(IV) could then be reoxidized
by electron transfer in two one-electron steps.670  How-
ever, recent X-ray absorption spectra suggest the presence
in the enzyme of a selenosulfide ligand to Mo.672

Mechanistic uncertainties remain!
A flavin-dependent formate dehydrogenase sys-

tem found in Methanobacterium passes electrons from
dehydrogenation of formate to FAD and then to the
deazaflavin coenzyme F420.673  In contrast to these Mo-
containing enzymes, the formate dehydrogenase from
Pseudomonas oxalaticus, which oxidizes formate with
NAD+ (Eq. 16-66), contains neither Mo or Se.674

HCOO– + NAD+ —→ CO2 + NADH

It is a large 315-kDa oligomer containing 2 FMN and
~ 20 Fe / S.  Formate dehydrogenases of green plants
and yeasts are smaller 70 - to 80-kDa proteins lacking
bound prosthetic groups.674  A key enzyme in the
metabolism of carbon monoxide-oxidizing bacteria
is CO oxidase, another membrane-bound molybdo-
enzyme.675– 676c  It also contains selenium, which is
attached to a cysteine side chain as S-selanylcysteine.
A proposed reaction requence676a is shown in Eq. 16-67.

3.  Nutritional Need for Mo

The first hint of an essential role of molybdenum
in metabolism came from the discovery that animals
raised on a diet deficient in molybdenum had decreased
liver xanthine oxidase activity.  There is no evidence
that xanthine oxidase is essential for all life, but a
human genetic deficiency of sulfite oxidase or of its
molybdopterin coenzyme can be lethal.646,646a,b  The
conversion of molybdate into the molybdopterin
cofactor in E. coli depends upon at least five genes.677

In Drosophila the addition of the cyanolyzable sulfur
(Eq. 16-64) is the final step in formation of xanthine
dehydrogenase.678  It is of interest that sulfur (S0) can
be transferred from rhodanese (see Eq. 24-45), or from
a related mercaptopyruvate sulfurtransferase679 into
the desulfo form of xanthine oxidase to generate an
active enzyme.680

Uptake of molybdate by cells of E. coli is accom-
plished by an ABC-type transport system.681  In some
bacteria, e.g., the nitrogen-fixing Azotobacter, molybde-
num can be stored in protein-bound forms.682

I.  Tungsten

For many years tungsten was considered only as
a potential antagonist for molybdenum.  However, in
1970 growth stimulation by tungsten compounds was
observed for some acetogens, some methanogens, and
a few hyperthermophilic bacteria.  Since then over a
dozen tungstoenzymes have been isolated.683,683a

These can be classified into three categories: aldehyde
oxidoreductases, formaldehyde oxidoreductases, and
the single enzyme acetylene hydratase.  In most cases
the tungstoenzymes resemble the corresponding
molybdoenzymes and in most instances organisms
containing a tungsten-requiring enzyme also contain
the corresponding molybdenum enzyme.  However,
a few hyperthermophilic archaea appear to require W
and are unable to use Mo.

The aldehyde ferredoxin oxidoreductase from the
hyperthermophile Pyrococcus furiosus was the first
molybdopterin-dependent enzyme for which a three-
dimensional structure became available.683,684  The
tungstoenzyme resembles that of the related molybdo-
enzyme (Fig. 16-31).  A similar ferredoxin-dependent
enzyme reduces glyceraldehyde-3-phosphate.685

Another member of the tungstoenzyme aldehyde
oxidoreductase family is carboxylic acid reductase,
an enzyme found in certain acetogenic clostridia.  It is
able to use reduced ferredoxin to convert unactivated
carboxylic acids into aldehydes, even though Eo’ for
the acetaldehyde / acetate couple is – 0.58 V.686

Tungsten- and sometimes Se-containing formate
dehydrogenases together with N-formylmethanofuran
dehydrogenases (Fig. 15-22, step b) form a second family.

(16-66)
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African sleeping sickness  787
Agammaglobulinemia  572
Agar-agar  170

Agarose  177s
activated  105
double helices in  177
gel networks of  175

Agglutinins (lectins)  427
Aggrecan  181
Aggregation of cells  187
Aglycone  167
Agonists  479
Agrin  437
Agrobactin  838
Alamethicin  414
Alanine (Ala, A)  52s

pKa values of  293
L-Alanine (Ala, A)  52, 52s

binding constants to metal ions  311
biosynthesis  517

β-Alanine
in coenzyme A  722

D-Alanine  429
L-Alanyl-L-alanine

pKa value of  293
D-Alanyl-D-alanyl carboxypeptidase

625
L-Alanyl-L-valyl-L-methionine 57s
Albinism  887
Alcohol(s)

addition to carbonyl  677
dehydrogenation of  765 – 767

Alcohol dehydrogenase(s)  766
isoenzymes  774
stereospecificity of  479
structure  773
zinc in  680, 772 – 775

Aldaric acid  164
Aldehyde(s)

covalent hydrates  775
dehydrogenation of  766
oxidation of  775

Aldehyde dehydrogenases  776
Aldehyde oxidases  794, 890
Aldehyde oxido-reductase  891s
Aldimine.  434s See also Schiff bases

external, of pyridoxal phosphate  741
internal, of pyridoxal phosphate  741
from pyridoxal phosphate 742s

Aldo-keto reductases  774
Aldolase(s)  527, 679, 699–703

Schiff bases in  732
type I  699
type II  699, 700

Aldolase A
enzyme-substrate complex  699

Aldol cleavage  698, 742
in epimerization  778

Aldol condensation(s)  527, 529s, 699, 700
Aldonic acid  164
Aldose-ketose interconversions  692
Aldose reductase  774
Algae  20 – 22
Algin  21
Alginates  170, 178
Alkali metal ions 206
Alkaline phosphatases  645

active site of  645
occurrence  645

Alkane(s)  382
Alkenes, hydration of  683
Alkyl shift, rearrangements with  527
Alkyl cobalt  867
Alkyl ethers  382
Alkyl cobalamins

formation  870
synthesis  869 – 870

Alkyl radicals, table of names  380
Alleles  184
Alliinase  742
Allolactose  168
Allose (All)  163s
Allosteric activation  539
Allosteric constant  476
Allosteric control

of enzymes 539 – 541
Monod-Wyman-Changeux model  349

Allosteric effectors  357, 475 – 477, 536
Allosteric inhibition  539
Allosteric properties

of enzymes 539 – 541
of repressor protein  539

Allosteric site  473
Allostery (allosterism)  475
Alloxan  121
Allylic rearrangement  527, 712

with condensation  527
Allysine  429
Alpha-carbon plot  64
Alpha effect on reaction rates  590
Alpha helix See α Helix
Alport disease  438
Alternan  175
Alternative splicing of proteins  538
Altman, Sidney  84
Altrose (Alt)  163s
Aluminum

hydroxide complex, soluble  310
toxicity of 658

Amadori  rearrangement  169
Ameba  18
Amebic dystentery  187
Amebocytes  23, 25
Ameloblasts  442
Ameloblastin  442
Amelogenins  442
Amicyanin  817, 883
Amide(s)

displacement reactions of  608
linkages in proteins  55 – 57
mechanism of formation  661, 662
resonance energy  299
weak basic properties  56

Amidination  124
Amiloride  421s
Amine(s)

addition to carbonyl  677
dehydrogenation of  766

Amine oxidases  766, 782
Amino acid(s) 51–55

abbreviations of, table  52, 53
alpha (s)  41
aromatic, light absorption  749
C-terminal  57
configurations 42
dehydrogenation of  775
as dipolar ions  42, 51
essential  52, 53
N-terminal  57
pKa values of  55

table  52, 53
residues (definition)  57
separation by ion exchange

chromatography  104
sequences of  57
side chain groups  55

table  52, 53
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Amino acid decarboxylase  744
Amino acid dehydrogenase  766
Amino acid oxidases  782
D-Amino acid oxidase  478, 790, 791s

of kidney  781
Amino acid sequence  57– 59

of aspartate aminotransferase  57, 202
of insulin  118

Amino acid side chains
torsion angles of  61, 62

Amino group(s)
reactions of  123

Aminoacrylate  744s
Aminoacyl-tRNA synthetases  662
p-Aminobenzoate  473s
γ-Aminobutyric acid (Gaba)  744
Aminocyclopropane carboxylate (ACC)  744s
α-Aminoisobutyric acid  69
δ-Aminolevulinic acid  742, 745s

biosynthesis  742, 745
formation from glutamate-1-

semialdehyde  742
Aminomutases (vitamin B12)  872, 874
8-Amino-7-oxo-nonanoate  718, 742
Aminopeptidase(s)  117, 609, 627
β-Aminopropionitrile  438
Aminopterin, inhibition of dehydrofolate

reductase  805
Aminotransferase(s)  737, 740 – 743, 747– 753

half reactions  737
Ammonia

binding constants to metal ions  311
pKa value of  99, 293

Amoeba proteus  19
AMP (Adenosine 5'-phosphate)  203

in adenylate system  302 – 304
dissociation as acid  288
pKa value of  293
as protein handle  719

Amphipathic character  380, 401
Amplification

of DNA  260
of signals  567

α-Amylase(s)  603, 605 – 608
action patterns of  606
calcium ion in  606
chloride ion in  606
pancreatic, 606s
pH profile of  471
subsites  606

β-Amylase(s)  603, 608
Amylopectin  165, 170, 172, 173s
Amylose  165, 170, 172

double-helical form  173
Anaerobes

facultative  8
obligate  8

Anaerobic nucleotide reductases  864
Anaphylaxis  385
Anchors, membrane for proteins  402

diphytanylglyceryl  402
glycosylphosphatidylinositol
(phosphatidylinositol-glycan) 403,

403s, 523
myristoyl  402, 522
palmitoyl  522
polyprenyl  402

Angiosperms  29
Angiotensin II  563
Angiotensin-converting enzyme  625
Anhydrobiotic organisms  168
1,5-Anhydro-D-glucitol  165s

Animal cells, surroundings of  431– 443
Animal tissue, composition of  31
Ankyrin  405
Annelida (segmented worms)  24
Annexins  316, 422, 571
Anomeric carbon atom  162
Anomeric effect  166
Antagonists  479
Antamanide  414

Na+ complex 415s
Anthranilate  747s
Anthrax  548
Anti conformation of nucleosides  211, 212
Antibiotics  414, 479

anthracycline  223
Anticoagulation systems in blood  634
Anticodon  231
Anticodon loop in tRNA

hypermodified base in  231
Anticooperativity  352

in binding  329, 497
to metal ions  307
of protons  330

Antidotes for organic phosphates  636
Antienzymes  539
Antifreeze proteins  191
Antigen(s)  427
O-Antigen(s)  428

of Salmonella  180
Antigenic determinants  427
Antihemophilic factor  632
Antimetabolites  473
Antioxidants  818 – 820, 822 – 824, 826

vitamin E  721, 818, 819, 822, 823
Antiparallel β structures  62
α2-Antiplasmin  634
Antiport process  410
Antithrombin  634
Antitrypsin  58
AP-1 (Activator Protein)  576, 577
Apoferritin  842
Apoptosis  574, 619
Apple motif of proteins  367
Apurinic acid  250
Apyrimidinic acid  255
Aquaporins  411, 412
Arabidopsis thaliana

genome  12, 29
Arabinan  177
Arabinogalactan  431
L-Arabinose (Ara)  163

binding protein  418
D-Arabinose (Ara)  163s
L-Arabinose isomerase  693
Arachidonic acid  381s, 565
Aragonite  440
Archaea  8
Archaeobacteria  7, 815
Area detector for X-rays  134
Arg-Gly-Asp (RGD) sequence  408
Arginase  888

 manganese in  888
Arginine (Arg, R)  53s, 745
Arginine kinase  656
Arginine phosphate  303
Argininosuccinate lyase  685
Aromatic clusters in proteins  75
Aromatic groups, formation by elimination

689
Arrhenius activation energy  483
Arrhenius equation  483
Arrhenius, Svante A.  9, 83

Arrows, drawing  528, 529
Arsenate

phosphorylation, uncoupling of  596
similarity to phosphate  596

Arsenic compounds  387, 596–597
toxicity of  596

Arsenicals in treatment of syphilis, 597
Arsenite, reaction with thiols  596
Arseno-ribofuranoside  596s
Arsenolysis  596

of glucose 1-phosphate  595
Arsenophospholipid  387s
Arthropods  24
Ascaris  25

chromosome number of  18
Ascarylose  180s
Ascomycetes  20
Ascorbate oxidase  887
Ascorbate peroxidase  852
Ascorbic acid  721

nutritional requirement  756
Ascus  20
Ash, amount from tissue  31
Asparagine (Asn, N)  53s
Aspartase  526
Aspartate  737s

binding constants to metal ions  311
biosynthesis  711
effect on biotin requirement  724
metabolism of  539
residues  312

Aspartate aminotransferase  57s, 135s, 753
absorption spectra  749
active site structure  744
atomic structure  750
catalytic intermediates, models  752
NMR spectra  149
quinonoid intermediate  750
Ramachandran plot  61
sequence  57
transamination  742

Aspartate ammonia-lyase  685
Aspartate carbamoyltransferase  348s

active sites  348
regulation  540

Aspartate α-decarboxylase  753, 755
Aspartate β-decarboxylase  746
Aspartate racemase  741
Aspartic acid (Asp, D)  52, 53s

biosynthesis  517
pKa value of  293, 487

Aspartic proteases  621–625
Aspartyl aminopeptidase  621
β-Aspartyl phosphate  539, 540s
Assays of enzyme activity  456
Assembly core of virus shell  365
Assembly pathway

Bacteriophage T4  367
for virus φX174  366

Association constant. See Formation constant
Astacin  627
Asthma  26, 385
Asymmetric unit of crystal  134
Asymmetry of molecules  41– 43

handedness  41– 43
in oligomers  344

Ataxia telangiectasia  566, 574
Atomic force microscope  131

diagram of  131
Atomic force microscopy  131, 179, 392
Atomic structures of macromolecules.  See

Three-dimensional structures
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pyridoxal phosphate enzymes  750
Atoms, table of sizes 41
ATP (Adenosine triphosphate)  536, 719 – 720

in acetylation of sulfanilamide  720
in adenylate system  302 – 304
analogs of  655
binding constants to metal ions  311
as coenzymes  719
complexes with metal ions  296
dissociation as acid  288
exchange-inert complex  643
formation during oxidation of

aldehyde, scheme  775
hydrolysis of  507
enthalpy of  296
Gibbs energy of  293, 297
pKa values of  293
proteases, dependent  627, 628
in regulation  535
screw-sense isomer  643
synthesis of  303, 507– 515

ATPase  638
Ca2+  424, 425s
gastric H+, K+-  424
H+, K+-  424
Na+, K+- [ (Na+ + K+)-activated ]  423
P-type  423
traffic  417
vacuolar  425

ATP, biosynthesis of
in fermentation reactions  661
uncoupling  636

ATP-citrate lyase  703
ATP synthase  425, 514, 659
Atrial natriuretic factor  561
Aurocyanin  883
Autocatalytic reaction  470
Autocrine effect  385, 574
Autophosphorylation of receptor  562
Auxilin  427
Avidin  257, 728
Avogadro’s number  283
Axis (axes) of symmetry  322, 323, 327– 338
Axons  11
Azurins  883

B
Bacillus, definition of  6
Bacillus subtilis

genome  12
Bacteria  2. See also Specific genus and species

acetic acid  8
aerobes  10
anaerobic  8
autotrophic  8
binding to cells  186
branched fatty acids of  381
chemoheterotrophic  7, 8
chemolithotrophic  7
classification of 6–8
coats  431
composition of  31
electron micrograph of  4
flagella  6
gram-negative  6, 7, 180

transporters in 416 – 420
gram-positive  6, 7, 185, 190, 428
L forms  6

largest  8
methanogens  7
coenzymes of 813–815
nutrition of  8
photoautotrophic  8
photosynthetic  7, 9
pili  335

Bacterial dehydratases
Fe-S clusters in  861

Bacterial diseases  7
Bacteriophages

filamentous (fd, f1, M13)  129, 334, 335
helical  244
temperate  248

Bacteriophage φX174  244
Bacteriophage P22

tailspike protein  66, 66s
Bacteriophages T-even  244, 363
Bacteriophage T4(s)  363s

assembly pathway  367
lysozyme  599

Bacteriorhodopsin  71
Baculoviruses  247
Baltimore, David  84
Band 3 protein  404

of erythrocytes  420
Barrels

α/β  77
α,α  71
β  65

Basal body of flagella  15
Basal metabolic rate  283

relationship to surface area  283
Basal stem cells  439
Base(s)

of nucleic acids  199
strengths of  95, 96

Base catalysis, general  487– 491
Base composition of DNA and RNA  239
Base pairs 207– 211

angle of twist  217
base inclination  217
of DNA  200
Hoogsteen  207, 231
propeller twist  217
strength of  209
tautomerism  211
thermodynamics of  209
Watson-Crick  207, 231
wobble  209, 231

Base quartets  207– 211
Base triplets  207– 211
Basement membrane  15, 72, 431, 436
Basidiomycetes  20
Basophils  26, 188
β Bend 72 – 74
bcl  572
Bdellovibrio  3
Benzaldehyde, resonance energy  299
Benzene, resonance energy  299
Benzoic acid

acidity of  308
pKa value of  309

Benzoylformate decarboxylase  734
Berenil  225s
Beriberi  721
Beryllium, toxicity of  299
BES buffer  99

pKa value of  99
Beta cleavage. See Cleavage, beta
Beta condensation. See Condensation, beta
Beta helix See β Helix

Beta oxidation  511, 512
of fatty acids  511, 512
Knoop’s theory 513
pathway 506

Beta propeller   67, 560, 764
Beta ribbons  241
Beta sheet  64
Beta spiral  74
Bicarbonate ion

from carbon dioxide  677
in carboxylation  710
into carboxyl groups  711
rates of incorporation  710

Bicarbonate sensor  557
Bicinchoninic acid  102
BICINE buffer  99

pKa value of  99
Biliverdin  852
Binding. See also Association

by macromolecules  327– 330
cooperative processes  330 – 332
equilibria 325 – 332
of metal ions 307
multiple sites of  327– 330
ordered  464
of oxygen. See oxygen (O2), binding of
random order  464, 467

Binding constant(s)  325 – 327. See also
Formation constant

anticooperativity  329, 330
intrinsic  328
for metal complexes, table  311
microscopic  328, 329
of protons to dianions, table  328

Binding curves  326
sigmoidal  331

Binding energy
relation to maximum velocity  617

Binding equilibria  325 – 332
dimerizing protein  350 – 352

Binding protein(s)  418
for histidine  419s
for hormones  536

Binding sites, multiple  327
Bioactivation of insecticides  636
Biochemical equilibria 304 – 316
Biochemical reactions

table of types 526, 527
Biocytin  724, 724s
Biological recognition  29

glycoproteins, in  186
Biomineral precursor  843
Biopolymers, hydrolysis of  292
Biopterin  803, 804s

as hydroxylation coenzyme  803
Biosensors  122
Biosynthesis  507, 515 – 517

of isoprenoid compounds  689
scheme  506, 509

Biosynthetic pathways
committed step  535
feedback inhibition  535
schemes  506, 509

Biotin  515, 516, 711, 721, 723 – 730, 723s
biosynthesis of  718, 745
in enzymes, table  724
mechanism of action  725 – 729
nutritional requirement  756

Biotin-binding proteins  728
Biotin carboxylase  724
Biotin carboxyl carrier protein  724
Biotin holoenzyme synthetase  724
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Biotinidase  725
BIS-TRIS buffer  99

pKa value of  99
1,3-Bisphosphoglycerate  596s

in glyceraldehyde-3-phosphate
dehydrogenase  775

2,3-Bisphosphoglycerate  357s, 361
effect on hemoglobin  357

Bisphosphoglycerate mutase  654
Bisulfite  779

reaction with uridine  251
with thiamin  731

Biuret  102s
Biuret method  102
BK virus  247
Black membrane  393
Bleomycin  225s
Bleomycin hydrolase  619
Blood

carbonic anhydrase  678
cell(s)  26
complement system  58, 414
proteins of 58

Blood-brain barrier  29
Blood clotting 631– 634

anticoagulation systems  634
cascade mechanism  632
cofactors  631
inhibition of  622
intrinsic mechanism  633

Blood group determinants  182, 183
ABO system  184, 185
Cad antigen  185
Kell antigens  185
Lewis blood group  184, 185
MN antigens  185
P group  185
Rh antigen  185

Blood plasma
electrolyte concentrations  206
proteins  58

Blood platelets  26, 384
Blood type. See Blood group determinants
Blue-green algae. See Cyanobacteria
Blue multicopper oxidase  887
Bohr effect  357
Boltzmann constant  284

numerical value of  283
Bond(s)

angles 39 – 40
energies, table  299
lengths 40

Bonding
heterologous  333, 334
isologous  338
nonsymmetric  344

Bone  26, 440, 441
Bone morphogenic factor  443
Bordetella  548
Boric acid, pKa value of  99
Borohydride

in carbohydrate analysis  190
reduction by  124, 190

Boronic acids  622
Bradford method  102
Brain

of molluscs, organization  24
transporters in  416, 417, 420

Branch migration in DNA  229
Breast cancers  572
Brine shrimp  168
Bromelain  618

Bromoperoxidase(s)  856
Brönsted equation in basicity  490
Brönsted plot  309, 490
Brown, Michael S.  84
Brownian movement  461
Brucellosis  7
Bryophyta  29
Buchner, Edward  83, 456
Buffer(s)  97–98

table  99
volatile  98

β Bulge  66, 67s
Burkitt’s lymphoma  572, 576
Butyrylcholinesterase  634

C
Cacodylic acid, pKa value of  99
Cadherin(s) 187, 407

domains 408s
Cadmium  317

toxicity of  680
cADP ribose (cyclic ADP ribose)  564s
Caenorhabditis elegans

apoptosis  619
cuticle  440
genome  12
number of cells  24

Cage effect  462, 463
Caged phosphate  137
Calbindins  313
Calcineurin  646
Calciosomes  314, 563
Calcite  440
Calcitonin  314
Calcium 314 – 315

oscillations  315
release channel  314
in signaling 563 – 566

Calcium-binding protein(s)  312
Calcium-binding sites  312
Calcium carbonate

spicules  443
Calcium channels  422
Calcium ion(s)  31, 314, 315

activation of metabolic processes  314
concentration

in tissues  314
in serum  314

effects on equilibria  297
interaction with carboxylate groups  47

Callose  170, 174
Calmodulin  313, 315, 317s

in phosphorylase kinase  544
Calnexin  188, 520
Caloric values of food  282, 283

table  283
Calorie, definition of  282
Calorimeter

bomb  282
differential scanning  285

Calorimetry
animal  283
differential scanning of membranes

394
Calpactin See Annexin
Calpains  619
Calreticulins  313
Calsequestrin  313, 314

Calvin, Melvin  84
Cambium layer  29
Cambrian explosion  9
cAMP  536, 544, 544s, 556, 557

second messenger  557
Cancer 573 – 575

chemotherapy  224, 812
p53 as suppressor  581

Cancer cells
communicating junctions in  29
lack of contact inhibition  29
promoters  573

Capsid  244
Capsomers  244
Capsule  6
Captopril  624
Carbamate group (See also carbamino group)

80
in ribulose bisphosphate carboxylase
707– 709

Carbamates
in proteins  80

Carbamino groups  678  See also  Carbamate
group

in hemoglobin  358
in regulation  543

Carbamoylation
by sodium cyanide

Carbamylation See also  Carbamoylation
of lysine   707

of ribulose bisphosphate carboxylase
707
by sodium cyanate  124

Carbanion mechanism of flavin dehydroge-
nase  790

Carbinolamine(s)  677
configurations  680
formation of  526

Carbocation(s)
from alkenes  683
oxocarbenium ion  598s

Carbocation mechanism
of fumarate hydratase  684

Carbocationic intermediate  595
Carbodiimide  105s
Carbohydrate(s)

analysis  188
caloric value  283
content, in tissues  31
hydrolysis of  189
methylation of  189
NMR spectra of  190 – 192
periodate oxidation of  190

Carbohydrate-binding proteins. See lectins
Carbon-14, properties of  110
Carbon-carbon bonds

addition to  681– 683
cleavage of  530
reduction of  777

Carbon dioxide  358
carbon units, source of  810
hydration of  677, 710
reduction of  881
reduction, scheme  814
resonance energy  299
stability of  690

Carbon monoxide  553
in hemoglobin  358
oxidation of  881
resonance energy  299

Carbon monoxide dehydrogenase/acetyl-
CoA synthase  881, 882
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Carbon monoxide oxidase  893
Carbonic acid, pKa value of  99
Carbonic anhydrase  443, 676 – 678, 710

active site structure  679
mechanism  678
turnover number of  458, 678

Carbonium ion. See Carbocation
1,1'-Carbonyl-diimidazole  105s
Carbonyl group

addition of enolate anion  699 – 704
addition to  677
in displacement reactions 608 – 637, 698
facilitation of addition or elimination

681
formation  723 – 730
in metabolic sequences  681
reactivity  608
transient formation of  777, 778

N-1'-Carboxybiocytin
in action of enzyme  725

N-1'-Carboxybiotin  725, 726, 726s
dimethyl ester of  725
intermediate  725

γ-Carboxyglutamate  821, 821s
binding of calcium ions  80
formation of  820 – 822

Carboxylation
beta  527, 727– 729
biotin-assisted  724
driven by cleavage of ATP  705

Carboxylesterases  635
Carboxyl (carboxylate) groups

in proteins  312
reduction of  776
resonance energy  299

Carboxylic acid
activation of  507
dehydrogenation of  766

Carboxylic acid reductase  893
Carboxyltransferase  724

of propionic acid bacteria  725
Carboxymethylation

of proteins  594
Carboxypeptidase(s)  117, 609, 625

zinc ion in  625
Carboxypeptidase A  64s

active site 626s
pKa values of  626

Carboxypeptidase Y  610
Carboxyphosphate  726, 726s
Carcinogenic compounds

adducts with nucleic acids  235
Carcinomas  573
Cardiolipin  384
Caricain  618
Caries  442
β-Carotene  10, 390s
Carpal tunnel syndrome  756
Carrageenan(s)  170, 177, 178s
Carrageenin  22
Cartilage  26, 436

articular  182
matrix protein  437

Cascades
blood clotting  632
dephosphorylation  542
MAP kinase  576 – 578
pancreatic proteases  609
phosphorylation  542
regulatory  566, 567

Casein kinase  544
Caspases  619

Catabolism  536
and ATP synthesis  507– 515
pathways of  506, 509

Catalase(s)  844, 852 – 855, 853s
catalytic cycles, scheme  855
compounds I, II  853 – 855
function of  852
hereditary deficiency  852
iron properties  853
mechanisms of catalysis  853 – 855
molecular activity of  852
turnover number of  458

Catalysis (acid, base)  469, 486
Catalysis (enzymatic)

acid and base  469, 486 – 491
covalent  494
mechanisms of 482 – 497
microenvironment  495
microscopic reversibility  486
multiple attack  606
nucleophilic  494
proximity factor  495
stereoelectronic effect  495
strain and distortion in  496, 497
tautomeric  490, 491
transition state  482 – 486

Catalyst, polyfunctional  490
Catalytic cycles. See also Other specific

enzymes and cell cycle
for catalase  855
for coenzyme M reductase  880
for glycine decarboxylase  809
for lysozyme  599
for α-oxoacid dehydrogenases  798
for serine protease  613
for vitamin B12-dependent isomerases

872
Catalytic dyad  620
Catalytic subunits  348
Catalytic triad  134, 611– 614, 619, 635

of serine proteases  611– 614
Cataracts  169
Catechol  838
Catecholamine(s)  553
Catechol O-methyltransferase (COMT)  591
Cathepsin(s)  619, 621

G  610
K, in osteoclasts  619

Cations. See also Individual ions
active transport  422
channels  421, 422

Cat scratch disease  7
Cauliflower mosaic virus  247
CD (Cluster of Differentiation)  187, 407
Cech, Thomas R.  84
CED-3  619
Cell(s)

aggregation of  187
columnar epithelium  26
composition of 30 – 33
doubling time  470
fractionation of  98 – 100
junctions  28
metal binding sites in  311, 312
sizes of  11
squamus epithelium  26

Cell adhesion molecules (CAMs)  406
Cell constant organisms  24
Cell contacts  28, 29
Cell culture  26
Cell cycle 578 – 581

figure  580

Cell differentiation antigens (cluster of
differentiation, CD)  187, 407

Cell membranes  3
anions  420, 421

Cellobiohydrolases  602
Cell recognition  29
Cell respiration, inhibition  636
Cell signaling, table of abbreviations  577
Cell structure, compartments  552
Cell types

animal  25
plant  29, 30

Cell wall  5, 10, 15, 427– 441
of bacteria  427– 431
of plants  5, 177, 179, 443

in micrograph  13
Cellulases 602, 603

structural features  602
Cellulose  170, 171s, 172

content in spinach  31
Cellulose I  171s, 172
Cellulose II  172
Cellulose-binding domains  602
Cellusome  602
Cementum  442
Centipedes  24
Centrifugation  100

in CsCl gradients  249
density gradients  101
zone  101

Centrioles  10, 15
Centromeres, DNA of  228
Centrosome   627
Cephalopods, mesozoa in kidneys of  23
Ceramide  389s
Ceramide aminethyl phosphonates  389s
Cerebral ganglion in Platyhelminthes  23
Cerebrosides  388, 389s
Ceruloplasmin  58, 633, 839, 883, 887
CFTR  417
cGMP  561
Chagas disease  787
Chain elongation process  700
Chain-terminating inhibitors for DNA

sequencing  262
Channeled substrates  552
Chaperone (chaperonin)  339

calnexin  188
DnaK  518
GroEL  518
GroES  518
heat shock proteins  518

Chargaff, Erwin  200
Charge, effect on metal binding  311
Charge-relay system  612
Chelate complexes  310s
Chelate effect  310
Chelate stability  311
Chemical force microscopy  131
Chemical shift  138

hydrogen bonding, effect of  139
prediction  139
shielding of nuclei  138
table of NMR spectra  141
units of  138

Chemoheterotrophic bacteria  8
Chemolithotrophic bacteria  7
Chemoprevention  575
Chemoreceptors  562s

bacterial  561– 563
Chemostat  470
Chemotaxis



911Volume 1 Index

carboxylmethylation in  548, 563
CheA  562, 563
CheB  563
CheR  563
CheW  562, 563
CheY  562, 563
CheZ  563

Chiral acetates  704, 705
nonenzymatic preparation  704

Chiral methyl group  591
Chirality  42
Chitin  19, 170, 175

in exoskeleton of arthropods  24
Chitinases  599 – 602, 601, 603
Chitosan  175
Chlamydomonas  20, 22
Chloramphenicol  637s
Chloramphenicol acetyltransferase (CAT)

637
Chlorella  17, 22
Chloride channels  420, 421

band 3 protein  420
Chloride ion, activation of α-amylases  606
Chlorin(s)  843
β-Chloroalanine  739
Chlorobenzoyl-CoA dehalogenase  682, 683
Chlorocruorins  362
Chlorocruoroheme  845s
Chloroperoxidase(s)  855
Chlorophyll(s)  13

chelate effect  310
Chlorophyll a  10, 843
Chlorophyta  20
Chloroplast(s)  10, 14

in micrograph  13
ribulose bisphosphate carboxylase in

706
Cholera  7
Cholera toxin  546 – 548, 546s

in ADP-ribosylation  546
AMF images  131

Choleragenoid  333s
Cholesterol  390s, 392

elevated  16
as precursor of steroid hormones  696
from reduction of desmosterol  777

Chondroitin sulfate(s)  170, 175, 176s
Chordata  25
Chorismate  485s, 690s

biosynthesis of  689, 690
Chorismate mutase  485
Christian, W.  767
Christmas factor  632
Chromatin  11
Chromatography  102 – 105. See also specific

types
Chromium  888 – 889

complex with ATP  643
Chromosome(s)  11, 17

bacterial  3
homologous pair  18
micrograph of  371
numbers of  18
sizes of  18

Chymopapain  618
Chymosin  621
Chymotrypsin  66, 609

inhibition by TPCK  477
specificity  117
turnover number of  457

Chymotrypsinogen  609, 613, 615
activation of  609, 615

hydropathy index  78
Cibachron blue in affinity chromatography

106
Cilia  10, 15. See also flagella

eukaryotic structure  15
Ciliophora  19
Cinnamic acid  756s
Cinnamoyl-CoA thiol esters  682
Circular dichroism (CD)

of bound PLP and PMP  750
Cisplatin  218, 224s
Citrate  480s, 506s, 515, 516s, 686s

binding constants to metal ions  311
prochiral centers  480

Citrate cleaving enzymes 703 – 704
Citrate synthase(s)  527, 676, 700–703, 702s

active site  703
mechanism  700

Citric acid
pKa values of  99
synthesis of  700

Citric acid cycle  506, 508, 515
discovery of  516
priming of  711
scheme  516

Citrulline  80
Citryl-CoA  703
Claisen condensation  699
Claisen rearrangement  485
Clathrin  426
Clathrin light chains  313
Cleavage

aldol  698
alpha  730
of amino acid side chains  745
beta 698 – 711

Clone of cells  26
Cloning vehicle  263
Clostridium acetobutylicum  705
Clostripain, specificity  117
Clp (caseinolytic protease)  628
Cluster of differentiation, CD  187
CMP (Cytidine 5'-phosphate)  203
Cnidaria (Coelenterata)  23
Coated membrane  426s
Coated pits  426
Coated vesicles  426
Coatomer  426
Cobalamin  867. See also Cyanocobalamin,

Vitamin B12
in ribonucleotide reductase  871

Cobalamin-binding proteins  58
Cobalophilin  869
Cobalt 866 – 877

complex with ATP  643
Cocarboxylase  721
Coccidia  19
Coccus, definition of  6
Cocoonase  610
CO dehydrogenase/acetyl-CoA synthase

881
Coding strand (non-transcribing) of DNA

204, 237
Codon(s)  4, 236

initiation  236
stop  236
table  236

Coenzyme(s)  511, 719 – 757, 765 – 829
ease of dissociation from proteins  719
oxidative  719

Coenzyme A (CoA)  507, 720 – 723, 722s
functions of  722

Coenzyme A persulfide  790
Coenzyme A transferases  662
Coenzyme F420  788
Coenzyme M  813s, 814, 815
Coenzyme M reductase

mechanism  of  881
scheme  880

Coenzyme Q  818. See Ubiquinones
Cofactor F430  879 – 881, 880s
Coiled coil

helical wheel  70
heptad repeat  70
superhelix  70

Colchicine  371, 371s
ColE1  248
Colicins  414, 418
Colipase  635
Colitose  180s
Collagen  15, 72, 181, 409, 432 – 441

alternative splicing  436
amino acid composition  72
biosynthesis of  433
characteristics, table  434
crosslinking  433, 434
gene location, table  434
genetic defects 438
hydrogen bonds in  72
location, table  434
sequence  72
structure  72, 432, 433
vertebrate types, table  434

Collagen fibril, electron micrograph  73
Collagen, type IV

electron micrograph of  437
structural model of  437

Collagenases  627
Collagenlike peptide  73s
Collenchyma  30
Color reagents  120
Combinatorial libraries  128, 129
Combustion, Gibbs energies of  297, 298
Communication between cells  26 – 29
Competitive inhibitors  471, 472

slow, tight-binding  472
Complement system

of blood  72, 414
of thioester-containing proteins  630

Complementarity
of amino and carbonyl  679
of enzyme surfaces  478
of substrate  478

Compound I, II
of peroxidases, catalases  853, 855

COMT. See Catechol O-methyltransferase
Concanavalin A  186, 342
Concentration gradient(s)  289, 410
Concerted mechanism  490
Condensation

aldol  699, 700
alpha  730
beta  527, 698 – 711

Configuration
of amino acids 41– 43
entgegen (E)  43
rectus (R)  42
RS  notation 42
sinister (S)  42
of sugars  163
zusammen (Z)  43

Confocal micrograph
of a cerebellum  130
of metaphase chromosomes 361
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Confocal scanning microscopy  129
Conformations of molecules 43 – 45

anti  43
anti-periplanar  43
boat (B)  166
eclipsed  44
envelope  166
Fisher projection  42
gauche  44
Newman projection  44
of nucleotides  211
of polysaccharide chains  170
quasi-equivalence  348
random coil  69
sickle  44
skew (S)  166
twist (T)  166
5- and 6-membered rings  166
C1 of sugars  166
chair  166

Conformational changes
cooperative 349 – 353
during dehydrogenase action  773
in enzymes  481
in proteins  81
role of buried hydrogen bonds  81
slow  477

Conformational maps  60
Conformational substates in proteins  496
Conidia  20
Conjugate bases  486
Connective tissue  72, 431
Connexons  29
Consensus sequences in DNA  265
Constitutive enzyme  538
Contact inhibition  573

of cells  29
Control elements of metabolic reactions  536
Controllability coefficient  537
Coomassie brilliant blue  102, 122s
Cooperative binding  352

of protons  331
of substrate  476

Cooperative changes in conformation 349 –
353

Cooperative processes  330 – 332, 334
Copper  65, 514, 882 – 887

as nutritional essential  882, 883
uptake regulation  883

Copper amine oxidases 816 – 817
mechanisms  817

Copper oxidases  885 – 887
Copper proteins, electron-transferring  883,

884
Copper – sulfide cluster  884s
Coproporphyrin III  843, 845s
Cornified cell envelope  439
Corrin in transmethylation  592
Corrin ring  867, 868
Corrinoid-dependent synthesis

of acetyl-CoA  876, 877
Cosmarium  22
COSY-NOESY diagram  143
Cotransport (symport) process  411, 416, 417
Coulomb  283

definition of  47
Coulomb’s law  47
Countercurrent distribution  102
Coupled enzyme assay  768
Coupling constants. See also NMR spectros-

copy
Covalent catalysis  494, 591

Covalent modification
in control of metabolism  541– 545
by dephosphorylation  541– 545
by phosphorylation  541– 545
reactions, table  543

Covalent radii  40
Covalent structure of proteins  57
Cow, genome  12
Cozymase  767
Crambin, amide exchange rate  149
Creatine kinase  656

transition state structure  640
Creatine phosphate  303
Crepenynic acid  381s
Cretinism  31
Creutzfeldt-Jakob disease  248
Crick, Francis H. C.  84, 200
Cristae of mitochondria  14
Crossing-over  18
Crosslinking  79
Crotonase. See Enoyl hydratase
Crowfoot Hodgkin, Dorothy M.  84
Cruciform structure in nucleic acids  229
Crustacea  24
Cruzain  619
Cryoenzymology  469

elastase  616
Cryoprotectants  191
Crystallins  169
Crystallography  131– 137

electron  131
X-ray  132 – 137

Crystals, liquid  392 – 394
Crystal systems  133
Cubic symmetry

of oligomers  342
of pyruvate dehydrogenase  796

Cupric ion, complexes with ammonia  307
Curdlan  170, 174
Cuticle

of invertebrates  440
of plants  15, 30
in micrograph  13

Cutinase  134s, 635
Cyanase  717
Cyanate, carbamoylation by  360
Cyanide ion

adduct with NAD+  779
complex with hemoglobin  358
reactivity of  590

β-Cyanoalanine  438
Cyanobacteria  7, 10
Cyanoborohydride  124
Cyanocobalamin  867s, 869. See also Vitamin

B12
reduction  869, 870

Cyanogen bromide  117
agarose, activation of  105

Cyclic adenosine 3',5'-monophosphate
as attractant for Dictyostelium  20

Cyclic ADP ribose  778
Cyclic AMP. See cAMP
Cyclic GMP. See cGMP
Cyclic symmetry  333
Cyclins, mitotic 580

cell cycle  524
D1  572
G1 or start  580

Cyclization
PLP-dependent enzymes  741

Cyclodextrins  171
Cyclodextrin glucanotransferase  603, 607

Cycloglutamate inhibitors  739s
Cycloguanil  805
1,2-Cyclohexanedione, reaction with

guanidinium groups, 126
Cyclophilin  488

human 488s
D-Cycloserine  739s
Cyclosporin  488, 488s
β Cylinders  65, 66, 686
Cystathionine, 746s

formation  746
Cystathionine β lyase  742
Cystathionine β-synthase  744
Cystathionine γ-synthase  743, 746
Cystatins  622, 629
Cysteamine disulfide (cystamine)  549
Cysteine (Cys, C)  52, 53s

microscopic pKa values  306
zinc complex  680

Cysteine residues  53
crosslinking of  80, 521, 522, 786, 787

Cysteine proteases  618 – 619
Cystic fibrosis  16, 421

transmembrane conductance
regulatory  421

Cystine residues
beta elimination  85

Cystinuria  16, 417
Cytidine (Cyd)  203

absorption spectra of  205
reaction with hydrazine  252

Cytidine 5'-phosphate. See CMP
Cytidine diphosphate choline  720
5'-Cytidylic acid. See CMP
Cytoadhesins  409
Cytochalasin B  416s
Cytochrome(s)  845 – 848
Cytochromes b  847
Cytochrome b562  847
Cytochrome c  846, 847, 847s

absorption spectra  846
structural studies  846

Cytochrome c oxidase  848, 887
Cytochrome c peroxidase  849s, 852

active site of  853
Cytochrome c3  847s
Cytochrome oxidase  513
Cytochrome P-450  846
Cytokines  188
Cytokinin  235
Cytomegalovirus

micrograph  246
protease of  614

Cytoplasm, definition of  3
Cytosine (Cyt, C) 199s, 203

acid – base chemistry  204, 205
Cytoskeleton  15, 368 – 372, 405

intermediate filaments  369
microfilaments  369, 370
microtubules  370

Cytosol, definition of  14

D
Daltons  4
Dansyl chloride  118, 118s
Darwin, Charles  9
Daunomycin  222, 223s

intercalation with DNA, figure  223
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DDT dehydrochlorinase  551
Dead-end complexes  466
DEAE-cellulose  104
DEAE-Sephadex  106
Deamidation

of asparagine  594
of asparaginyl residues  84

5-Deazaflavin
in hydrogenase  879
nonenzymatic oxidation of NADH  789

Deazariboflavin 5'-phosphate  789
Debranching enzyme  606
Debye-Hückel equation  288
Decarboxylase(s)  753 – 755

biotin-dependent  729
dialkylglycine  745
pyridoxal phosphate-dependent

enzymes  744, 745
pyruvoyl enzymes
Schiff bases in  732
thiamin-dependent  730 – 733

Decarboxylation  527, 705 – 710
catalysis by amines  705
catalysis by metal ions  705
of β-oxoacids  698, 705, 742

Decarboxylation-transamination reaction
748

Decarboxylative elimination  526
Degree of hydration, effect on metal binding

311
Dehydroalanine  755, 757s
Dehydroalanine residue  754, 756
Dehydroascorbate  787

transport  416
Dehydroascorbic acid  416, 787
Dehydrogenase(s)  514, 765 – 802

conformational changes  771, 772
3-dimensional structures  768
mechanisms  768–775, 770 – 771
nucleotide-dependent  777
stereospecificity  768 – 775

Dehydrogenation
of alcohols  765 – 767
of amines  775
of amino acids  775
reactions of flavoproteins, table  784
types of, table  766

Dematin  405
Denaturation of proteins  82

by guanidinium chloride  82
by sodium dodecyl sulfate  82
by urea  82

Dental plaque  442
Dentin  442
5'-Deoxyadenosyl cobalamin  867, 867s,

872
Deoxyhemerythrin, oxygenation of  862
Deoxyhemoglobin  850, 851
Deoxy-D-mannooctulosonic acid (KDO)  180s
Deoxyribonuclease 652 – 653
Deoxyribonucleic acid. See DNA
2-Deoxyribose  200s
1-Deoxyxylulose 5-phosphate  735, 736
Dephosphorylation, cascade  542
Depsides  23
Depsipeptide  414
Derepression of enzyme synthesis  536
Dermatan sulfate  170, 175, 176s
Dermatosparaxis  438
Dermis  439
Desaturases  863
Desmid  22

Desmosine  436, 436s
Desmosome  10
Desmosterol  777s

reduction to cholesterol  777
Desulforedoxin  859
Desulfuration of insectides  636
Dextrans  170, 174
Dextrin(s)  606
Diabetes mellitus  567
Diabetic nephropathy  438
Diacylglycerols  563, 564

scheme  565
in signaling  563 – 566

Dialkylglycine decarboxylase  743, 745
Dialkylnitrosamines  254s
Dialysis  100
1,4-Diaminopropane  745
Diastereoisomers (diastereomers)  43, 162
Diastereotopic atoms or groups  479
Diatomaceous earth  21
Diatoms  21

motion of  21
Dicoumarol  821, 821s
Dictyosome in micrograph  13
Dictyostelium discoideum  20

cAMP as messenger  557
genome  12

Dicyanocobalamin  870
3,6-Dideoxyhexoses, formation of  747
Dielectric constant  47
Diesenhofer, Johan  84
Diethanolamine, pKa value of  99
Diethylmalonic acid, pKa value of  99
Diethylpyrocarbonate reaction with histidine

126
Difference electron density map  136
Differential scanning calorimetric curves  395
Differentiation

among prokaryotes  9
cluster of (CD)  187, 407

Diffractometer  134
Diffusion  109, 410

exchange  410
facilitated  410
mobile carrier  414
saturation effect  410
through membranes  410, 414

Diffusion constant  461
Diffusion-controlled limit on reaction rates

462
Digestion  505, 507
Digoxigenin  257
Dihedral (D2) symmetry  338
D-gluco-Dihydroacarbose  607s
Dihydrofolate reductase  804 – 808, 810, 811

active site structure  807
inhibitors  805
mechanism  805 – 808
structure  805 – 808

Dihydrolipoic acid amide  784s
Dihydrolipoyl dehydrogenase  785, 796
Dihydrolipoyl transacetylase  796s
Dihydropteroic acid  473
Dihydropyridine receptor  314
Dihydroriboflavin  794
Dihydro U loop of tRNA  231
Dihydrouridine  234
Dihydroxyacetone  164s
Dihydroxyacetone phosphate  694s
Dihydroxyacid  697
Dihydroxyacid dehydratase

Fe-S clusters in  861

ortho-Dihydroxybenzene. See also Catechol
3,4-Dihydroxyphenylalanine (dopa)  80, 887,

887s
2,3-Dihydroxyproline  80
Diiron desaturases  863
Diiron oxygenases  863
Diiron proteins  862 – 864
Diiron-tyrosinate proteins  862 – 863
Diisopropylfluorophosphate (DFP,

diisopropylphosphofluoridate)  610s
Dimethylallyl diphosphate  712s
Dimethylallyl pyrophosphate, condensation

of  527
Dimethylarsine  876
Dimethylglutaric acid, pKa value of  99
Dimethylimidazole  868s
Dimethylsuberimidate  125s

crosslinking of proteins  125
Dimethylsulfoxide reductase  836s
Dimethylsulfoxide reductase family  890
Dinoflagellate  19
Dioldehydratase  871

stereochemistry  872, 874
Dioxetane  820
Dioxygen  850s
Dipeptidyl aminopeptidase  117
Dipeptidyl peptidase  619
Diphtheria toxin, ADP-ribosylation  548
Diphytanyl group  385
Diphytanyl tetraether lipids  387
Diploid cell  17
Diploid phase  18
Dipolar ion  41
Disaccharides  167–169

hydrolysis of, Gibbs energies  169
Discoidin I  186
Diseases, bacterial  7
Displacement reactions, nucleophilic  123,

482, 530, 589 – 670
on carbonyl groups  608 – 637, 698
multiple  660
on phosphorus atom 637– 657 See also

Kinases, phosphatases, transferases
in-line  638
permutational rearrangement  638

proteases  608 – 637
rates of 589 – 590
on sulfur atoms  659, 660

Dissipative structures  289
Dissociation constant(s)  304

apparent  293
Disulfide bridges (crosslinkages)  65, 80

cleavage of  115 – 116
cleavage with performic acid  115
locating  119
in proteins  80
reduction of  115, 785

Dithioerythritol  115
Dithionite ion  779
Dithiothreitol  98, 115, 822
Dityrosine linkages  81
DMSO reductase  890
DNA

A form  213, 214s
within ancient conserved regions  9
B form  213, 214s

hydration of  213
right handed helical structure  213
side-by-side structure  213

base composition of  239
base inclination  216
base roll  216
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bending of  218
cDNA  257
circular, in trypanosomes  219
cloning of  201
coding capacity  16
coding strand of  204, 237
conformational flexibility  216
consensus sequences  265
content in tissues  31
denaturation of  255
density gradient centrifugation  101
double helical structure  201
electron micrograph of  213
electron transfer in  218
electrophoresis  221, 249
extraction of  249
fingerprinting  259
footprinting  266
gyrase  220
H-DNA, proposed structure  226
helical twist  216
helix parameters  216
Holliday junction  228 – 230
hydration of  216
hydrolysis of  249, 251
hypersensitive sites  266
interaction with spermidine and

spermine  218
intercalation  221, 223
intrachain NOEs  268
knot, electron micrograph  219
light absorption  209
linking number  220
major groove  201, 213
melting curve  256
minor groove  201, 213
mispaired bases in  218
mitochondrial  14

map  262
nanochemical scale construction  230
nearest neighbor analysis  265
negative strand  244
NMR spectroscopy  266 – 270

1H spectrum  269
non-coding (transcribing) strand  237
open reading frame  237
operator  237
overstretched  217
palindromes in  238
plectonemically interwound  220
polymorphism  259
propeller twist  216
R-DNA  226
reassociation curves, figure  256
reassociation kinetics  255
relaxed  221
repetitive  11
replicative form  244
sequence determination  260 – 266
sequences, understanding  265
sequencing gel, figure  263
single-stranded binding (SSB) proteins

239
solenoidal  220
structures  214, 223, 225, 228, 229,

240 – 243
supercoiled  219 – 222
superhelix density  221
tetraplex (quadruplex) structures  227
topological isomers  221
toroidal (solenoidal)  220
triplex  227

typing  259
underwound  220, 221
Watson-Crick structure  200
Z form  214s, 215, 239

enhancers in  216
DNA-binding motifs

in proteins  241
DNA-binding proteins

helix-turn-helix motif  239
DNA, circular  218, 219

linking number  220
writhe  220

DNA gyrase  220
DNA, mitochondrial  14

physical map  262
DNA photolyase  794, 802
DNA polymerase(s) 657

Thermus aquaticus (Taq)  260
zinc in  680

DNA - protein interactions  266
DNA-RNA hybrids  257
DNA sequencing  260 – 266

chain-terminating inhibitors  262
method of Maxam and Gilbert  264
Sanger dideoxy method.  262

DNA supercoiling estimating amounts  222
DNase. See Deoxyribonuclease
Docking protein for SRP  520
Domains in protein structure  74
Donnan equilibrium  420
Dopamine  744
Dopamine β-monooxygenase  887
Double displacement reactions  595

ping-pong mechanism  595
in ribonuclease  647

Double helices  201, 213 – 218
conformational flexibility  216
hybrid DNA-RNA  230

Double reciprocal plot  460
Drawing arrows  528, 529
Drosophilia melanogaster  24

genome  12
Drosopterins  803, 804s
DSS or Tier’s salt  138
Dyad axis  134, 213
Dye, reducible  300
Dynamic equilibrium  289
Dyneins  370
Dysentery, Shigella dysenteriae  7
Dystrophin  405

E
E (entgegen) configuration  43
E3 binding protein  796
Eadie-Hofstee plot  460
E-cadhedrin  574
Echinodermata  25
Ectoderm  23
Ectoenzymes  409
Ectopic proteins  573
Edelman, Gerald M.  84
Edman degradation  118
EDTA. See Ethylenediaminetetraacetic acid
Effector(s) of allosteric enzymes  473 – 475
EF-hand motif  313, 317
EGF (epithelial growth factor), definition of

577
EGF-like domains  367

Ehlers-Danlos syndrome  438
Eicosanoid  565
Eigen, Manfred  84
Elastase  66, 609, 610, 611s

cryoenzymology  616
β-cylinder in  78

Elastic fibers  436
Elastin  15, 72, 436
Electrical double layer  400
Electric field jump methods  468
Electrochemical gradient  410
Electrochemical transference  311
Electrode(s)

calomel  300
reference  300

Electrode potentials  300 – 302
measurement of  302
observed  301
standard, table  300

Electrogenic  423
Electromotive force of electrochemical cell

300
Electron carriers  512 – 514, 767– 802, 843 –

850, 883
Electron crystallography  131
Electron micrograph

of bacteria  4
of cell junctions  27
of plant cell  13
of starch granules  172
of viruses  246

Electron microscopy  129 – 131
Electron microscope tomography  130
Electron-nuclear double resonance (ENDOR)

399
Electron paramagnetic resonance (EPR, ESR)

spectra 398, 399
first derivative plot  398
of putidaredoxin  860
of tetramethylpiperidine-1-oxyl  398

Electron transfer
biological, mechanism of 848 – 850
coupling  849, 850
gating  849, 850
ionic equilibria, effects of  850
pathways  848

Electron transferring flavoprotein (EFT)  514,
794

Electron transport chain  512 – 515
of mitochondria  513

Electron-transport proteins  514, 767– 802,
819, 843 – 850

Electronic noses  122
Electropherogram, single erythrocyte  107
Electrophilic center

definition of  589
in enzymes  754 – 757

Electrophilic reagents
reactions of nucleic acids  253 – 255

Electrophoresis  58, 106 – 108
agarose gel  106
capillary  106, 107
diagonal  120
pulsed field  249, 250
SDS-polyacrylamide gel  106, 113
zone  106, 249

Electrophoretic molecular sieving  106
Electrostatic effects

on pKa values  330
titration curves of proteins  330
transmission through aromatic rings

330
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Electrostatic theory  311
Element(s)

essential  33
in human body  31
toxic  33

Elimination reactions  526, 530, 677– 690
beta, of cystine residues  85
conjugative 689
decarboxylative 689
facilitation by carbonyl group  681
of γ substituent  746
of PLP-dependent enzymes  742
reversibility  690

Ellman’s reagent  125, 125s
Elongation factor EF-Tu  558
Elongin complex  564
Embden-Myerhof-Parnas pathway  508, 510
Embryos, plant  30
Emphysema  629

treatment of  631
Enamel  442
Enamelins  442
Enamelysin  627
Enamines, 528s

formation of  526
Enantiomers  164

definition of  41
Enantiotopic atoms or groups  479
Endergonic reactions  286
Endo ring conformation  212
Endocytosis  13, 425 – 427
Endoderm  23
Endoglucanases  602
Endoglycanases  593, 602
Endonexin See Annexin
Endoplasmic reticulum (ER)  10, 13, 14, 521

cisternae of  14
definition of  14
in micrograph  13
rough  14
smooth  14

Endosomes  13, 426
Endosperm  30
Endothelial cell-derived relaxing factor. See

Nitric oxide, NO
Endotoxins  431

cis-Enediol  693s
Enediol; Enediolate  694s, 695s

intermediate  693
Energy (E)  282

solar  289
sources of  507
storage and utilization of  302, 303

Enhancer  576
Enkephalin  54s
Enkephalin convertase. See Carboxypepti-

dase N
Enolase  685

active site 685s
metal ion requirement  685
relaxation of water protons  685

Enolase superfamily  686
Enolate anion  46, 46s, 681, 698 – 710

formation of  526
as nucleophile  527
from oxosteroid  696
phosphorylation of  706
resonance-stabilized  494

Enolic forms  530
Enolic intermediates 691– 699
Enolpyruvoylshikimate-3-phosphate. See

EPSP

Enoyl-acyl carrier protein reductase   777
Enoyl hydratase  681
Enoyl reductase  766
Entamoeba, PEP carboxytransphosphorylase

of  706
Entamoeba histolytica  19
Enterobactin (enterochelin)  838s
Enterokinase. See Enteropeptidase
Enteron  24
Enteropeptidase  609
Enthalpy  282

of combustion  282, 283
Enthalpy change(s)  282, 283

estimation of  297
of dissociation, table  293

Entner-Doudoroff pathway  697
Entropy (S)  284, 285

of gases  284
from heat capacities  285
of racemization  284
relationship to microscopic disorder

284
table  285
units, definition of  284

Environment (thermodynamics), definition
of  282

Enzymatic reactions
catalysis  482 – 497
classification of  530
enolic intermediates  691– 699
first order  457
integrated rate equations  457– 460
pH, effect on  469 – 471
progress curve  456
reversible  458, 464 – 468
second order  458
stereoelectronic effect  495
velocity of  455 – 458

Enzyme(s)  1, 2, 455 – 503
activation of 471– 478
active site  491– 494
biotin-containing  724, 725
table  724
catalysis by  482 – 497. See also Catalysis

(enzymatic)
classification  497
conformational changes in  481
constitutive  538
dead-end complexes  466
debranching  606
effectors of  474
equilibrium  467
feedback inhibition, figure  540
history of  456
hydrogen bonding in  491– 494
induced fit  481
inducible  538
inhibition of 471– 478

competitive  471, 472
irreversible  477, 478
noncompetitive  473 – 475

inverting  593
isologous dimers  349
kinetic parameters  459
kinetics of action 455 – 471
mechanism

iso  466
ping-pong  465
reciprocating (flip-flop)  497

modifiers of  474
molecular activity of  457
molybdenum-containing  890 – 893

Fe-S clusters in  862
multisubstrate, kinetics of  464, 465
oligomeric  475, 497
pacemaker  535 – 537
processive action  602
prochiral centers  478 – 481
proofreading  482
pyridoxal phosphate, coenzyme table

743
rate equation for  460
rate of encounter with substrate

461– 464
reaction rate  455 – 458. See Kinetics
regulation.  See Enzyme regulation
retaining  593
saturation of  457
selenium-containing  822 – 827
specific activity of  457
specificity of 478 – 482
starch-hydrolyzing  605 – 608
stereospecificity  478 – 481
substrate binding  463, 464
tetrameric  342
thiamin-dependent, structures  733
thiamin diphosphate-dependent, table

735
Enzyme-activated inhibitors  682, 864
Enzyme assay, coupled  768
Enzyme-inhibitor complex  472
Enzyme regulation   535 – 537, 539 – 553, 571–

581
allosteric control  539 – 541
by allosteric effectors  475 – 477
by covalent modification  541– 545
by group transfer modification  545 –

549
by hormones  553 – 563
by ions  549
by thiol-disulfide equilibria  549

Enzyme-substrate (ES) complexes
formation and reaction of  458 – 461
Enzyme synthesis, genetic control of. See also

Protein synthesis
Eosinophils  26, 188
Epidermal growth factor (EGF)  544, 571
Epidermis  439
Epidermolysis bullosa  440
Epimerases  692
Epimerization of sugar, mechanisms  778
Epimers, definition of  163
Epinephrine (adrenaline)  542, 553, 553s
Episomes. See plasmid
Epithelial cells  29
Epitheliocytes  25
Epoxides, alkyation by  254
Epoxide hydrolases  591
EPR (electron paramagnetic resonance)

spectroscopy  398, 399
of glutamate mutase  873
in study of phosphotransferases  639

EPSP (enolpyruvoylshikimate-3-phosphate)
687s

synthase  687
Epstein-Barr virus  247
Equilibrium in carboxylation reactions  725
Equilibrium constant(s)  304

for association 325 – 332
for binding of metal ions 307
for carboxylation of propionyl CoA

725
changes with temperature  289
from concentrations  288
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effect of pH  293 – 297
for hydrolysis  292
prediction by Hammett equation  309
as ratio of rate constants  458
relationship to Gibbs energy change  2

87
stepwise, for complex formation  307

c-erb  571
v-erb  571, 572
Erhlich, Paul  473
ERK  577– 579
Erythrocruorins  68, 362
Erythrocytes  26, 404 – 406

cytoskeleton  405
defects  826
integrin  405, 406
membrane skeleton  406
NADP+ from  767
size of  11

Erythrocyte membranes
band 3 protein  420
proteins of  403

Erythrose  163s
Erythrulose  164s
Escherichia coli 3

composition of  31
DNA of  4
envelope structure  428
genome  12

Essential trace elements  31, 33, 837, 877– 881,
887– 894

Ester(s)
displacement reactions of  608
mechanism of formation  661, 662
resonance energy  299

Esterase(s)  526, 634 – 637
Ethanol  508
Ethanolamine, pKa value of  99
Ethanolamine ammonia-lyase  871
Ether lipids  382
Ether phosphatides  383s
Ethidium  223s
Ethidium bromide  221, 222
Ethylenediamine, binding constants to metal

ions  311
Ethylenediaminetetraacetic acid (EDTA)  98,

311s
N-Ethylmorpholine, pKa value of  99
ets  576
Eubacterium  3, 6
Euglena  19
Euglenophyta  20
Eukaryote(s), unicellular  18 – 22
Eukaryotic cells  11– 15

definition of  2
iron uptake  839
structure  10

Evolution  9
of eukaryotes  15 – 18

Exchange diffusion  410
Exchange rates, amide protons  148
Exchange reactions of enzymes  595
Exergonic reactions  285
Exo ring conformation  212
Exocytosis  14, 427
Exoglycanases  593
Exponential growth rate constant  470
Extensins

glycosylation of  181
in plant cell wall  72

Extracellular matrix (ECM)  406, 427–  441

F
FAD (flavin adenine dinucleotide)  511, 511s,

765, 780, 781s
FADH2  529, 529s
Familial adenomatous polyposis  574
Faraday, numerical value of  283
Farnesyl group  402, 559
Fat(s). See also Triacylglycerol (triglyceride)

composition of  380
hydrolysis of  507

Fatty acid(s) 380 – 382
activation of  512
acyl CoA, derivatives of  507
biosynthesis of  722
branched chain  381
cyclopropane-containing  399
essential  721
in lipids  380
names of, table 380
oxidation  511
pKa values of  380
stability of  589

Fatty acyl-CoA derivatives  507
Fatty alcohols 380 – 382, 382
Favin  64s
Feedback inhibition  536, 539
Feedback repression  536
Ferments  456
Fermentation(s)  8, 508 – 511, 535

of glucose, Gibbs energy change  298
glyceraldehyde-3-phosphate dehydro-

genase in  775, 776
reactions  298, 510

Ferns  18
gametophyte and sporophyte forms  18

Ferredoxin(s)  793, 857, 858s
from chloroplasts  859
reduction potentials  857

Ferredoxin:NADP+ oxidoreductase  788, 794
Ferrichrome  838s, 839
Ferric uptake regulation protein  839
Ferriheme(s)  844
Ferritin  343s, 841s, 841, 842
Ferrochelatase  843
Ferroelectric crystals  486
Ferroheme(s)  844
Ferrous ion in aconitase  688
Ferroxidase center  843s

in ferritin  842
Ferryl iron in peroxidase and catalase  854
Fetal hemoglobin  362
α-Fetoprotein  573
FhuC, D  839
Fiber cells  30
Fibrillin  440
Fibrin  631, 632

stabilizing factor  632
Fibrinogen  58, 409, 578, 632
Fibroblasts  25, 433

micrograph of  370
Fibrocytes  25
Fibronectin  407, 409

domain structure  409
Fibrous dysplasia  576
Fibulin  437
Ficin  618
Field flow fractionation  103
Fifth disease  244
Filaggrin  370, 439

Filamin  370
Filaria worms  24
Fimbriae  6. See also Pili
Fingerprinting. See also Peptide mapping

of DNA  259
of proteins  118, 360

First Law of Thermodynamics  282
First order reactions  457
Fischer, Edmond H.  84
Fischer, Emil H.  42, 83
Fischer projection formula  42

of monosaccharides  163
FK506  488
Flagella

bacterial  3, 6, 562
eukaryotic structure  15

Flatworms  23
Flavin(s)

chromatography of  103
electrophilic centers  790
fluorescence  103
half-reduced  791
isoalloxazine ring  790
metal complexes  794
properties of  793

Flavin adenine dinucleotide. See FAD
Flavin adenine diphosphate. See FAD
Flavin coenzymes  766, 780 – 795

modified  788, 789
reduced  794

Flavin radicals  792
color of  794
formation constant  794

Flavocytochrome b2  782, 794, 847
Flavodoxins  793, 799, 800
Flavoprotein(s) 513, 788

dehydrogenation reactions  782 – 787
table  784

reduction potentials of  782
Flavoprotein dehydrogenases  789

free radicals  793
mechanisms  789 – 791

Flavoprotein oxygenases
free radicals  793

Flow of materials within cells  289
Flow cytometry  107
Flukes  24
Fluorescamine  120s
Fluorescence

in analysis  120
of flavins  103
recovery after photobleaching  400
of vitamin B6 coenzyme  750

Fluorescence probe
polarity-dependent  396

Fluoride ion
inhibition of acid phosphatases  645

5-Fluorouracil  812
Fluorographs  103, 252
5-Fluorouridine  574
Flux

across membranes  410
in metabolism (analysis)  536, 537

FMN (Riboflavin 5'-phosphate)  513, 765, 780,
781s

Focal adhesions  405, 406
Fodrin  405
Folate coenzymes, 803, 804. See also Folic acid
Folate receptors   805
3-Fold axis  333
Folding patterns

of polypeptides 76, 77
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effects of sequence  78
Folic acid (pteroylglutamic acid)  473, 557,

721, 802
deficiency of  802
metabolic functions  802
nutritional requirements  756
in transmethylation  592

Folyl polyglutamates  803
Footprinting

DNA  266
hydroxyl radical  267

Foraminifera  19
Forces

acting between molecules 46 – 51
electrostatic  47
van der Waals  46

Formaldehyde  802
hydration equilibrium  677
reaction with nucleic acid bases  253

Formate. See also Formic acid
carbon units, source of  810

Formate dehydrogenase  824, 890, 892, 893
molybdopterin  892

Formate dehydrogenase H  893
Formation constants  304. See also Equilibrium

constants
macroscopic  328
of metal complexes  312
for Schiff bases  679
stepwise  327, 328

Formic acid  802
pKa value of  99, 293

Formiminoglutamate  810
Formiminoglycine  810
Formyl-THF synthetase  810
Formylglycine in sulfatases  659
Formylmethanofuran  814s
N-Formylmethionine  231
6-Formylpterin  803
10-Formyltetrahydrofolic acid (l0-formyl

THF)  810
Fos  70, 241, 572

definition of  577
fos  572, 576, 579
Fossils of bacteria and blue-green algae  17
Fourier transform infrared spectroscopy

of membranes  396
Fractionation

of cells and tissues  98 – 100
Fragile X syndrome  228
Frame-shifting  538
Franck-Condon principle  848
Franklin, Rosalind N.  200
Free energy. See Gibbs energy
Free radicals. See also Superoxide anion

radical, nitric oxide (NO)
in action of peroxidase and catalase

855, 856
in coenzyme M reductase  880
flavin  791– 794
in metalloenzymes  850 – 886
in pyruvate formate-lyase  800 – 801
in pyruvate oxidase  736, 799
in reactions of vitamin B12  869 – 876
in ribonucleotide reductases  864, 865

Freeze-fractured membranes, figure  405
Freeze fracturing  130
FreIp metalloreductase  839, 883
Frictional coefficient  109

of sphere  109
Fructofuranose (Fruf)  165s
Fructofuranosyl-enzyme  597s

Fructose (Fru) 162s, 175
Fructose 2,6-bisphosphate (Fru-2,6-P2)

in regulation of glycogen metabolism
537

beta form 541s
Fructose bisphosphate aldolases  699
Fructose 6-phosphate  535, 693s
Fructose 6-phosphate kinase  656
Fructose-1,6-bisphosphatase  645
Fructose-2,6-bisphosphatase  646
Fruit fly. See Drosophilia melanogaster
Fucose (Fuc)  165s
L-Fucose isomerase  693
Fucosyltransferase  184
Fucoxanthin  22
Fumarase. See Fumarate hydratase
Fumarase-aspartase family  685
Fumarate  481s, 516s, 683s
Fumarate hydratase (fumarase)  526, 683, 688

acid – base catalysis  471
concerted reaction  685
Fumarase A  688
Fumarase B  688
Fumarase C  683
mechanism  683 – 685
pH dependence  684
rates of substrate exchange  684
turnover number of  683

Fumarate reductase  785
Fumarylpyruvate  690s
Function of state R  476
Fungal infections  20
Fungi 20

cell walls  443
Furanose rings  161, 175. See also Sugars
Furfural  251, 167s

G
G-quartets  208, 227
G0 phase of cell cycle  579
Gabaculline  738s
Galactan  177
Galactanase  602
Galactolipid  387s
Galactosamine  176
Galactose (Gal)  162, 163s

metabolism of  778
Galactose chemoreceptor protein  186

active site 187s
Galactose oxidase  885

active site  886
mechanism of  887
tyrosine-cysteine cofactor  885, 886

Galactosemia  16, 169
β-Galactosidase  602, 603
Galectins  186
Gametes  17
Gametophyte form of fern  18
Gangliosides  388

of cholera toxin  546
Gap junctions  29
Garrod, Archibald  16
Gas constant, numerical value of  283
Gastricsin  621
Gated pores  411
GDP dissociation inhibitors (GDIs)  559
Gel electrophoresis  112

relative molecular mass by  112

Gel filtration  100, 112
oligosaccharides, separation of  100
relative molecular mass by  112

Geminal diamine  751, 751s
Geminiviruses  244
Gene(s)

amplification of  538
average number of nucleotide pairs in

4
human, number of  16
imprinting of  234
sequence for aspartate aminotrans-

ferase  202
structural, definition  1

Gene therapy  16, 203
sickle cell disease  361

Genetic code  1, 236 – 239
tables  236, 237
variations  237

Genetic diseases  2, 16
Genetic recombination  6, 230
Genomes

bacterial  3 – 5, 201
changing  17
definition of  4
human  201
sequences  12,
table of  12
of viruses  201

Geometrical isomers  43
Geometry of orbitals

effect on metal binding  311
Geranylgeranyl group  402
Giardia lamblia  12, 19
Gibbs energy (Free energy)  285, 286

of activation (∆G‡)  483
of association  325 – 332
of dissociation  293

of acetic acid  50
of formation  286, 292 – 298

for biochemical substances, table
290

of RNA helix, table  210
of hydrolysis  283

table  294
in hydrophobic interactions  50
linear relationships  308
of oxidation

for biochemical substances, table
290

by NAD+, table  290
partial molar  287
summing  286

Gibbs energy change(s)
for dilution  287
and equilibrium constant  287
for fermentation  298
for oxidation-reduction reactions  300
for subunit association  333

Gingipains  619
Gla proteins  821
Glial cells  26
Glial filaments  369
Globin, evolution of gene  17
Globular proteins, properties  59
Globulin(s)  101, 58
Glucagon  542

adenylate cyclase in action of  554
receptor  554

β-Glucanases  602, 603
Glucans 172 – 175

β-1,3-linked  174
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Glucarate dehydratase  686
D-Glucitol. See D-Sorbitol
Glucoamylase  603, 607

α,α barrel structure, 77s
active site structure  608

Glucocerebrosidase  603
Glucokinase  538, 568
Gluconeogenesis  515

pathway  509
regulation of  541

5-Gluconolactone  604
Gluconolactone  604s
Glucosamine (GlcN)  164, 176
Glucose (Glc)

caloric value  283
Glucose (D-glucose, Glc)  161s, 162s

concentration in blood  161
diastereomers  162
equilibrium mixture in water  162
fermentation of  298
ring form 162s

Glucose (L-glucose, L-Glc), 161s
Glucose 1-arsenate as intermediate in

arsenolysis  595
Glucose 1,6-bisphosphate  653, 653s
Glucose dehydrogenase(s)   814
Glucose oxidase  782
Glucose-6-phosphatase  645
Glucose 6-phosphate  506s, 507, 535, 693, 693s
Gibbs energy of hydrolysis  293

pKa value of  293
Glucose-6-phosphate dehydrogenase  770,

776
Glucose-6-phosphate isomerase

efficiency of  692
turnover number of  692

Glucose tolerance factor
chromium in  888

Glucose transporters  415, 416
GLUT1, topology diagram  416
GLUT4, response to insulin  416
Glucosidase

alpha  603, 606
alpha 1,6  606
beta  602, 603

Glucosylasparaginase
(aspartylglucosaminidase)  620

Glucuronic acid; glucuronate (GlcA) 164s,
165s, 176

epimerization  177
GLUT1–GLUT7. See Glucose transporters

L-Glutamate  737s
biosynthesis  711

Glutamate dehydrogenase  770, 775
inhibition by 2-oxoglutarate  780

Glutamate mutase  871
stereochemistry  874

Glutamate-1-semialdehyde  742
Glutamate synthase  788
Glutamic acid (Glu, E)  52, 53s. See also

Glutamate
pKa value of  487

Glutamine (Gln, Q)  53s
Glutamine PRPP amidotransferase  620
Glutamine synthetase  342, 662
Glutaredoxin  522, 549, 786, 787, 864
Glutathione  521, 549, 550 – 552, 550s

biosynthesis  551
protective functions  551, 786, 826

Glutathione peroxidase  550, 826, 856
selenium in  823

Glutathione reductase  785, 785s

reaction mechanism  791
scheme  792

Glutathione S-transferases  550, 682
Glycans 169 – 180. See also Polysaccharides

N-linked  183
Glycation  169
Glyceraldehyde  163s
Glyceraldehyde 3-phosphate  506s, 508, 694s

oxidation of  508 – 510
Glyceraldehyde 3-phosphate dehydrogenase

63s, 766
in fermentation reactions  775, 776
formation of NADH-X  780
in oxidation of aldehydes  775, 776
thiol group of  677

D-Glycerate dehydrogenase, stereochemistry
768

Glycerol  380s
accumulation in fish and insects  191
in lipids  380

Glycerol 1-phosphate, pKa value of  293
Glycerol dehydratase  871
Glycerol oxidase  886
sn-Glycerol 3-phosphate  383s
Glycerolteichoic acids  431s
L-Glycero-D-mannoheptose  180s
Glycerophospholipids  383
Glycerylcysteine  428, 428s
Glycine (Gly, G)  52, 52s, 745

binding constants to metal ions  311
cleavage system, scheme  809
decarboxylation of  745
pKa value of  99
reductases  753, 755

Glycineamide, binding constant to metal ions
311

Glycine decarboxylase  743, 745, 809
Glycine decarboxylase-synthetase system

808
Glycine N-methyltransferase  591, 593s
Glycine reductase  824
Glycocalyx  6
Glycogen  165, 170, 173, 173s, 603

breakdown of  537
content in rat liver  31
methylation analysis  196
13C NMR  174
particles in cytoplasm  10, 174

STM image of  174
storage of  537
synthesis  509

Glycogen phosphorylase  541– 545, 543s, 604,
605, 746

catalytic site 605s
conformational states  604
control of  541– 545
effect of insulin  571
regulation of  539, 604

Glycogen synthase
effect of insulin  571

Glycogenin  174
Glycogenolysis  545
Glycoglycerolipids  387
Glycolate  707
Glycolate oxidase  782
Glycolipids 387, 392

biological recognition  161
Glycolysis  506, 508 – 511, 699

regulation of  541
Glycophorin A  404
Glycophorin C  405
Glycoproteins  15, 180 – 188, 404, 405

biological recognition  161
blood group determinants  184
high mannose type  183
linkage of saccharides to  181
O-linked  181, 182
release of oligosaccharides  188

Glycosaminoglycan  181
repeating disaccharide units of  176

Glycosidases
beta  602
endo  605

Glycosides
displacement reactions of  593

N-Glycosides (glycosylamine) 169
Glycosidic acetal linkages  168
Glycosidic linkages  780
Glycosylamine  169
Glycosylation

definition of  169
Glycosyl enzyme intermediates  595
Glycosyl esters  595
Glycosyl exchange reactions  593
Glycosylphosphatidylinositol (GPI) anchors

403
Glycosyltransferase(s)  184, 526, 604, 608

catalytic groups, table  603
Glycyl endopeptidase  618
Glycylglycine

binding constants to metal ions  311
copper complexes  312s
pKa value of  99

Glycyl radical  864
Glyoxalase  527, 551, 698
Glyoxalase I, II  698
Glyoxylate  705s
Glyoxylate carboligase  736
Glyoxylic acid

in polysaccharides  179
Glyoxysomes  14
Glyphosate  687s
GMP (Guanosine 5'-phosphate)  203
Gold  318
Goldstein, Joseph L.  84
Golgi apparatus  10, 521

definition of  14
Golgi body in micrograph  13
Golgi, Camillo  83
Gonadatropin-releasing hormone

NMR spectrum  145
Gonorrhea  7
Goodpasture syndrome  438
G protein(s)  534, 557– 561

bovine brain Gi 560s
function, scheme  557
monomeric  558
three-dimensional structures  559 – 561

Gramicidin A  414
Gramicidin S  54s
Gram-negative bacteria  6, 7

outer membrane  428 – 431
Gram-positive bacteria  6, 7, 185, 190, 428
Gram stain  6
Granulocytes  26
Granzymes  610
Grb2  577, 578, 580s
Green plant, composition of  31
GroEL  339, 518
GroES  339, 518
Ground substance between cells  26
Group transfer potential(s)  292, 293

effect of metal ions  296, 297
of pyrophosphates  636
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Group translocation  411
Growth, control of  578
Growth factors  571– 576, 722
Growth rates of cells  470
Growth regulating hormones  567– 571
GTP (guanosine triphosphate)

as coenzyme  719
GTPase activating proteins (GAPs)  559
Guanidination  124
Guanidinium chloride  82s
Guanidinium groups  53, 55s
Guanidinoacetate methyltransferase  591
Guanine (Gua, G) 199s, 203

hydration of  215
quartet  208

Guanine nucleotide binding proteins. See G
proteins

Guanine nucleotide dissociation stimulators
(GDSs)  559

Guanosine (Guo)  203, 234s
absorption spectra of  205

Guanosine 5'-(β,γ -imido) triphosphate
(GppNp)  558s

Guanosine5’phosphate (GMP,Guanosine 5'-
guanylic acid)  203

Guanylate cyclase  561, 657
Guanylin  548, 561
Guanylyl cyclase. See Guanylate cyclase
Guard cells  30
Gulose (Gul)  163s
Gustducin  558
Gutta-percha  389
Gymnosperms  29

H
Haemophilus influenzae

genome sequence  12
Hageman factor  632
Hairpin ribozyme  649
Haldane, J. B. S.  9
Haldane relationship  464, 465
Half-life  457
Haloacid dehalogenase(s)  590

mechanism of  590
Haloalkane dehalogenase(s)  591

active site structure  591
Halocyanin  883
Haloperoxidases  855, 889
Hammerhead ribozyme  649, 651s

mechanism of action  651
Hammett equation  308

for dehydrogenation reactions  771
for multisubstituted compounds  309
table of constants  308

Handedness of molecules  41– 43
Haploid

definition of  5
phase  18

Haptoglobin  58
Harden, Arthur  83
Haworth structural formulas  164
Hay fever  26
Heart disease  16
Heat  282

of combustion  282
flow of  284

Heat shock proteins (chaperonins)  518
Heisenberg uncertainty principle  138

HeLa strain of human cancer cells
30 S ribosomal subunit  26

Helical structure
polyethylene  44
polyfluoroethylene  44

Helical wheel  69s, 70
Helix (helices). See also Superhelix

310  69, 70
amphipathic  79, 401
hydrogen bonds in  68
one-start  334
Pi  69
pitch of  68
primary  334, 337
properties of  69
radial projection  334
in serum albumin  71
stacking of  70
structures of  334
torsion angles of  68 – 71

α Helix (helices) 68s, 69, 78
as helical wheel  69s, 70

β Helix (helices)
parallel  65

Helix bundles
four helix  71

Helix-turn-helix motif  76
Hemagglutinin  186
Heme  68, 353, 514, 844, 850, 851

covalent linkage to proteins  719
imidazole group in  851

Heme a  844, 845s
Heme c  845, 845s
Heme d  845, 845s
Heme o  845s
Heme proteins  843 – 845

reactions with hydrogen peroxide
850 – 857

reactions with oxygen  850 – 857
Heme-oxygen complexes  851
Hemerythrin  362, 852, 862

active site, 863s
Hemiacetals  161, 162, 677. See also Glycosidic

linkages
formation of  526

Hemicelluloses  177, 602
Hemiketals  677

formation of  526
Hemimercaptals  677

formation of  526
Hemin  844
Hemochromatosis  840
Hemochrome(s)  844
Hemocyanins  885
Hemoflagellates  19
Hemoglobin(s)  17, 353 – 359, 844

abnormal  354, 359 – 362
2,3-bisphosphoglycerate, effect  357,

358
carbamino groups in  358
comparative biochemistry  362
competing ligands  358
fetal  362
fingerprints of  359
folding pattern  354
oxygen binding cooperativity  851
in oxygen transport  354
oxygenation curves  355
pKa values of  357
salt bridges  357
saturation curve  355

structural changes during oxygenation
354 – 357

subunits  353
thermodynamic function for

oxygenation, table  355
Hemoglobin mutants  354, 359 – 362

F  362
H  354
M  359
S  359, 360

Hemopexin  58, 627
Hemophilia A, B  633
Hemosiderin  842
Henderson-Hasselbalch equation  97
Heparan sulfate  175 – 177, 176s
Heparin  176s, 181

anticoagulant properties of  177
pentasaccharide segment 177s

Heparin cofactor II  177
Hepaticae  29
Hepatitis A virus  247
Hepatitis B virus  244
Hepatitis delta virus  247
HEPES buffer  99

pKa value of  99
Heptad  in coiled coil  71
Heptanoyl threonine phosphate (HTP,

coenzyme B)  881
Herbicides   678
Herbicides

glyphosate  687
Herpesviruses  247
Heterocysts  10
Heteroduplex  256
Heterologous bonding interaction  333, 334
Heterologous interactions  342
Heterologous square  352s
Heteropolysaccharide(s)

of animal body  175 – 177
definition of  169
of plants  177– 179

Heterotropic interactions  476
Hexagonal phase

of alkanes  394
of lipid bilayer  394, 395

Hexokinase  467, 518, 654, 656
in regulation  535

Hexoses  162
High performance liquid chromatography

(HPLC)  103
High potential iron proteins (HIPIP)  857
Hill plot  331, 332
Hippuric acid  513s
Hirudin  634
Histamine  745
Histidine (His, H)  53s

binding constants to metal ions  311
catabolism of  810
diethylpyrocarbonate, reaction with

127
pKa value of  487
titration curve  97

Histidine ammonia-lyase  755
Histidine-binding protein  419s
Histidine decarboxylase

active site  755
mechanism  754
proenzyme  754

Histidinohydroxymerodesmosine  434, 434s
Histone(s)  204

complex with DNA  221
H2A, ubiquitination of  525
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HIV (human immunodeficiency virus)  248
HIV-1 protease  624s

catalytic mechanism  625
Hofmeister series  311
Holley, Robert W.  84
Holliday junction  229s

branch migration in  229
in DNA 228 – 230
immobile  230

Homeostatic mechanisms for metal ions  307
Homoaconitase  688
Homocitrate  700s
L-Homocysteine  746, 746s, 778s
Homogenization  98
Homology, definition of  59
Homopolysaccharide(s)  175

definition of  169
Homotropic interactions  476
Hoogsteen base pair  207

reversed  208
Hookworms  24
Hopkins, Frederick G.  83
Hormone(s). See also Specific hormones

receptors for  479, 536, 553 – 563
regulation of enzymes  553 – 563

Hormone-sensitive lipase
effect of insulin  571
Horseradish peroxidase  852, 856
Horseshoe crabs  24
Housing silk  67
HPLC. See High performance liquid

chromatography
HSQC   144
Huber, Robert  84
Human body, elements in  31
Human genome  12, 201
Human glucose transporters  416

figure  416
Human immunodeficiency virus. See HIV
Hyaluronan  170, 175 – 177, 176s

hydrogen-bonding  176
properties of  175
repeating disaccharide units of  176

Hyaluronate lyase  686
Hyaluronic acid  15, 182. See also Hyaluronan
Hyaluronidase.  See Hyaluronate lyase
Hybrid duplexes  256
Hycanthone  223s
Hydra  23, 24
Hydration

of alkenes, mechanism  683
effects on biochemical equilibria  50
of ions  50, 311
of nucleic acid bases  213
of polar molecules  50

Hydration layer  51
Hydride ion

shift of  527
transfer of  765

Hydride-transfer mechanism  789
Hydrocarbon(s)  380 – 382
α-Hydrogen

loss from PLP Schiff bases  741
Hydrogen (H2), See also Hydrogenase

formation by bacteria  300
Hydrogenase  861, 878, 879
Hydrogen atoms, direct transfer of  768
Hydrogen bond(s)  47– 49, 69. See also

Hydrogen bonding
chains in proteins  56, 64
in collagen  72
competition for  82

in hyaluronan  176
in ion pairs  75
lengths of  48, 493, 494
low-barrier  494
in polypeptides  56, 61
in proteins  75
strengths of  49, 494
strong, in papain  619

Hydrogen-bonded network
in carbonic anhydrase  678
in proteins  75

Hydrogen bonding  491– 494. See also
Hydrogen bond

chemical shift, effect on  139
Hydrogen transfer reactions, table  766
Hydrogenase(s)  878, 879, 879s

iron-only  878
Ni containing  879

Hydrogenosomes  15
Hydrolases  589

definition of  498
Hydrolysis  593, 608

of biopolymers  116 – 118
of carbohydrates  189
of fats  507
Gibbs energies of, table  294
of proteins  116 – 118

Hydropathy index  78, 79
Hydrophobic effect  50
Hydrophobic interaction chromatography

103
Hydrophobic interactions  50, 51. See also

Hydrophobic bonding
Hydrophobicity  51
Hydroquinone(s)  815 – 822
Hydroxamate  838
Hydroxide ion, binding constants to metal

ions  311
Hydroxocobalamin  869
S-3-Hydroxy-3-methylglutaryl-CoA (HMG-

CoA)  700s
4-Hydroxy-l-proline  432s
erythro-β-Hydroxyaspartate

reaction with aminotransferase  750
Hydroxyl radicals  856
Hydroxylamine  251

reactivity of  590
Hydroxylapatite  103, 441s
Hydroxylysine  432s
5-Hydroxymethylcytosine  234, 810
Hydroxymethylfurfural  167s
3-Hydroxy-3-methylglutaryl-CoA  699, 701s

lyase  699
reductase  776
 synthesis of  699

5-Hydroxymethyluracil  234
3-D-Hydroxymyristic acid  429
4-Hydroxynonenal  682
Hydroxyproline  52s, 72
2(α)-Hydroxypyridine  491s

as catalyst  490, 491
tautomerism  45

Hydroxypyridine crosslink in collagen  434
D-10-Hydroxystearate from hydration of oleic

acid  688
Hyperfine structure of epr signal  398
Hyperpolarizability  70
Hyphae  20
Hypochromic effect  209, 255
Hypoxanthine

tautomerization of  203

I
ICAM-1

diagram  408
Ice

hydrogen bonds in  49
melting of  284
reaction rates in  492
structure of  49

Ice-nucleation proteins  191
Ichthyoses  439
Icosadeltahedra  346
Icosahedral viruses  345
Icosahedron  344
Idose (Ido)  163s
Iduronate, iduronic acid  176

conformation  166
Image reconstruction  130
Imidazole

binding constants to metal ions  311
pKa value of  99, 487

Imidazole group(s) 46s, 53
hydrogen bonding  48
numbering of ring atoms  46
as a polarizable base  590
in proteins  312
protonation of  46
tautomerism of  46

Imidazolium cation  46, 46s
Imine(s), 679. See also Schiff bases

in enzymes  699, 740 – 746, 750
Immunoglobulin(s)  58, 74

repeat  367
superfamily  187

Immunosuppresant  488, 805
Indole, resonance energy  299
Indole-3-acetate  734
Induced fit  481

model  351
theory  349

Inducer(s)  539
of gene expression  539

Inducible enzyme  538
Induction of enzyme synthesis  538, 539
Inflammation  384
Inhibition

classical noncompetitive  474
of enzyme synthesis  536
of enzymes  471– 478
noncompetitive  473 – 475
uncompetitive  475

Inhibition constant  472
Inhibitors

competitive  471
enzyme-activated  478, 864
in study of enzyme mechanisms  475
transition state  484

Initiation codon  236
Inorganic deposits by cells  15
Inosine  203
Inosinic acid  203
myo-Inositol  387s
Inositol 1,3,4,5-tetrakisphosphate (InsP4)  564
Inositol 1,3,4,5,6-pentakisphosphate (InsP5)

564
Inositol 1,4,5-trisphosphate (InsP3)  563

receptors  564
Inositol hexakisphosphate (InsP6)  564
Inositol phosphates, scheme  565
Inositol polyphosphates
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in signaling  563 – 566
Inositol trisphosphate  542
Insecta  24
Insecticides 636
Instantaneous velocity  456
Insulin  346s, 544, 567– 571

effects on acetyl-CoA carboxylase  568
effects on ATP citrate-lyase  568
effects on GLUT4  568
effects on ribosomal subunit S6  568
glucose uptake  570
half-life  571
hexameric, 347s
metabolic effects of  568
phosphorylation  571
response element  578
second messenger  569 – 571

Insulin receptor  568, 569
autophosphorylation 569
down-regulation  571
mutant forms  569
protein kinase of  544
structure (schematic)  569
substrates   559
substrate-1 (IRS-1)  570
tyrosine kinase domain  569, 570s

Integral proteins of membrane  391, 401, 402
Integrated rate equations  457– 461
Integrin(s)  187, 405, 406
Interaction constant  352
Intercalation in DNA  222, 223
Interleukin-1β-converting enzyme  619
Internal energy  282
Internal equilibrium constants  640
International system of units  2
International unit of enzyme activity  457
Intervening sequences. See Intron
Intestinal mucosa

alkaline phosphatase in  645
Intrinsic barrier  493, 691
Intrinsic factor in vitamin B12 uptake  869

pernicious anemia  869
Introns  202
Inulin  170, 175
Inversion of configuration

as criterion of mechanism  590, 591
by glycosyltransferases  593

Involucrin  439
Iodacetamide  115
Iodide-starch complex  174s
Iodoacetate  115
Iodothyronine deiodinase  824
Ion(s)

hydration of  50
transport of 420 – 425

electrogenic  421
Ion channels  412 – 414, 420 – 425
Ion exchange chromatography  103, 104
Ion exchange resins  104
Ion pairs  55

hydrogen bonded  75
in proteins  75

Ion pumps  422 – 425
Ion

Ionic atmosphere of membranes  400
Ionic radius

effect on metal binding  311
for ions, table  310

Ionic strength  288, 297
Ionophores  414
Iron  837– 866

binding of O2  850

proximal histidine in heme  851
in hemoglobin  850
storage of  841– 843
uptake by cells  837– 841

non-transferrin pathway  840, 841
transferrin pathway  840, 841

Iron regulatory factor  688
Iron regulatory protein 1  862
Iron-sulfur cluster(s)  514, 857, 857s

3Fe-4S  859
4Fe-4S  857
reduction of  859
in flavoproteins  861
membrane proton pumps  860
Mossbauer X-ray absorption spectra

860
oxidation states  857
properties of  859, 860
radical generator  862
reduction and oxidation  862
single-electron transfer  861

Iron – sulfur enzymes
functions of  860 – 862

Iron – sulfur proteins  686–688, 857– 862
electron paramagnetic resonance

spectrum  860
Iron superoxide dismutase  866s
Iso-mechanisms  466
L-Isoaspartyl / D-aspartyl methyltransferase

594
Isoaspartyl group  84
Isobutyraldehyde, tautomerism  45
Isobutyryl-CoA mutase  872
Isocitrate   516s, 686s, 704s

oxidation to 2-oxoglutarate  705
Isocitrate dehydrogenase

phosphorylation of  545
stereochemistry  768

Isocitrate lyase  704
Isocoumarins  623
Isodesmosine  436, 436s
Isoelectric focusing  108, 111
Isoelectric point  101, 106

of proteins  83
Isoenzymes (isozymes)  536, 538
Isoionic point 106
Isolation of compounds  98 – 108
Isoleucine (Ile, I) 52s, 539

biosynthesis  540
branched fatty acids from  381
configuration  43

Isologous interactions  337– 353
in oligomers  349 – 353
square  352s

Isomerases  498, 530, 692 – 697
aldose-ketose interconversions  692
cis-trans, glutathione-dependent  690
hydride shift mechanism  695
3-oxosteroid  696, 697
ring opening by  693
triose phosphate  693 – 697
xylose  695

Isomerization reactions  526, 527, 530, 690,
712

of isopentenyl diphosphate  712
stereochemistry  874
vitamin B12-dependent  873

table  871
Isomers 41– 43
Isomorphous replacement method  133
Isonicotinyl hydrazide  738

Isopentenyl diphosphate (prenyl pyrophos-
phate)  527, 689, 690s, 712s

Isopentenyladenosine  234s
Isopeptidases  525
Isopeptide linkage

in proteins  80
to ubiquitin  524

Isoprenoid alcohol phosphokinase  409
Isoprenoid compounds. See also Polyprenyl

compounds
biosynthesis  689, 700

Isoprenoid lipids  389
Isoprenoid quinones, structures of  819
Isoprenylation. See Prenylation
Isopropylmalate  700s
Isopropylmalate isomerase  689
Isoproterenol  553, 553s
Isospartyl residues in proteins  594
Isotachophoresis  108
Isotope(s)

properties of  110
radioactive  110
stable  110

Isotope effect(s)
for alcohol dehydrogenases  771
in displacement reactions
kinetic  111, 486, 592, 593

Isotope exchange at equilibrium  467, 468
Isotopic labels (tracers)  110, 679
Isotopomer(s)  111
Isotopomer analysis  111

J
Joule  282

definition of  2, 283
Jun  70, 241, 572

definition of  577
jun  572, 576, 579

K
K+ channel  413s
Karplus equation  139
Katal  457
KDEL receptor  554
KDO (ketodeoxyoctonate) 180s
Kelps  22
Kendrew, John C.  84
Keratan(s)
Keratan sulfate  175 – 177, 176s

disulfide bridges  115
N-linked  185
terminal units  181

Keratin  70, 369
Keratinocytes  439
Keshan disease  822
Kethoxal  253
Ketimine  121, 744s. See also Schiff base

from pyridoxal phosphate  742
as electron acceptor  746, 747

α-Ketoacid. See 2-Oxoacid
Ketoamine  434s
Ketodeoxyoctonate. See KDO
Ketone(s), acidity of  46
Khorana, H. Gobind  84
Kidney cells, alkaline phosphatase in  645
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Kidney tubules  28
Kilocalorie  282
Kinases  638, 654 – 657

cyclin-dependent  580
metal ions in  654

Kinesin  370
Kinetic(s)

high enzyme concentrations  461
of enzyme action 455 – 497
of rapid reactions  468, 469

Kinetic constants  455
Kinetic equations for complex mechanisms

466, 467
Kinetic isotope effect (KIE)  76, 111, 486, 592,

593, 600, 789
Kinetic parameters  459
Kinetic theory of gases  462, 463
Kinetisome  15

DNA of  15
Klug, Aaron  84
Knobs-into-holes bonding  71, 334

in coiled coil  71
Knots

in peptide chains  74
in DNA  219

Kojibiose  431
Kornberg, Arthur  84
Koshland

induced fit theory  349
model  352

Krebs, Hans A.  83
Kringles  367, 368s
K systems  475
Kuru  248
Kynurenine  747s

conversion to alanine  746

L
Lac repressor  240
Laccase  887
Lactacystin  620, 620s
Lactate  506s

binding constants to metal ions  311
Lactate dehydrogenase  342, 467, 768, 771

active site of  769
inhibition by pyruvate  780
isoenzymes of  538

Lactate monooxygenase  799
Lactic acid  508, 510

pKa value of  293
Lactobacillic acid  381s
Lactoferrin  840, 840s
Lactoperoxidase  853, 856
Lactose (Lac)  167

α-Lactose  168s
sweetness of  168
β-Lactose  168

Lactose (Lac) permease  417
Lactosyl ceramide sulfate  389s
O-Lactyl-GlcNAc. See Muramic acid
Lactylthiamin  733s
Lag phase of growth curve  470
Lamellar (smectic) phase  392
Laminin  71, 409, 437
Lamins  369
Landsteiner, blood groups  184
Langmuir trough  394
Langmuir-Adam film balance  394

Langmuir-Blodgett layers  392, 394
Large calorie, numerical value of  283
Lateral phase separation  395
Lathyrism  438
Lavoisier  281
Lead  31
Leader peptidase  620
Leadzyme  649
Leaving group

definition of  589
effect on reaction rates  590

Lecithin. See Phosphatidylcholine
Lectin(s) 64s, 186, 186 – 188

domains in proteins  186
Lederberg, Joshua  83
Leghemoglobin  362
Legionnaire’s disease  7
Leprosy  7
Leucine (Leu, L)  52s

branched fatty acids from  381
biosynthesis of  527, 712

L-Leucine 2,3-aminomutase  875
Leucine aminopeptidase  627
Leucine-zipper  69, 71, 241, 576
Leucopterin  803, 804s
Leucovorin  810
Leukemias  573
Leukocytes  26

adhesion  188
Leupeptin  615, 622, 622s
Lewis acid, Zn2+  680
Lewis blood group  184
Lewis x antigen  188
Lichen(s)  23
Life, origin  9
Ligase(s)  498

definition of  498
Light absorption  122, 123. See also Absorp-

tion spectra
of DNA  209

Lily, genome  12
Lineweaver-Burk plot  460
Link protein  181
Linkage between genes  18
Linoleic acid  381
Lipase(s) 634 – 637

hormone-sensitive  635
lipoprotein  635

Lipid(s) 379 – 436
bilayer  391s, 394

melting temperature 395
building blocks of 380 – 389
caloric value  283
content in tissues  31
in membranes  392

physical properties of  394
neutral  382

Lipid A  429, 430s
Lipmann, Fritz A.  83, 720
Lipoamide dehydrogenase

reaction mechanism, scheme  792
Lipoarabinomannans  431
Lipocortins See Annexin(s)
Lipoic acid 795 – 802

absorption maximum  795
arsenite, reaction with  596
chemical reactions  795
functions of  796 – 798, 798
proteins, attachment to 795s
reduction of  785
ring strain in  795

Lipopolysaccharide  429

O-antigen of  180
structures of  430

Lipoprotein(s)  58
bacterial  428

Liposomes  392, 392 – 394
NMR spectra  396

Liquid crystals  392 – 394
Liquid crystalline phases  392
Lithium salts, in treatment of manic-

depressive illness  564
Lithostatine  443
Liverworts  29
Lobry de Bruyn-Alberda van Ekenstein

transformation  693
Lock and key theory  478
Log phase of growth  470
Lon protease  628
Loricin  439
Lou Gehrig’s disease  884
Low barrier hydrogen bond  614
Lowry method  102
Luciferase  795
Lungfish, genome  12
Luteinizing hormone releasing factor (LRF)

54s
Lutropin receptor  554
Lyases  530

definition of  498
Lymphocytes  25, 26
Lymphomas  573
Lynen, Feodor  84, 725
Lyotropic series. See Hofmeister series
Lysine (Lys, K)  700, 745

biosynthesis  53s , 540
pKa value of  487

D-Lysine 5,6-aminomutase  874
D-α-Lysine mutase  871, 874
L-β-Lysine mutase  871, 874
Lysine tyrosylquinone (LTQ)  817, 817s
Lysophosphatidylcholine  384
Lysosome  10, 13, 98
Lysozyme(s)  599 – 602, 599s, 603

active site structure  600
catalytic side chain groups  599
kinetic isotope effect  600, 601
neighboring group assistance  601, 602
substrate distortion  601
transition state  601
HSQC NMR spectrum  146
titration curve  98

Lysyl oxidase  434, 886
α-Lytic protease  610
Lyxose (Lyx)  163s

M
M-phase of cell cycle  579
Macrodipole of helix  70
Macroglobulin(s) (IgM)  58, 629

α2  630
Macromolecular structures

self-assembly pathways 362 – 368
Macromolecules. See also Polymers

association of  325
binding by  327
packing of 332 – 348
synthesis and turnover of 517– 527

Macrophages  26
Macroscopic dissociation constants  305 – 307
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Magnesium complex
in kinase action  655

Magnesium ion(s) 31
in adenylate system  302 – 304
concentrations in tissues 299
effect on equilibria  296
enzymes dependent upon  299
intracellular concentration  299

Magnetic iron oxide  842
Magnetic resonance study

of phosphorus atom displacement
639 – 642

Magnetite in organisms  842
Maize, genome  12
Major groove of DNA  201, 213
Malaria  19
L-Malate, 516s, 683s, 705s See also Malic acid

cleavage to acetyl-CoA  703
Malate dehydrogenase  497, 768
Malathion  636
Maleylpyruvate  690s
Malic enzyme  705
Malolactic enzyme  777
Malonate decarboxylase  723
Maltoporin (LamB)  411
Maltose  81, 167s, 606
β-Maltose from β-amylase action  608
Mandelate dehydrogenase  784
Mandelate racemase  691

active site  690
Manganese 887, 888
Manganese ion(s)

effect on equilibria  297
in enolase  685

Mannan(s)  170, 175
Mannitol  165, 191
Mannoprotein of yeast cell walls  185
Mannose (Man)  161s, 163s
Mannose-6-phosphate  185
Mannose-6-phosphate isomerase  693
MAP kinase cascade  576 – 578

figure  579
in insulin signaling  570

MAPK  578
definition of  577

MAPKK, definition of  577
Marcus theory  771, 848

of proton transfer  493
Marfan’s syndrome  440
Markovnikov rule  777
Mass action ratio  535
Mass spectrometry

electrospray  114
MALDI  112 – 114
in sequencing  119

Mass spectrum
of Cu/Zn superoxide dismutase  114
of myoglobin, apo  115

Mast cells  427
Mastigophora  19
Matrix of mitochondria  14
Matrix metalloproteases  627
McClintock, Barbara  84
Mechanocytes  25
Medusa form  23
Megakaryocytes  26
Meiosis  18
MEK  578, 579
Melanin  439, 887
Melanocyte(s)  439

drawing  439
Melanophores  439

Melanosomes  439
Mellitin  414
Melting curve

for DNA  256
for a diacylglycerol  395

Membrane(s)  5, 390 – 410
active transport  410
anchors. See Anchors, membrane
artificial  392 – 394, 393
basement  10
cation channels  421
chemical compositions, table  393
coated, 426s
communication  427
concentration gradient  206
Davsen-Danielli model  393
differential scanning calorimetry  394
double, of gram-negative bacteria  5
electrical properties  400
fluid mosaic model  390
fluidity  397
freeze fractured  405
inner side composition  401
ionic atmosphere  400
ionic gradients across  400
lateral diffusion of lipids  399
lateral phase separation  395
lateral proton conduction  401
lipid bilayer structure  390, 393
lipid composition  392
lipids, physical properties of  394
NMR spectra  396
outer side composition  401
peripheral proteins  407
permeability to neutral molecules  399
pretransition temperature  394
resting potential  400
structure of  390 – 401
transport through  410 – 427
transporters  411– 427

Membrane metabolism
enzymes of  409

Membrane proteins  401– 409
anchors  402
glycoproteins  404
integral  401
positive-inside rule  401

Menadione  818
Menaquinones (vitamin K2)  818, 821
Mengo virus  247
Menkes’ disease  883
Mercaptans  624
Mercaptides  550
Mercaptoethanol  98
β-Mercaptoethylamine in coenzyme A  722s
7-Mercaptoheptanoylthreonine phosphate

814s
Mercapturic acid  550s
Mercuric reductase  787
Mercury  317

methylation of  876
Mercury ions

binding to proteins  125
reduction of

Merrifield procedure, peptide synthesis  127,
128

Merrifield, R. Bruce  84
MES buffer  99

pKa value of  99
Mesosome  3
Mesozoa  23
Metabolic diseases. See Genetic diseases

Metabolic pathways 505, 505 – 507
scheme  506

Metabolic regulation  535 – 581
control elements of  536
sensitivity coefficient  537

Metabolism. See also Specific compounds
activation  507, 508
beta oxidation  511, 512
control by covalent modification

reactions
table  543

control by substrate cycles  567
definition of  1, 2
effects of insulin  568
fermentation  508 – 511
glycolysis  508 – 511
introduction  505 – 527
oxidative phosphorylation  512 – 515
regulation of. See Metabolic regulation
study with isotopic tracers  110

Metabolite, activation  507, 508
Metal-binding proteins, chelate effect  310
Metal-binding sites  312
Metal complexes

formation constants, table  311
stability of, transition metal  311

Metal ion(s)  296
binding of  307
charge  311
geometry of orbitals  311
hydration of  311
ionic radii  311

table  310
toxicity  33

Metalloenzymes  680
Metalloflavoproteins  794
Metalloproteases  625 – 627
Metalloproteins  312
Metallothioneins 317, 317s, 680
Metals, transition 837– 895
Metaphosphate ion  639
Metastasis  573
Metazoa  23 – 29
Methane formation  814
Methanofuran  814s
Methanogens  7, 813 – 815, 879 – 881
Methanol dehydrogenase  816s
Methanopterin  803, 804s
Methemerythrin  862
Methemoglobin  358
Methemoglobin reductase system  359
Methionine (Met, M) 53s, 539, 875

biosynthesis of  540, 746
sulfoxides  85

Methionine repressor  243
operator complex  243s

Methionine sulfoxide  631s
Methionine synthase  813, 874s, 875
Method(s) 95 – 150

isolating compounds  98 – 108
of peptide synthesis  127– 129
of carbohydrate analysis 188 – 192

Methotrexate  574, 805
5-Methylarginine  881
3-Methylaspartate lyase  685
Methylation

of arsenic  876
of carbohydrates  189, 190
of carboxyl groups  592
of mercury  876
of nucleic acids  591
permethylation  189
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of protein side chains  79
in regulation  543
of uracil in tRNA  591

Methylcellulose  172
Methylcobalamin  867, 867s, 875
Methyl-coenzyme M reductase  879 – 881
Methyl corrinoids  876
β-Methylcrotonyl-CoA, carboxylation of  724
2-Methylcysteine  881
5-Methylcytosine  234
oxo-Methylene analog of transition state  626,

627s
α-Methyleneglutarate mutase  871
Methylene-THF reductase  813
Methylesterase  563
N-Methylglutamate synthase  789
2-Methylglutamine  881
Methylglyoxal  695, 695s
metabolism of  697
Methylglyoxal synthase  697
Methyl group(s)  802

synthesis of  813
transfer reactions of  875

N-Methylhistidine  881
4-Methylidine-imidazole-5-one (MIO)  757
S-Methylmalonyl-CoA

formation from propionyl-CoA  725
equilibrium constant  725

Methylmalonyl-CoA mutase  871
mechanism  873
stereochemistry  874
three-dimensional structure  874

Methylotrophs  815
Methyltetrahydrofolic acid  875
Methyltransferases  526, 563, 591– 593
Mevalonic acid-5-diphosphate (pyrophos-

phate)  689, 690s
Micelles  390
Michael addition  681
Michaelis complex  751, 751s, 752
Michaelis constant  464

definition of  459
Michaelis-Menten equation  459
Michaelis pH functions 96, 296
Michel, Hartmut  84
Microbodies. See Peroxisomes
Microfilaments  369, 369, 370

behind desmosomes  29
Micropinocytosis  426
Microscopic binding constants  328, 329
Microscopic dissociation constants  305

of pyridoxine  305
Microscopic reversibility, principle of  486
Microscopy

atomic force  131
chemical force  131
confocal scanning optical microscopy

129
electron  130
near-field scanning optical  130
negative contrast  130
scanning tunneling  131
STM image, glycogen  174

Microsome, definition of  14
Microtomes  130
Microtubules  15, 369, 370

associated proteins  372
growth of  373
labile  334, 370
organizing centers  372
stable  370

Microvilli  10, 12

Miescher, Friedrich  199
Millipedes  24
Minor groove of DNA  201, 213
Mitchell, Peter  84
Mites  24
Mitochondria  14, 15

inner membrane  512
matrix of  512

definition of  14
origin from bacteria  15
of plant cell

in micrograph  13
Mitochondrial DNA. See DNA, mitochon-

drial
Mitochondrial processing peptidase  625
Mitochondrion  10
Mitogen activated protein kinase (MAP

kinase) cascade  576 – 578
figure  579

Mitogenic activity  576
Mitomycin  225s
Mitosis  18, 371
Mobile defects in proteins  496
Modification of enzyme

by group transfer  545 – 549
by phosphorylation  541– 544

Modifiers of enzymes  473
Molal solution, definition of  287
Molecular activity (of enzyme)  457
Molecular biology, definition of  2
Molecular dynamics simulations of mem-

branes  396
Molecular mass

in daltons  4
relative  4

Molecular size, as basis of separations  100
Molecular weight  4 See also Relative

molecular mass
Molecules, properties of

chiral  42
conformations of 43 – 45
cyclic symmetry  332, 333
packing of 41
structural principles  39 – 46

Molluscs  24
Molybdenum 890 – 893

coenzyme forms  890 – 892
nutritional need  893
oxo-transfer reactions  892

Molybdenum-iron cofactor (FeMo-co)  892
Molybdoenzymes

active site structures  892
dimethylsulfoxide reductase family

890
nitrogenase family  890
sulfite oxidase family  890
xanthine oxidase family  890

Molybdopterin  803, 804s, 825
in formate dehydrogenases  892

Molybdopterin cytosine dinucleotide  891s
Monensin  414

K+ complex  415s
synthesis  872

Monocytes  26, 188
Monod, Jacques  84
Monod-Wyman-Changeux (MWC) model

350, 476
allosteric regulation  349

Monosaccharide(s) 161 – 167
characteristic reactions  167
13C-NMR spectrum of  162
reduction of  167

Morels  20
Morgan, Thomas H.  83
Mössbauer X-ray absorption spectra

of iron-sulfur clusters  860
Mosses  29
Motion, in proteins  81
Mouse, genome  12
mRNA  5, 230, 257, 536

splicing of  11
Mucins  181, 182
cis,cis-Muconate lactonizing enzyme  692
Mucopolysaccharidoses  659
Multicatalytic protease  339, 620. See also

Proteasome
Multidrug resistance protein  417
Multilamellar vesicles (liposomes)  392
Multiple attack concept  606
Multisubstrate enzymes, kinetics of  464
Muramic acid (Mur)  165s
Murein  170, 428, 429s. See also Peptidoglycan
Musci  29
Muscle(s)

cardiac  26
smooth  26
striated  26
thin filaments  336
electrolyte concentrations  206

Muscular dystrophy  822
nutritional  822

Mutagens  222, 253, 254
Mutarotase  486, 526
Mutarotation  486
Mutases  637

vitamin B12 dependent  653, 654, 872
Mutation(s)  2

addition  256
autosomal recessive  16
conservative  59
deletion  256
harmful dominant  16
heteroduplex formation  256
lethal  16
rate of  16

myb  576
myc  572, 576, 577, 579
Mycelium  20
Mycobacteria  431
Mycobacterium tuberculosis  431
Mycolic acids  431
Mycoplasma(s)  2, 3
Mycoplasma genitalium  4

genome  12
Mycorrhizae  20
Myelin  390, 399
Myeloperoxidase  856
Myoglobin  17, 68s, 70, 353 – 359, 354s, 844

bonding of dioxygen  851
folding pattern  354
mass spectrum  113
mass spectrum of apo form  115
NMR spectrum  148
oxygenation curves  355
packing of side chains  75

Myohemerythrin  71s
Myosin  369

coiled coil structure of  71
diffusion constant of  461

Myotonia congenita  420
Myriopoda  24
N-Myristoyl group  559
Myxococcus xanthis, genome  12
Myxomycetes  20
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N
NAADP+  315, 779
Na+, K+-ATPase  423 – 425

model  424
Nacrein  678
NAD+ (NAD)  63s, 507s, 535, 765 – 771, 767s,

778
absorption spectrum of 768
addition to  779
containing 2H  768
determination of  779

NAD2H  771
oxidation by  298

NAD+/ NADH ratio, redox potential  767
NADH (NADH + H+; NADH2) 765 – 771

 absorption spectrum of  768
modification in acid  780

 NADH-X  780
 NADH-methemoglobin reductase  826
 NADH:ubiquinone oxidoreductase  788

oxidation by ferricyanide  780
NADP+ (NADP)  507, 765 – 771, 767s, 779

in catalase  853
isolation of  767

NADPH (NADPH + H+; NADPH2) 507, 765 –
771

NADPH/ NADP+ ratio  776
Naphthalene, resonance energy  299
Nathans, Daniel  84
Natural killer cells  185
Near attack conformation  485
Near-field scanning microscope  130
Neighboring group assistance in displace-

ment reactions  601, 602
Nekoflavin  783
Nematocyst  427
Nematodes  24, 25
Neocarzinostatin  218, 224s
Neopterin  803
Nephrogenic diabetes insipidus  412
Neprilysin  625
Nernst equation  400
Netropsin  225s

binding to DNA  225
Neu (protein)  576
neu (oncogene)  572
Neuraminic acid anion (Neu)  165s
Neuraminidase  186
Neurofibromatosis  574
Neurofilaments  369
Neuroglia  25
Neuron(s)  25. See also Axon

of squid  24
Neurospora crassa  20

figure  21
Neurotransmitter(s)  29, 553

receptors for  479
Neutron diffraction  137
Neutrophils  26, 188
Nick translation  257
Nickel 877– 882

dietary essential  877
in plants  877

Nickeloplasmin  877
Nicotinamide  507, 721, 766, 767, 769s, 780.

See also NAD+, NADH; NADP+, NADPH
daily requirements  756, 769

Nicotinamide adenine dinucleotide. See
NAD+, NADH

Nicotinamide ring  770, 779
Nicotine  769

oxidation to nicotinic acid  769
Nicotinic acid. 769s See also Nicotinamide
Nicotinic acid adenine dinucleotide

(NAADP+)  778
Nicotinic acid adenine dinucleotide

phosphate (NAA  315
Nicotinic acid hydroxylase  825
Nidogen  437
Ninhydrin  120, 121s
Nitrate reductase(s)

assimilatory  890
dissimilatory  890

Nitric oxide, NO  553, 561
binding to hemoglobin  358, 359

Nitrite reductase(s)  836s, 861
copper in  884, 885
cytochrome cd1 type  885

Nitroform  126
Nitrogen mustards  574
Nitrogenase  890
Nitromethane, inhibition of ammonia-lyases

756
p-Nitrophenolate anion, as a leaving group

636
p-Nitrophenyl acetate  610, 610s
Nitrous acid, reaction with nucleic acids  253
Nitrous oxide reductase(s)

copper in  884, 885
NMR spectra

of ADP, 31P  642
of aspartate aminotransferase  149
of carbohydrates  190 – 192
of honey, 13C  162
of tRNA, 19F  270
of glycyl-L-histidylglycine  147
of gonadatropin-releasing hormone

145
of DNA, 1H  269
of lysozyme  146
of myoglobin  147
of muscle, 31P  304
of phospholipid phases, 31P  397
of phosphatidylcholine, 1H  396
of pyridoxal 5'-phosphate, 1H  138
pyruvate kinase equilibria  641
of serine proteases, 1H  613
of tRNA  268

NMR spectroscopy  137– 149, 494
assignment of resonances  145
band widths  138
basic principles  137
carbon-13  140
chemical shift  138

table  141
correlation time, τc  142
coupling constants  138, 139, 146
deshielded  139
deuterium  140
distance constraints  145
downfield  139
DSS or Tier’s salt  138
exchangable protons  148
fluorine-19  140
Fourier transform  141
free induction decay  141
Heisenberg uncertainty principle  138
HMQC (15N-multiple quantum

coherence)  144
HSQC  (15N-multiple quantum

coherence)

lysozyme  146
isotope-edited spectra  144, 145
J coupling  139
liposomes  396
membranes  396
multidimensional
mixing time  143

NOESY  142
nitrogen-15  140
NOE  140
NOESY spectra  146
nuclear Overhauser effect  140
phosphorus-31  140, 295

of adenylate system  303
of muscle  304
of phosphotransferases  640 – 643

positional isotope exchange  641
protein dynamics  145
relaxation times  141
residence time, τm  142
ring current shifts  139
saturation-transfer  641
scalar coupling  139
solid-state  149
spin decoupling  139
spin-lattice relaxation time, T1  142
spin-spin interaction  139
spin-spin relaxation time T2  142
stable isotopes, use of  110,  111
study of phosphotransferases  639
tetramethylsilane (TMS)  138
titrations  147
transferred NOE  145
two-dimensional  141

correlation spectroscopy (COSY)
144

TOCSY  144
of various nuclei  141
of vicinal protons  139

Nobel prizes, list  83
Nodes of Ranvier  29
Nojirimycin tetrazole  605, 605s
Non-coding (transcribing) strand in DNA

237
Noncompetitive inhibition  476, 477
Nonheme iron proteins. See Iron-sulfur and

diiron proteins
Nonlinear equations  460
Nonmetallic ions, ionic radii, table  310
Nonproductive complexes  475
Norepinephrine (noradrenaline)  553, 553s

in receptor 555s
Nuclear envelope  11
Nuclear magnetic resonance spectroscopy.

See NMR spectroscopy
Nuclear Overhauser effect (NOE)  140. See

also NMR spectroscopy
Nuclear pore  11
Nuclear relaxation

by chromium ions  639
by manganese ion  639

Nucleases  250
micrococcal, active site  653

Nucleic acid(s)  199 – 213, 218
abbreviated structures  204
absorption of light  205
acid – base chemistry  204, 205
amount in cells  31
bases, aromatic character of  204

stacking of  209
catenated  218
cruciform structure in  229
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dynamics  218
electrophilic reagents  253 – 255
homology of  256
hydrolysis of  249
interactions with proteins  239 – 244
isolation of  249
knots in  218, 219
melting curves of  255
methods of study 249 – 270
pKa values of  204
separation of  249
tautomerism  204, 205
topology 218 – 230
turnover of  527

Nucleic acid bases
alkylation  253
aromatic character  207
chemical reactions of  207
epoxides  254
halogenation  253
reactions  251– 255
reactions with formaldehyde  253
reactions with kethoxal  253
reactions with nitrous acid  253

Nucleoid  4
Nucleolus  10, 11
Nucleophilic catalysis  494. See also Covalent

catalysis
Nucleophilic character and bonding to metal

ions  307
Nucleophilic displacement reactions  526,

589 – 662
carbocationic intermediates  598
cellulases  602
chitinase  599 – 602
glycogen phosphorylase  604, 605
β-glycosidases  602
glycosyltransferases  593 – 598
inversion  590, 591
kinetic isotope effects  592, 593
lysozymes  599 – 602
starch-hydrolyzing enzymes  605 – 608
transmethylation  591, 592

Nucleophilic group, definition of  589
Nucleophilic reactivity (nucleophilicity)  589

alpha effect  590
effect of polarizability on  590
of sulfur compounds  590

Nucleoside(s)
conformations of  211, 212
names and abbreviations, table  203
torsion angles of  211

Nucleoside diphosphate kinase  655
Nucleoside Q (Queosine)  234s
Nucleoside trialcohols, fluorographs  252
Nucleoside triphosphates  302
Nucleoside Y  234s
Nucleosomes  239

DNA in  221
model  222

Nucleotide(s)  199 – 213, 200s
names and abbreviations, table  203
chemistry of 203 – 213
conformations of  211– 213
modified  234
pairs  3
structures of  203 – 213

Nucleotide binding domain  76
glyceraldehyde phosphate

dehydrogenase  63s
Nucleotide handles

of coenzymes  719

and specificity of metabolism  720
Nucleotide kinases  655
Nucleotide sequence

of aspartate aminotransferse  202
of DNA and RNA chains  200
of genes and genomes  12, 201
of mitochondrial DNA  201
of viruses  201

Nucleotidyl transferases 657
Nucleotidylation  545
Nucleus  10, 11

of plant cell, micrograph  13

O
O-Antigen  180, 428 – 430
Obelia  24
Occlusion zones  29
Octahedral geometry  311
Octopus, intelligence of  24
Oils, composition of  380
Okadaic acid  545
Old yellow enzyme  783
Oleate hydratase  526, 688
Oleic acid  381
Olfactory responses  558
Oligomer(s)

asymmetry  344 – 347
cubic symmetry  342 – 344
with dyad axes  337– 348
heterologous tetramer  352
isologous tetramer  352
quasi-equivalence  344 – 347

Oligomeric enzymes  475
Oligonucleotides, 200 – 205

synthesis of  258
 probe  119

Oligosaccharide(s) 167– 170. See also Specific
names

asparagine-linked (N-linked)  180 – 185
biological recognition of  161
N-linked  182 – 185, 183, 192s
release from glycoproteins  188
separation of  100

Omega. See Oxidation
OmpA protein  411, 428
OmpC (osmoporin)  411
OmpF  411, 412s
Oncogenes  242, 544, 571– 576

in human tumors  571
table  572

Oncogenic viruses  248
One-start helix  334
Oparin, I. V.  9
Open systems  289
Operator sequence of DNA

1H NMR spectrum  269
Operons  240
Opsin(s)  553
Optical rotation  42
Optimum rate for enzymes  469
d Orbitals, participation in covalent bond

formation  311
Orcinol  251
Ordered binding  464
Ordered sequential mechanism  475
Organelle(s)  11

separation  101
Organic mechanisms, use of arrows  528

Ornithine decarboxylase  342, 342s
Ornithine mutases  871, 874
Oscillatoria  22
Osmate ester  393s
Osmotic shock  417
Osteoarthritis  438
Osteoblasts  26, 441

alkaline phosphatase in  645
Osteocalcin  821
Osteoclasts  441

acid phosphatase in  645
Osteocytes  441

alkaline phosphatase in  645
Osteogenesis imperfecta  438
Osteonectin  313
Osteopetrosis  572, 678
Osteopontin  409, 441, 572
Osteoporosis  443, 619
Ouabain  422
Ovomucoids  183, 629
Ovotransferrin  840
Oxalate  699s
Oxaloacetate  699s
Oxaloacetate  506s, 515, 516s, 737s

acetylhydrolase  698
decarboxylases  527, 706

4-Oxalocrotonate decarboxylase  705
4-Oxalocrotonate tautomerase  697
Oxalosuccinate  516s, 705
Oxazoline  601s
Oxidation

of biochemical substances, table  290
linked  705
by NAD+, table  290

β Oxidation pathway  506, 511
Oxidation-reduction, by dehydration  697
Oxidation states

of iron-sulfur clustsers  857
Oxidation-reduction potentials.  See also

Reduction Potential
of pyridine nucleotide system  766
table 301

Oxidation-reduction reactions
coenzymes of 765 – 827

Oxidative decarboxylation of α-oxoacids
511, 736, 796 – 802

by hydrogen peroxide  799
mechanisms  799 – 801
with thiamin diphosphate  800

Oxidative metabolism  535
Oxidative phosphorylation  512
Oxidizing power of redox couples  300
Oxidoreductases  497
α(2)-Oxoacid(s) (α-keto acids). See also

specific acids
cleavage of  802
decarboxylation  730
oxidative decarboxylation 796 – 802

β-Oxoacid(s)
decarboxylation  705

α(2)-Oxoacid dehydrogenases  348
sequence of reactions, diagram  798

3-Oxoacyl-CoA transferase  527
α-Oxo alcohol, reaction with thiamin  732
Oxocarbenium ion  598s, 604
α(2)-Oxoglutarate (α-ketoglutarate)  516s,

737s
dehydrogenases  796
synthase  799

2-Oxoisovalerate  700s
Oxonium ion. See Oxocarbenium ion
2-Oxopantoate  810
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Oxophenarsine  597s
5-Oxoproline, 551s, 662s
Oxosteroid isomerase  526, 696

molecular activity  696
∆5-3-Oxosteroid isomerase

turnover number of  458
Oxyanion  613
Oxyanion hole  614, 615s

formation of in trypsinogen  615
of serine proteases  614

Oxygen (O2)
binding of, to heme proteins  353 – 358,

850 – 852
to hemocyanin  885, 886
paramagnetism of  850
reactivity of  850

Oxygenases  863
diiron  863

Oxyhemoglobin  851
Oxyperoxidase  854
Oxytocin  54s
Oysters, glycogen content  31

P
P Loop  425, 648, 658
Packing

of macromolecules  332 – 348
of molecules  41

Paget’s disease  443
Palindromes

in DNA  238
H- (mirror-repeats)  238

Pallidin  405
Palmitic acid  381
Palmitoyl group  559
Pancreatic trypsin inhibitor  629
Pantetheine  722
Pantetheine 4'-phosphate  722

in acyl carrier proteins  723
Pantoic acid  722, 723

in coenzyme A  722
Pantothenic acid  721, 722, 722s

nutritional requirement of  756
Papain  618

active site  618
Paper chromatography  103
Papovaviruses  244
Parabactin  838, 838s
Parallel β structure  62
Paramagnetic ions, effects on NMR signal

640
Paramecium  17, 20
Paramylon  170, 174
Parathion  636s
Parathyroid hormone  314
Paratose  180s
Partition coefficient  410
Parvalbumin  312 – 316
Parvoviruses  244
Patterson map  135
Pauling, Linus C.  83, 84
Paxillin  406
p 53 cancer suppressor  574, 581
Pectate lyase  65, 686
Pectate lyase C  686, 686s
Pectin(s)  15, 170, 177
Pellagra  721, 769
L-Penicillamine  739

Penicillin  20
Penicillin acylase  620
Penicillopepsin  621
Pentose phosphate pathway  700

reductive  517
Pentoses  162
PEP. See Phosphoenolpyruvate
PEP carboxykinase. See Phosphoenolpyru-

vate carboxykinase
PEP carboxylase. See Phosphoenolpyruvate

carboxylase
PEP carboxytransphosphorylase  706
PEP mutase  711
Pepsin  456, 621

specificities  117
Pepsinogen  625
Pepstatin  623
Peptidase(s)  526, 609

leader  620
procollagen  433
signal  620
ripeptidyl  140

Peptide(s) 51– 59
β conformation of  60
knotted chains  74
torsion angles  60

Peptide deformylase  627
Peptide hormone(s). See also Chapter 30

amidation of  522
Peptide linkage  51, 55s

cis 56s
dimensions  55
resonance stabilization of  55
trans  56

Peptide mapping  118
Peptide structure

torsion angles of, table  61
Peptide synthesis 127– 129

solid-phase  127, 128
Peptide unit

hydrogen bonds  56
partial double bond character  55
planarity of  55
properties of  55, 56
structure  55, 56

Peptidoglycan(s)  179, 428, 429s
Peptidyl transfer  234
Peptidyl transferases  637
Peptidyl-prolyl-(cis-trans) isomerases  488
Peptidylglycine α-hydroxylating

monoxygenase  887
Performic acid  115
Perfusion chromatography  100, 101
Perinuclear space  11
Periodate oxidation

of carbohydrates  190
Periodental disease  442
Periplasm  427, 428
Permeability coefficient  410

for D-glucose  415
Permease  411

for lactose  417
periplasmic  417– 419

Pernicious anemia
vitamin B12 treatment  868, 869

Peroxidase(s)  844, 845, 852 – 855
ascorbate  852
bromo  856
catalytic cycles, scheme  855
chloro  855
compounds I, II  853 – 855
cytochrome c  852

glutathione  856
halo  855, 889
heme linkage  853
horseradish  852, 856
iron properties  853
lacto  853, 856
mammalian  853
mechanisms of catalysis  853 – 855
myelo  856
structure  853
thyroid  856

Peroxisomes (microbodies)  10, 14
Perutz, Max F.  84
PEST regions  527
pH  95 – 98

of cytoplasm  549
effects on enzymatic action  469
effects on equilibria  293 – 297, 305
effects on metal binding  310
Michaelis pH functions  296
within a cell  295

pH dependence
of chymotrypsin  616

PH (plekstrin homology) domain  102, 367,
566, 571

Phaeophyta  22
Phage head  363
Phage lambda

repressors  241
Phage tail  363
Phagocytosis  13
Phagosomes  426
Phantom atoms  42
Phase transition  284
Phase transitions

of lipid bilayer  394
Phenol(s)

acidity of  308
pKa value of  293, 309
resonance energy  299

Phenolsulfonic acid
pKa value of  99
Phenylacetic acid(s)

acidity of  308
pKa value of  309

Phenylaceturic acid  513s
Phenylalanine (Phe, F)  52, 52s

absorption spectrum of derivative  123
Phenylalanine ammonia-lyase 755
Phenylephrine  563s
Phenylisothiocyanate  118
Phenylketonuria  16
Phenylpyruvate  689
Phenylpyruvate tautomerase  692
Phenylthiohydantoin  118
Pheromones  382
Phloem  30
Phorbol esters  564
Phosducin  558
Phosphagen  303
Phosphatase(s)  515, 526, 637, 645 – 647
Phosphate anhydride  303
Phosphate, inorganic (Pi)

in adenylate system  302, 304
Phosphatides  383, 384

structures of  383
Phosphatidic acid  383s
Phosphatidyglycerol  383s, 384
Phosphatidylcholine  383, 383s, 391s

in bilayer  391
packing  391

Phosphatidylethanolamine  383, 383s
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bilayer, AFM image of  392
Phosphatidylinositol

383s
Phosphatidylinositol (PtdIns)  563, 565, 566s

in signalling 563 – 566
Phosphatidylinositol 3-kinase  565
Phosphatidylinositol 4,5-bisphosphate  563
Phosphatidylserine  383s, 564

decarboxylation of  753
Phosphatidylserine decarboxylase  409, 755
3'-Phosphoadenosine 5'-phosphosulfate

(PAPS)  659
Phosphoadenylation

of protein side chains  79
Phosphodiesterase  556, 638

for cGMP  558
Phosphoenolpyruvate (PEP)  510, 510s, 685s

key metabolic intermediate  705, 706
as stabilized enol  697

Phosphoenolpyruvate carboxykinase  549
Phosphoenolpyruvate carboxykinase

(PEPCK)  706
Phosphoenolpyruvate carboxylase  527, 711
Phosphoenzyme  653, 703
Phosphofructokinase

in regulation  535
Phosphofructokinase-2  541
Phosphoglucomutase  653
6-Phosphogluconate ion  164s
6-Phosphogluconate dehydratase  697
6-Phosphogluconate dehydrogenase  770
3-Phosphoglyceraldehyde dehydrogenase

770
2-Phosphoglycerate  510s, 685s

dehydration  685
dehydration to PEP  705

3-Phosphoglycerate  506s, 707s
in chloroplasts  706

Phosphoglycerate kinase  654, 656
Phosphoglycerate mutase  653
Phospho (phosphoryl) group  292s

chirality of  644
as a handle  507
transfer from ATP  660
transfer of  292
transfer of, by kinases  654

O-Phosphohomoserine  746
Phosphoketolase  736
Phosphokinases  526
Phospholipases  635

A1  566
A2  566, 635
C 563, 566
D  566

Phospholipid(s) 379, 380, 382 – 387, 392. See
also Specific substances

bilayer diagram  391
head groups, functions of  396
inverted hexagonal phase  397
31P NMR  397
non-bilayer structures  397

Phosphomannomutase  654
Phosphomutases  526
Phosphonamidate  626s

as metalloprotease inhibitor  626
Phosphonate esters  626s
Phosphonates

synthesis of  711
Phosphono group  711
Phosphonoethylamine  385s
Phosphonolipids  385
4'-Phosphopantetheine  723

4' - Phosphopantothenylcysteine
decarboxylases  753, 755

Phosphophoryns  442
Phosphoporin (PhoE)  411, 412s
Phosphoric acid

in lipids  380
pKa value of  99

Phosphorolysis,  593
Phosphorothioate

phosphotransferases, study of  642
Phosphorus-32

properties of  110
Phosphorylase a  541
Phosphorylase kinase  541, 544
Phosphorylation  541

in bacteria  545
cascade reactions  542
oxidataive  303
photosynthetic   303, see also

Photosynthetic phosphorylation
of protein side chains  79
substrate level  775, 800

Phosphorylation, photosynthetic. See
Photosynthetic phosphorylation

Phosphorylation reactions  303
Phosphorylation state ratio

definition of  303
O-Phosphoserine  610s
Phosphoserine  545
Phosphothreonine  545
Phosphotransferase system

bacterial  419, 420
Phosphotransferases  637

in-line displacement  638
P31 NMR of  642, 643
pentacovalent intermediate  638
stereochemistry  642, 643

Phosphotriesterase  646
mechanism  646

Phosphotyrosine  545
Phosvitin  80
Photoautotrophic bacteria  8
Photofootprinting  266
Photorespiration  707
Photosynthesis  506, 517, 705
Photosynthetic bacteria  7
Photosynthetic phosphorylation  303, 517
Photosynthetic reaction centers  71
Phthaldialdehyde  120s
Phycoerythrin  22
Phycomycetes  20
Phylloquinones (vitamin K1)  818, 821
Phylogenetic approach

to RNA structure  232
Phylogenetic tree  7, 8
Physarum polycephalum  20
Phytanyl group  385
Phytate. See Inositol hexakisphospate (InsP6)
Phytochelins  318
Phytocyanin  883
Phytoglycolipids  388, 389s
Phytosphingosine  388, 388s
Picornaviruses  247
Pili  3, 6, 335, 336, 364. See also F pili
Pimeloyl-Coenzyme A

conversion to biotin  719, 723
Pinacol  712s
Pinacolone  712s
Pinacol-pinacolone rearrangement  712
Ping-pong mechanism  465, 475

rate equation for  466

succinyl-CoA-acetoacetate CoA
transferase  662

Pinocytosis  13
Piperazine, pKa value of  99
Piperidine, pKa value of  99
PIPES, pKa value of  99
Pitch

of a helix  68
of B-DNA  213

Pituitary hormones  54
pKa values 95 – 98. See also Specific compounds

of acids, table  293
of amino acid side chains  55
of buffers, table  99
of buried groups  55
of dicarboxylic acids, table  328
effect on separation  104
in hemoglobin  357
of hydrogen-bonded protons  494
in hemoglobin  357
succinic acid  330
of terminal – COOH  55
of terminal – NH3+  55
thiamin  330

Plague  7
Planarians  23
Plankton  22
Plant cell, electron micrograph  13
Plant cells and tissues 29, 30

fiber  11
Plasma amine oxidase  886
Plasma antithrombin III  177
Plasma membrane  12, 379
Plasmalemma. See Plasma membrane
Plasmalogens  383s, 384
Plasmids  5, 248249

ColE1  248
drug resistance  248

Plasmin  634
Plasminogen  634
Plasmodesmata  10

in micrograph  13
Plasmodium  19, 20
Plastids  14, 15
Plastochromanols  818
Plastocyanin  65s, 883
Plastoquinone(s)  818, 818s
Platelet(s)  26

cyclic AMP in  557
Platelet activating factor 384, 384s, 385
Platelet-derived growth factor (PDGF)  544,

571
Platyhelminthes  23
Pleated sheet  62

structure  62
P loop  425, 648

consensus  559
of Ras  559

PLP. See Pyridoxal phosphate (PLP)
PLP-dependent reactions. See Pyridoxal

phosphate-dependent reactions
PNA, 227s
Poison(s). See also Insecticides, Antibiotics,

Inhibitors
cyanide  590
hydroxylamine  590

Polar membrane  5
Polar molecules  50

definition of  48
hydration of  50

Polarizability  590
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Polarization
of water  47

Poliovirus(es)  247
Poly(ADP-ribose) synthase  545
Polyadenylation site

in RNA  202
Polyamines  222
Polycarboxylate synthases, table  700
Polycarboxylic acid synthases 700 – 703
Polyethylene

helical structure of  45
Polyethyleneglycol (PEG)  102
Polyfluorethylene (Teflon)

helical structure of  45
Polyglutamates  803
Polyglycine II  72, 73s
Polyhistidine “tag”  106
Poly-β-hydroxybutyric acid  3
Polymerase chain reaction (PCR)  260

figure  261
Polymetaphosphate  3
Polymorphonuclear leukocytes  26
Polynucleotide(s) 199s, 226 – 228. See also

Nucleic acids, RNA, DNA
hybridization  255
hydrazine reactions  254
interactions with ions  218
melting of  255
probes  255
rotational movements of bases, figure

217
triple-helical 226

Polynucleotide kinase  258
Polynucleotide polymerases  638
Polyomavirus  247
Polypeptide(s) 56 – 59. See also Proteins

antibiotics  66
chemical synthesis  85
conformation of 59 – 61, 78
definition of  51
torsion angles  59 – 62

Polypeptides. See also Peptides
Polyphosphates  302, 303
Polyprenyl compounds

polymerization of  712
Polyproline  72, 73
Polyproteins  522, 628
Polysaccharide(s) 169 – 180

alternating, list of  170
of bacterial surfaces  179, 180
chains, conformation of  170
list of, table  170
main linkages,  table  170
structureal features of,  table  170

Polysialic acid  187
Polyubiquitin  524
Porifera. See Sponges
Porins  65, 402, 411, 428

FepA  839
FhaA  839

Porphin(s)  843
Porphobilinogen  843s
Porphyrin(s)  843

biosynthesis  742
chelate effect  310
tautomerism of  845

Posttranslational modification  402
of proteins  521– 523

Potassium 206
Potassium ion(s)  31

activation of enzymes by  206
binding to tetraplex DNA  206

concentration in cells  206
effect on equilibria  297
replacement by proteins  206
replacement by rubidium  206
in tissues  299

Potentiometer  300
Poxvirus  247
PQQ See Pyrroloquinoline quinone
Preproteins  519 – 522. See also Proenzyme(s)

peroxisomal  521
Precursor activation  540
Prenatal diagnosis  26
Prenyl diphosphate (pyrophosphate)  390s
Prenylation  402

of proteins  559
Prenyltransferases  712
Prephenate  485, 690s

conjugative elimination  689
Prepro-opiomelanocortin  522
Preproinsulin  519
Pressure jump method  468
Primary kinetic isotope effect

for glucose-6-phosphate isomerase
592, 593, 693

Primary hydration sphere  311
Primary structure

of nucleic acids  200 – 202
of protein  56

Priming reaction in metabolism  507
Prion  248
Priority sequence  42
Procapsid  366
Processive mechanism

of α-amylase  606
Prochiral centers  478, 768

trigonal  480
Prochlorophytes  10
Procollagen  432, 432s
Procollagen peptidases  433
Product inhibition  464, 475
Proenzyme(s), 519, 609.  See also Zymogen

of histidine decarboxylase  754
Proflavine  223s
Progesterone  696
Programmed cell death. See Apoptosis
Progress curve for enzyme-catalyzed

reaction  455
Proinsulin  519
Projection formula

Fisher  42
Newman  44

Prokaryotic cells, definition of  2
Proline (Pro, P)  52s

in helices  69
reductases  753, 755

Proline rings, torsion angles  62
Prontosil  473s
Proofreading

by enzymes  482
1,2-Propanediol  874s
β Propeller  67, 560, 764
Propionic acid, pKa value of  293
Propionic acid bacteria  725
PEP carboxytransphosphorylase  706
Propionyl-CoA, carboxylation of  724
Propranolol  553s
Prostacyclin  557
Prostaglandin(s)  565
Prostaglandin PGE2  381s
Prostanoids  381
Prostate gland, zinc content  680
Prosthetic groups  312, 719

Protamines  204, 239
Protease (proteinase)  609. See also

Proteosome
aspartic  621– 625
ATP-dependent  627, 628
in blood clotting  631– 634
cysteine  618, 619
in defense systems  628
E. coli  628
functions of  628
metallo-  625 – 627
multicatalytic  339, 525, 620
pH dependence of  616
serine. See Serine proteases
specificities, table  117
subsites of, nomenclature  617
substrate specificities  616 – 618
V-8, specificity  117
stereoelectronic effect  616

Protease inhibitors  622, 629 – 631
alpha 1  629, 631

Proteasome  523
Protection mapping. See Footprinting
Protein(s)

amino acid composition  59, 115 – 123
anchors for  402
aromatic clusters  75
caloric value  283
charged groups  101
chemical modification 79 – 81
classification of residues  79
compositions of specialized  59
content

from nitrogen analysis  31
in tissues  31

covalent structure  57
crosslinking  79 – 81
crossover connections  74s
degradation of  628
disulfide crosslinkages  80
domains  74
engineering of  85
families  76
globular  59
hydration of  50
hydrogen bonding of side chains  75
hydrogen bonds in  75
hydrolysis  116 – 118
idealized shapes  60
induction of synthesis  538, 539
intracellular degradation  523
isoelectric point  83
maturation  519
methylation of  79
molecular mass  59
multienzyme complexes  348
nucleotide-binding domain  76
oxidation of  85
oxygen carrying  850 – 853
packing density of  75
pH, effects of  83
phosphoadenylation of  79
phosphorylation of  79
primary structure  56
processing of  519
repression of genes  538, 539
salting in  101
separation with ammonium sulfate

101
selenium-containing, table  825
side chain groups, reactions of

123 – 127
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solubility  101
solvent, effects of  83
sulfate esters of  79
thermostability  85
transport of  519 – 521
turnover  538, 539
water molecules in  76

Protein(s),  association
binding equilibria  350 – 352
dimerizing  350 – 352
interfaces  74
quaternary structure  332
regulatory subunits  348
subunits of  74, 332
tertiary structure  59
unsymmetrical dimerization  344

Protein(s), conformational states
compact denatured state  82
conformational changes in  81
conformational substates  496
denaturation of  82
dynamic properties  81– 85
local unfolding  81
mobile defects in  496
packing defects  81

Protein(s), folding patterns   76, 77
α/α barrel  77
α/β barrel  77
architecture of folded  59 – 76
folding intermediates  82
folding of  81– 83, 518, 519
molten globule  82
 motifs  367
β sandwich  64
secondary structure  63
seven-bladed β propeller  561
seven-helix  553 – 556
symmetry in  77
winged helix  243

Protein C  634
Protein coats of viruses  334
Protein concentrations, estimation of  102
Protein data bank  149
Protein disulfide isomerases  83, 659, 787
Protein kinase  541, 656, 659

cGMP-activated  544
Protein kinase C  544, 564
Protein kinase, cAMP-dependent active site

657
Protein phosphatases  544, 646
Protein S  634
Protein sequenators  118
Protein sequences from genes  119
Protein synthesis  3, 538, 539
Protein tyrosine kinases  544
Protein-disulfide isomerase  83
Protein-DNA interactions  266
Proteinase. See Protease
Proteoglycan(s)  181, 182. See also Glycosami-

noglycans
aggregates of cartilage  182
molecular architecture  182
terminal unit of polysaccharides  181

Proteolipid protein of myelin  401
Proteome  116
Proteosome  620, 627

20S  339, 341s
26S  340
electron micrograph  340

Prothrombin  632, 821
Prothrombinase  631
Protista  18 – 22

Protoheme(s)  844, 845s
Proton(s)

conduction, lateral  401
dissociation, diffusion-controlled  493
intramolecular transfer  693
inventory technique  493, 618

Proton transfer
coupled  493
Marcus theory  493
rates  492
ultra-fast  491

Proto-oncogenes  571– 576, 574
Protoplast(s)  6
Protozoa  18 – 20
Provirus  248
Proximity factor in catalysis  495
Pseudo first order reactions  457
Pseudoazurin  884
Pseudoknot in RNA  231
Pseudomonad(s)  8, 688
Pseudorotation  212, 638
Pseudosubstrate of acetylcholinesterase  636
Pseudouridine  234s
Pseudo vitamin B12  867
Psicose  164s
Psoriasin  313
Psoriasis  316, 440
PTEN  566
Pteridine  803

ring system  802 – 804
Pteridophyta  29
Pterin(s)  802

coenzymes 802 – 813
structures  802 – 804

Puffballs  20
Pufferfish, genome  12
Pullulan  170, 175
Purine  199, 199s

catabolism of  810
Purine bases

absorption spectra of  205
hydrogen-bonding possibilities  207
names of  203
pKa values of  204, 205

Purine hydroxylase  890
Purple acid phosphatases  658, 862, 863
Purple CuA center  883, 884
Putidaredoxin  859

EPR spectrum of  860
Putrescine  363
Pycnodysostosis  619
Pyochelin  838s
Pyranose rings  161, 162, 175. See also Sugars
Pyrenoid  20
Pyridine

binding constants to metal ions  311
pKa value of  293
resonance energy  299

Pyridine nucleotide(s)  765
chemistry  779, 780
coenzymes 767– 780

6-Pyridone(s)  780s
Pyridoxal  738
Pyridoxal phosphate (PLP)  121, 679, 737–

753, 740s. See also PLP-dependent
reactions

absorption spectrum  749
as active site label  124
amino acid reactions  740
in aspartate aminotransferase  57
as coenzyme, table  743
dependent enzymes, cyclization  741

enzymes, atomic structures  750
in glycogen phosphorylase  604
mechanism of action  740, 741, 751– 753
NMR spectrum of  138
optical properties  749, 750
Schiff bases,  reactions of  699, 705, 742
transimination  741

Pyridoxal phosphate-dependent enzymes,
list  743

Pyridoxal phosphate-dependent reactions
741– 747

beta replacement  742 – 744
cyclization  741
decarboxylation  745
elimination  742
ketimine intermediate  745, 746
nonenzymatic models  737
racemization  741
side chain cleavage  745
stereochemistry of  749
transamination  741

Pyridoxamine  738
orange product with ninhydrin  121

Pyridoxamine phosphate (PMP)  741, 744s,
747

Pyridoxamine:pyruvate aminotransferase,
stereochemistry of  748

Pyridoxine (vitamin B6) 305s, 738
microscopic dissociation constants  305
pKa values of  305
tautomerism  45

ε-Pyridoxyllysine  750s
Pyrimethamine  805s
Pyrimidine  199s
Pyrimidine bases

absorption spectra of  205
hydrogen-bonding possibilities  207
names of  203
pKa values of  204, 205

Pyrithiamin  731, 736
Pyroglutamate aminopeptidase  619
Pyroglutamyl group as N-terminus

in proteins  54, 522
Pyrophosphatases  515, 646
Pyrophosphate (PPi) 508, 515

in adenylate system  302 – 304
Pyrophospho group

transfer from ATP  660
Pyrophosphoric acid, pKa value of  99, 293
Pyrrole, resonance energy  299
Pyrroloquinoline quinone (PQQ)  764, 815
Pyrrophyta  20
Pyruvaldehyde. See Methylglyoxal
Pyruvate  506s, 510

anaerobic cleavage  800
decarboxylation, reversible  799

Pyruvate carboxylase  711, 724
control mechanisms  729

Pyruvate decarboxylase  718, 734
Pyruvate dehydrogenase  511, 796 – 798, 797s

effect of insulin  571
Pyruvate:ferredoxin oxidoreductase  799
Pyruvate formate-lyase  875

reaction 800, 801
Pyruvate kinase  656, 706

equilibria by NMR  641
Pyruvate oxidase  799

active site  734
Pyruvic acid, pKa value of  293
Pyruvoyl groups in enzymes,  753 – 755

table  753
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Q
Quanine quartet  208s
Quantum mechanical tunneling  494, 771, 848
Quasi-equivalence

in oligomers  344
in virus coats  346

Queosine (nucleoside Q)  234s
Quinone(s)  815 – 822

as electron carriers  819
Quinonoid-carbanionic intermediate  741, 744s

from pyridoxal phosphate  743, 744s
Quinoproteins  815 – 818

copper  815

R
Rab protein  559
Rabies  247
Racemase(s)  284

amino acid  692
aspartate  741

Racemization  741
of amino acids  284
of lens proteins  85
PLP-dependent enzymes  741

Rac protein  559
Radicals, free. See Free radicals
Radioautogram (radioautograph, autoradio-

graph)  111
Radioautography  110
Radioimmunoassays  110
Radioisotope  258
Radiolaria  18
Radius

collision  462
covalent 40, 41
van der Waals  40

Raf  578, 579
Raffinose  169
Ramachandran plot  60, 61
Random  order of binding  464
Random coil conformation  69
Rapamycin  488
Rapid equilibrium assumption  467
Rapid photometric methods  468
Ras  577– 579

human c-H ras  560s
P loop  559

Ras oncogenes (ras)  572, 576
Ras protein superfamily  558
Rat liver, composition of  31
Rates

of approach to equilibrium  458
of displacement reactions  589, 590
of enzymatic reactions  455 – 497.  See

also Kinetics
of substrate binding  463

Rate constants  455
apparent first order  458
bimolecular  458, 462
prediction by Hammett equation  309

Rate equation for enzymes  455
Reaction coordinate  482
Reaction rates, diffusion controlled limit  462
Reaction types in metabolism, 530

table of 526, 527

Reading frames in nucleic acids 236, 237
Rearrangement reactions  527, 530, 712

recA protein  219
Receptor(s)  1, 553 – 563

acetylcholine  422
alpha adrenergic. See α-Adrenergic

receptors
autophosphorylation of  562
bacterial, for aspartate  561
beta adrenergic. See β-Adrenergic

receptors
on cell surfaces  479
down regulation of  571
for hormones 553 – 563
human adrenergic  555
for surface proteins  407
seven-helix structures  555

Receptor theory  479
Reciprocal plots

for kinetics of enzymes  460, 465, 472
Recognition domains in proteins  367
Rectus configuration  42
Red blood cell. See Erythrocytes
Redox potential

within cells  767
of flavoproteins  767

Reduced flavins, reactions with oxygen  794
Reducing equivalents from citric acid cycle

515
Reducing powers of redox couples  300
Reduction potential(s)

definition of  300
table,  301

Reference electrode  300
Refinement of X-ray structure  136
Refolding of proteins  82
Regulation

of activity of enzymes 539 – 553
of aspartate carbamoyltransferase  540
control elements in  535 – 537
of enzymatic activity 535 – 581
pacemaker enzymes  535 – 537

Regulators of G-protein signaling (RGS)  559
Regulatory cascade(s)  566, 567

monocyclic (scheme)  567
Regulatory subunits  348, 540, 541
Relative molecular mass (Mr)

determination of 108 – 115
estimation by gel filtration  109
estimation by PAGE  109

Relaxation methods  468
Relaxation time

approach to equilibrium  458, 468
first order reactions  457

Renin  621
Reoviruses  248. See also front cover
Repair systems  16
Replication cycle. See Cell cycle
Repression of enzyme synthesis  536, 538, 539
Repressor(s)  76, 239

of gene expression  539
Resolvase  229

Tn3  219
Resonance 45, 46, 46

energy values, table  299
in esters and amides  608

Respiration  300
Respiratory chain  783
Respiratory distress syndrome  386
Resting potential of cell membrane  400
Restriction endonuclease(s)  249, 653
Restriction maps  260

Resurrection plant  168
Retention signal  521
Retinoblastoma protein (Rb)  574
Retinol-binding protein  58
Retrieval signal KDEL  521
Retroviruses  248
Reverse transcriptase  248, 257, 657
Reversed phase columns  103
Reversible chemical reactions  284

kinetics of  458
Rhabdoviruses  247
Rhamnogalacturonan  177
Rhamnose (Rha) 165s, 180
Rheumatoid arthritis  627
Rhinovirus  247

icosahedral  344s
Rhizopoda  18
Rho protein  558
Rhodophyta  22
Ribbon drawing  64, 65, 71, 240, 243, 336, 338,

343, 347, 348, 372, 409, 412, 413, 419, 488,
560, 580, 599, 606, 614, 633, 708, 786, 807,
840, 841

Ribisco activase  707
Ribitol, conformation  44
Ribitolteichoic acids  431s
Riboflavin  721, 766, 783s

absorption spectrum  781
fluorescence  783
light sensitivity  783
nutritional requirement  756, 783
properties  783

Riboflavin 5'-phosphate (flavin mononucleo-
tide, FMN)  513, 765, 780, 781s

Ribonuclease  264, 647, 648
fungal  648
pancreatic, diffusion constant of  461
refolding of  82

Ribonuclease A
mechanism of catalysis  647
NMR spectra of  647
pKa values of  647
reaction mechanism  648
sequence of  647
X-ray structural studies  647
in-line mechanisms  647

Ribonuclease P  649 – 652
Ribonuclease S  647
Ribonucleoprotein domain  244
Ribonucleotide reductase  863 – 865

active site  865
cobalamin dependent  871
enzyme-activated inhibitors  864

Ribose 1, 5-bisphosphate
in brain  545

Ribose 5-phosphate isomerase  693
D-Ribose (Rib)  162, 163s, 200s
Ribosome(s)  3, 5, 11, 233 – 235

structure of  233, 234
Ribosylthymidine (Thd)  203
Ribosylthymidine 5'-phosphate (Thd-5’P)  203
Ribothymidine  234

of tRNA  231
Ribothymidylic acid residue  813
Ribozyme(s)  649 – 652, 239

artificial  652
hairpin  649, 651s
hammerhead  649, 651
leadzyme, 651s

Ribulose  164s
Ribulose bisphosphate  707s
Ribulose bisphosphate carboxylase (Rubisco)
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549, 706 – 710, 708s
carbamoylation of  707
mechanism, scheme  709
spinach, active site  708

Rice, genome  12
Ricin  186
Ricinoleic acid  381, 381s
Rickets  421, 721

X-linked hypophosphatemic  625
Rickettsias  7
Rieske iron-sulfur protein  860
Ring conformations  332 – 337

boat  598
half-chair  598

Ring current  139
RNA  5, 230 – 236

antisense  237
aptamers  235
base composition of  239
binding proteins  243
content in tissues  31
density gradient centrifugation  101
electrophoresis  249
extraction of  249
forms of, table  232
Gibbs energy of formation  210
hydrolysis of  249, 251
loops and turns   210s, 230
pseudoknot  230
figure  231
self-splicing  649
sequence determination  260 – 266

RNA polymerase  657
zinc in  680

RNase T1  648
RNAworld  235
Rocky Mountain spotted fever  7
Rods (visual receptor cells)  390
Root hairs, dimensions of  30
Roseoflavin  788, 789s
Rossmann fold. See Nucleotide-binding

domain
Rotamases  488
Rotary diffusion constant  463
Rotation of molecules  462, 463
Rotational barrier  44
Rotifers  24, 25
Roundworms (Nematoda)  24
Rp (phosphorylation state ratio)  303
rRNA (ribosomal RNA)  5, 230, 233s
RS notation

for configuration 42
for trigonal centers  480

Rubella  247
Rubidium  31
Rubisco See Ribulose bisphosphate

carboxylase
Rubredoxin(s) 858[s ], 859

Fe-S cluster 857s
Ruhemann’s purple  121s
Rusticyanin  883
Rusts  20
Ryanodine receptor  314, 422, 564

S
S-phase of cell cycle  579
Saccharomyces cerevisiae

figure  20

genome  12, 20
Salmonella  7

PEP carboxylase in  711
serotypes  180

Salt bridges  47
of hemoglobin  357

Salting in/out of proteins  101
Salvarsan  597s
SAM. See S-adenosylmethionine (Adomet)
Samuelsson, Bergt I.  84
β Sandwich  64
Sanger, Frederick  83, 84, 118
Sarcodina  18
Sarcomas  573
Satellite tobacco necrosis virus  247
Saturation in binding  326
Saturation curve(s)  326 – 331, 458 – 461, 475 –

477
hyperbolic  326
sigmoidal  326

Saturation fraction
definition of  326
for cooperative processes  331

Scanning mutagenesis  402
Scanning tunneling microscope  131
Scatchard plot  327
Scenedesmus  22
Schiff base(s)  121, 752

in aminotransferases  750
of pyridoxal phosphate  742
of pyridoxal phosphate,  740s
reduction of

by borohydride  124, 679
Schistosoma  24
Schistosomes

protease inhibitors  622
Schistosomiasis  24, 222
Schizophyllan  170, 174
Schwann cells  390
Sclerenchyma  30
Scorpions  24
Scrapie  248
Screw-sense isomer of ATP complexes  643
Scurvy  721
SDS electrophoresis  111
SDS-PAGE  106

of erythrocyte ghosts, figure  404
SDS-polyacrylamide gel electrophoresis. See

SDS-PAGE
Sea cucumbers  25
Sea squirts. See tunicates
Sea urchin  25

genome  12
Second Law of Thermodynamics  284285
Second messengers  553

calcium ions  555
cyclic ADP-ribose  555
cyclic AMP  555
cyclic GMP  555
diadenosine 5' tetraphosphate  555
guanosine 5' diphosphate, 3-diphos-

phate (ppGpp)  555
inositol-1,4,5 trisphosphate  555
for insulin  569 – 571
Mn2+  555
table of  555

Second order reactions  458
Secondary kinetic isotope effect  592, 600

on fumarate hydratase  684
Secondary plots for kinetics of multisubstrate

enzymes  465
Secondary structure  63

of a protein  63
Secretion gene (Se)  185
Secretion granules  10, 14
Sedimentation constant  100, 109

of nucleic acids  112
of proteins  112

Sedimentation equilibrium  108
Sedimentation velocity  108
Sedoheptulose  164s
Seeds  30
S-Selanylcysteine  893
Selectins  187, 188
Selenium

in enzymes  822 – 827
metabolism of  827
in proteins, table  825
proteins, incorporation into  827

Selenocysteine  237, 823, 824
in hydrogenases  878

Selenocysteine lyase  746
Selenoprotein P  824
Selenoprotein W  824
Self-assembly of macromolecules  332
Seliwanoff’s reagent  167
Semiquinone radicals of flavins  792, 794
Sensitivity coefficient  537
Sensor kinase/response regulator systems

545
Separations of compounds  98 – 108

by chromatography  100 – 106
by partition  102 – 103

Sephadex, gel networks of  175
Sepiapterin  803, 804s
Septate desmosomes  29
Septum  5
Sequence(s)

of amino acids  57
of nucleic acids

Sequencing primers  260
L-Serine (Ser, S)  52, 53s, 808

as nucleophile  609, 610
pKa value of  487

Serine carboxypeptidases  610
Serine dehydratases  688, 742
Serine hydroxymethyltransferase  745

quinonoid intermediate  750
Serine proteases  609 – 618

acyl-enzyme intermediates  610
carboxypeptidase  609, 625
catalytic cycle  613
catalytic triad  614
chymotrypsin  66, 457, 477, 609
oxyanion hole  614, 615
papain  618
pepsin  456, 621
specificities  117
thrombin  632
trypsin  66, 116, 457, 609

Serine O-sulfate  739
Serotonin(5-hydroxytryptamine)  744
Serpins  629
Serum albumin  58

helices in  70
Serum response factor  578
Sex factors  249
SH2 and SH3 domains  367, 580
Sharp, Phillip A.  84
Shc  579

as adaptor protein  570, 577
definition of  577

β Sheet, properties of  64
Shells  440, 441
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Shigella  7
Shikimate 3-phosphate  687s
SH2 / phosphopeptide complex  368s
Sialic acid  165s, 183, 546
Sialidase  186
Sickle cell disease  16, 359, 360
Side chains packing  75
Siderophilins  840
Siderophore(s)  838, 838s

chelate effect  310
receptors  839

Sieve plates  30
Signal peptidase  522, 620
Signal recognition particle (SRP)  520
Signal sequences  519
Signaling  1
Silica gel, use in separation  103
Silica skeleton

of radiolarian  178
Silicon

in biological  cross-linking  178
biological functions  178

Silicon dioxide in “shells” of diatoms  21
Silk  67

β structure in  63
fibroin, composition of  59

Simian virus 40 (SV40)  244
Single carbon compounds

in metabolism  808 – 813
table, according to oxidation state  808

Singlet oxygen  856
Sinister configuration  42
Siroheme  794, 845, 845s, 861
sis  576
v-sis  571, 572
Sizes of atoms, table 41
Skin 439, 440
S-layers of bacteria  431
Slime molds. See Dictyostelium discoideum
Smith degradation of carbohydrates  190
Smoluchowski equation  461, 462
SNAPS  521
SNARES  521
Snell, Esmond  737
Sodium 206
Sodium arsanilate  597s
Sodium borohydride

action on aldoses and ketoses 167
radioactive  679

Sodium borotritide  190
Sodium channels  421
Sodium dithionite  767
Sodium dodecyl sulfate  82s
Sodium ion  31

concentration in cells  206
Sodium-potassium pump  423
Solubility

of proteins  101
separation by  101

Sonication (sonic oscillation)  98
Sorbitol  164, 196, 774
Sorbose  164s
Sos  579

definition of  577
as exchange protein  578

Southern blots  260
Soybean lectin  186
Space groups  133, 332
Specific activity of an enzyme  457
Specific hydroxyl ion catalysis  487
Specificity of enzymatic action  478 – 482
Spectrin  313, 405

Sperm receptors  187
Spermidine  204, 363

interaction with DNA  218
Spermine

interaction with DNA  218
Spherocytosis  405
Spheroplast  6
Sphinganine   388s
Sphingoglycolipids  388
Sphingolipids 388, 389

structures of  389
Sphingomyelins  389s
Sphingophospholipids  383, 388
Sphingosine (sphingenine)  388s

biosynthesis of  745
Sphingosine 1-phosphate  578
Sphingosylphosphocholine  422
Spicules  23
Spiders  24, 67
Spin decoupling. See NMR spectroscopy
Spin labels  398, 399
Spin-spin interaction. See NMR spectroscopy
Spinach (Spinacia oleracea)

composition of  31
ribulose bisphosphate carboxylase in

706
Spin-orbit coupling  398
β Spiral  74
Spirillum, definition of  6
Spirochetes  7
Spirogyra  21
Sponges  23

species-specific reaggregation  187
Spongin  23
Spore(s), bacterial  8
Sporophyte form of fern  18
Sporozoa  19
Squid  24
v-src, src  572
Src, definition of  577
SRP receptor  520
Stachyose  169
Standard electrode potential  300
Standard states  286
Starch  172, 173s
Starch granules  10

electron micrographs  172
layered structure  173

Starch-hydrolyzing enzymes  605 – 608
Starch-iodine complex  174s

helical structure  173
Starfish  25
State, thermodynamic  281
Statherin  442
Statine (Sta)  623s
Stationary phase of growth curve  470
Statistical effects

in binding  328, 329
Steady state  1, 289

approximation  459
Stearic acid  380s, 381
Stearoyl ACP desaturase  863, 863s
Stellacyanin  883
Stem, section of, figure  31
Stereochemical numbering system  480
Stereochemical studies

using chiral acetates  704
Stereochemistry

of chorismate formation  689
of enzymatic reactions  111
of phosphotransferases 642, 643

of pyridoxal phosphate-requiring
enzymes  747

Stereocilia  370
Stereoelectronic control  598
Stereoelectronic effect

in enzymatic catalysis  495
in proteases  616

Stereospecificity
of dehydrogenases  768 – 775
prochiral centers  478

Steroid hormones  536
Sterol(s)  389
Stigma  20
STM image of glycogen  174
Stoichiometric dissociation constant  305
Stokes-Einstein equation  461
Stokes radius  109
Stomach ulcer  187
Stomata  30
Stop codons  236
Stopped flow technique  468
Stratum corneum  439
Strecker degradation  121
Strength of binding. See also Formation

constants, Dissociation constants, Gibbs
in metal complexes  307

Streptavidin  728
Stromelysins  627
Strontium  19
Structural domains, table  367
β Structure  78

hydrogen bonds in  61
of proteins  61– 68
in small peptides  66
twist in  63, 64

Stuart factor  632
Styrene, resonance energy  299
Substituent constants

in Hammett equation  308
table  308

Substitution reactions. See Displacement
reactions

Substrate
definition of  332

Substrate binding
rate of  463
unequal  349, 350

Substrate cycles  567
Substrate saturation

of an enzyme  457
Substrate specificity

of chymotrpsin  616
of serine proteases  616
of trypsin  617

Substrate surrogate  463
Subtilisin  610

active site  612
Subunits in protein structures  74
Succinate  478s

binding constants to metal ions  311
Succinate dehydrogenase (succinic dehydro-

genase)  478, 766, 785
Succinic acid. See also Succinate

pKa values of  99, 330
Succinimide

racemization  85
Succinimidyl group  84
Succinyl-CoA– acetoacetate CoA transferase

ping-pong mechanism  662
Succinyl-CoA synthetase  661
Succinyl-CoA  516s
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O-Succinylhomoserine  746s
conversion to cystathionine  746

Sucrose  167, 168s
Sucrose-fructose exchange  595
Sucrose phosphorylase  595
Sugar(s) 161–167. See also Monosaccharides,

Oligosaccharides
configurations of  163
covalent hydrate 162
in lipids  380

Sugar isomerases  526
Sugar phosphates

interconversions  508
Sugar transporters

fructose  416
glucose  416
SGLT1-Na+ dependent  417

Sulfanilamide  473s, 720s
acetylation of  720

Sulfatase(s)  526
Sulfate esters

in proteins  79
Sulfatides  388
Sulfite oxidase  847

family  890
Sulfite reductase(s)  794, 861, 861s
Sulfoquinovose  165s
Sulfogalactosylglycerolipid  387s
Sulfometuron methyl  735s
Sulfonamides  473, 473s
Sulfonolipids  388
Sulfonylureas  421

receptor  421
Sulfotransferases  526, 659
Sulfur displacements 659
Sulfur-35

properties of  110
Summer, James B.  83
Supercoiling

energy of  221
Supercritical fluid chromatography  103
Superhelix  70

density of DNA  221
Superhelix density

effect of intercalation  223
Superoxide anion radical  794, 826, 850, 851
Superoxide dismutase(s)  866, 884

copper, zinc  884
β-cylinder in  78
mass spectrum  113, 114
zinc in  680

Superoxide radical
reaction with FADH2  529

Surface plasmon resonance  122
Surfactant system of the lungs  386
Surfactin  54s
Sutherland, Earl W., Jr.  84
Suzukacillin  414
Svedberg equation  109
Svedberg units  100
Svedburg, Theodor  83
Symbiotic relationship  17
Symmetry  133, 134, 338 – 348

cubic  342 – 344
dihedral  338
space groups  133

Syn conformation of nucleosides  211, 212
Syn transfer of protons  696
Synapse(s)  29

electrotonic  29
Synchrotron radiation  137

as X-ray source  134

Synemin  370
Synthetic probe

for nucleic acids  257
System, thermodynamic, definition of  281

T
Taft equation  309

table of constants  308
Tagatose,  164s
Tailspike protein

of bacteriophage  66s
Talin  406
Talose (Tal)  163s
Tamoxifen  575
Tapetum  680

zinc in  680
Tapeworms  24
Taq polymerase  260
Tartaric acid  43s

configuration of  43
Tautomerases  692
Tautomeric catalysis  490, 491
Tautomeric ratios  45, 305
Tautomerism  45, 46

in amides  45
in base pairing  211
of cysteine  306
equilibrium constant  45
in imidazole group  46
in 1-methyluracil  307
of nucleic acid bases  211
of nucleic acids  204, 205, 211
oxo-enol  45
of papain  306
of porphyrins  845
of pyridoxine  305
of pyrimidines  205

Tautomerization
microscopic dissociation constants  305

Taxol  371s
Teeth  440, 441, 442

diagram of  442
Teichoic acids

in cell walls  431
Teichuronic acids

in cell walls  431
Telomeres  208

DNA in  227
Temperature  283, 284

units of  283
Temperature jump method  468
Tenascin  409
Tensin  407
Tenuin  407
Terminal bars  29
N-Terminal nucleophile hydrolases

autoactivation of  621
Termites, protozoa in  19
Tertiary structure of a protein  59
TES buffer  99

pKa value of  99
Testosterone  696
1,3,4,6-Tetrachloro-3α,6α-diphenylglycouril

126s
Tetrahedral intermediate

in displacement reactions  609
stereochemistry of formation  616

Tetrahedron  342

Tetrahydrofolic acid (THF)  745, 802 – 813,
803s,

derivatives, scheme  806
Tetrahymena  19
Tetrahymena ribozyme  650s
Tetrameric enzyme  342
2,2,6,6-Tetramethylpiperidine-1-oxyl  398s

EPR spectrum  398
Tetramethylsilane (TMS)  138
Tetranitromethane  126
Tetrodotoxin  736
Theileriosis  544
Thermochemistry  282, 283

standard states  286–289
Thermodynamics 281 – 289

base-pairing  209
biochemical standard, new  297
first law of 282, 283
irreversible  289
of life processes  289
nonequilibrium  289
second law of 284, 285
system  281

Thermodynamic barrier  492
Thermodynamic temperature scale  284, 285
Thermolysin  625

specificity  117
Thermostability

of enzymes  85
Thiamin (vitamin B1) See also Thiamin

diphosphate
acid – base chemistry (scheme)  331
adducts, 733s
analogs  733
biosynthesis of  736
chemical properties of  730, 731
cleavage by bisulfite  731
cooperative binding of protons  331
degradation by base  731
nutritional requirement  756
pKa values of  330
polyphosphates  736
tricyclic form  730, 737
yellow anion of  331
thiol form  730

Thiamin coenzymes  730. See also Thiamin
diphosphate

in nerve action  736
in transport of sodium  736

Thiamin diphosphate (Pyrophosphate)  511,
718, 730 – 737, 767

α cleavage  730, 730s
catalytic mechanisms  731– 733
enzymes, table  735
enzymatic reactions requiring  734– 736
half-reactions, scheme  735
minor tautomer  733
pyrimidine, role of  733
X-ray diffraction  733

Thiazolium dipolar ion (ylid)  732, 733, 733s
Thin layer chromatography  103

of maltooligosaccharides  189
O-methylated glucoses  190

Thin-filaments. See Actin
Thiochrome  730, 730s
Thioesters  559, 775

displacement reactions of  608
formation from glyceraldehyde

3-phosphate  677
function of  700
mechanism of formation  661, 662

Thioether  559



935Volume 1 Index

Thioglycine  881
Thiohemiacetal in glyceraldehyde phosphate

dehydro  775
Thiol(s)  115

addition to carbonyl group  677
adduct, dehydrogenation of  766
binding of mercury ions  125

Thiol – disulfide equilibria  549
Thiol – disulfide exchange  659
Thiol:disulfide oxidoreductases  786
Thiolases  699, 827

biosynthetic  699
Thiolate anions  779
Thioltransferases  549, 659, 786
Thioredoxin  522, 549, 659, 786s, 787, 864

disulfide loop  786
functions of  786

Thioredoxin reductase  785, 786, 787, 824
mechanism of  791

Thiosulfate: cyanide sulfurtransferase
symmetry in  78

Thiouridine  234
Three-dimensional structures of

aconitase  689
adenylate kinase  655
aldehyde oxido-reductase  891
D-amino acid oxidase  791
α-amylase, pancreatic  607
aspartate aminotransferase  57, 135

catalytic intermediates  752
aspartate carbamyltransferase  348
aspartate chemoreceptor  562
bacteriophage P22  66
cadherin  408
calmodulin  317
carbonic acid anhydrase I  679
carboxypeptidase A  64
catalase  853
cholera toxin  333, 546
chymotrypsin  611
citrate synthase  702, 703
cutinase  134
cyclosporin  488
cytochrome c  847
cytochrome c peroxidase  849
dihydrofolate reductase  807
DNA  214, 223, 228, 229, 241
DNA complex

with methionine repressor  243
with netropsin  225
with Trp repressor protein  240
with zinc finger protein  242

elastase  611
enolase  686
F-actin  338
favin  64
ferredoxin  858
ferritin  343, 841
glucoamylase  77, 608
glutathione reductase  785
glyceraldehyde phosphate

dehydrogenase  63
glycine N-methyltransferase  593
glycogen phosphorylase  605
Grb2  580
HIV-1 protease  624
hydrogenase  879
insulin  347
insulin receptor  570
iron superoxide dismutase  867
K+ channel  413
kringle 2 motif  368

lactoferrin  840
lysozyme  599
methanol dehydrogenase  816
methionine synthase  874
methylmalonyl-CoA mutase  874
myohemerythrin  71
P pilus  337
pectate lyase C  686
plastocyanin  65
pyruvate dehydrogenase  797
pyruvate oxidase  734
rhinovirus  344
ribulose bisphosphate carboxylase  708
rRNA  233
rubisco  708
rubredoxin  858
stearoyl-acyl carrier protein

desaturase  863
subtilisin  612
sulfite reductase  861
tissue factor  633
trimethylamine dehydrogenase  784
triose phosphate isomerase  77, 694
tRNA  233
trypsin  611
trypsinogen  615
tubulin  372
virus fd protein sheath  335
virus φX174  365
L-allo-threonine  53s

Threonine (Thr, T) 53s, 539
biosynthesis  540
cleavage to acetaldehyde  745
configuration  43

Threonine dehydratase  688, 742
Threonine synthase  746
Threose  163s
Thrombin  610, 632
Thrombocytes  26
Thrombomodulin  634
Thrombospondin  409
Thymidine (dThd)  203
Thymidylate synthase  810, 811

mechanism of, scheme  811
Thymine (Thy) 199s, 203

formation  810
Thymineless death  812
Thyroid peroxidase  856
Thyrotropin (thyrotropic hormone)-releasing

factor  54s, 523
receptor  554

Tight junctions  10, 28
Tissue(s)

adipose  26
animal  25
collenchyma  29
composition of  31
connective  26
epidermal of plants  30
epithelial  26
fractionation of  98 – 100
meristematic  29
muscle  26
parenchyma  29
sclerenchyma  29
supporting  26

Tissue factor  631, 633s
pathway  632

Tissue plasminogen activator  634
Titin  74
Titration curves  96, 97

of proteins  330

Tobacco mosaic virus  247, 334s, 336s
Tocopherols  392, 815 – 822, 818

as antioxidants  822
α-Tocopherol (vitamin E)  819s
Tocopherolquinone  818, 819, 819s
Tocotrienols  818
Togavirus  247
Toluenesulfonyl-amido-2-phenylethyl

chloromethyl ketone (TPCK)
623s

Tomaymycin  224s
TonA  839
TonB  839
Tonegawa, Susumu  84
Tonoplast  11
Topaquinone (TPQ)  816, 817s
Topoisomerases  219, 575, 638, 657, 659
Topological theory of graphs  466
Topologies

of nucleotide binding proteins  76
Topology of proteins  76

diagram  76
Torsion angles  44

definition of  59
of nucleosides  212
of peptides  63, 139
of polynucleotides  211
of side chain groups  61
of sugar rings  212

Toxins
channel-forming  414

Toxopyrimidine  739
TPQ See Topaquinone
Tracheids  30
Tracheophyta  29
Trachoma  7
Traffic ATPases  417
Transacylation  608
Transaldolase  700
Transaminases. See Aminotransferases
Transamination  737

by PLP-dependent enzymes  741
Transcobalamin  869
Transcortin  58
Transcription

definition of  5
of genetic information  5
regulation of  536

Transcription factor
osteoblast-specific  441

Transcription factor(s)  76, 539
AP-1  576
binding to enhancer site  576
GCN4  70, 241
NF-κB, 243s
Max  241, 70s
proto-oncogenes as  576
Sp1  202

Transcripts. See mRNA
Transducin  558
Transferases  498, 589 – 662

aminotransferases  737, 740 – 743,
747– 753

definition of  498
Transferrins  58, 840, 841
Transglutaminase  80, 633
Transimination

in PLP-dependent enzymes  741, 751
Transition metals  837– 894
Transition state  482 – 486

diagram  482
inhibitors  484
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theory  483
Transketolase  733, 736
Translation of genetic information, 5. See also

Protein synthesis
definition of  5
nick  257
regulation of  536

Translocation
of proteins  519 – 521

Transmembrane proteins  391
Transmethylation  591, 592

kinetic isotope effects on  592
Transmission coefficient κ  483
Transport, See also specific substrates

of ions  420 – 425
through membranes  400 – 415
via pores and channels  401– 403

Transporters
12-helix  415 – 417
membrane  411– 427
sugar  415, 416

Transposable genetic elements (transposons)
249

Tn3  219
Transsialidase  187
Treadmilling

of microtubules  372
Trehalose  167, 168s

in fungi  168
in insects  168

Triacylglycerol  381, 382s
Trialkyl lock  495s
Trichina  24
Tricholomic acid  739
Trichonympha  19
TRICINE buffer  99

pKa value of  99
Triclosan  777s, 777
Triethanolamine buffer  99

pKa value of  99
Trigonal bipyramid  638

as transition state in pseudorotation
638

Trigonal carbon atoms  680, 681
Trigonal prochiral centers  480, 481
Triiodothyronine  572
Trimethoprim  805s

inhibition of  805
Trimethylamine dehydrogenase  782, 784s
Trimethylarsonium lactic acid, 387s
Trimethyllysine

in ubiquitin  525
Tripeptidyl peptidase  140, 610
Triose phosphate isomerase  693, 694s

barrel structure  77s
high catalytic activity  693
target for antitrypanosomal drugs  693

Triphosphopyridine nucleotide (TPN+,
NADP+)  767. See also NADP+, NADPH

TRIS buffer
pKa value of  99

Tritium
properties of  110

Triton X  403s
tRNA  230, 231, 231s, 233s

19F NMR spectrum of  270
1H NMR spectrum of  268
wobble position  231

Tropical macrocytic anemia  802
Tropoelastin  436
Tropomodulin  406
Tropomyosin  370, 406

coiled coil structure of  71
Troponin C  313, 314
Trp repressor protein  239, 240s
Truffles  20
Tryosine kinases  657
Trypanosome  19

DNA circles in  219
mitochondria of  14

Trypanothione  552
Trypanothione reductase  785
Tryparsamide  597s
Trypsin  66, 116, 609. See also Chymotrypsin

hydrogen-bonding network, structure
612

specificity  117
turnover number of  457

Trypsinogen  609, 615s
oxyanion hole, structure  615

Tryptases  610
Tryptic peptides  117
Tryptophan (Trp, W)  52s

absorption spectrum of derivative  123
Cβ-hydroxylated  853
nicotinamide activity  769

Tryptophan indole-lyase  742
quinonoid intermediate  750

Tryptophan synthase  742
Tryptophan tryptophanylquinone (TTQ)

817, 817s
T system of tubules  12
TTQ See Tryptophan tryptophanylquinone
Tuberculosis  7
Tubular myelin  386
Tubulin  370, 372s
Tumor suppressor gene  407, 574
Tungsten  893
Tunicates

vanadium in  25
Tunichlorin(s) 880s, 881
Tunneling

quantum mechanical  494, 771, 848
vibration-assisted  494

Turnover numbers of an enzyme  457
Turns

beta  78
in protein structures  72, 74

Twisted sheets  63
Two-fold (dyad) axes  134

in oligomers  337– 348
Typhoid fever

S. typhi  7
Tyrosinase  886
Tyrosine (Tyr, Y)  52s

absorption spectrum of derivative  123
iodination  126

Tyrosine decarboxylase  737
Tyrosine phenol-lyase  742
Tyrosine protein kinases (MEK)  578
Tyrosine-O-sulfate  548
Tyrosyl radical  864
Tyvelose  180s

U
Ubichromanol  818, 819s
Ubiquinones (coenzyme Q)  392, 514, 818,

819s
Ubiquitin  81, 524s

activating enzyme 524, 525

carboxyl-terminal hydrolases  525
conjugating enzymes  524
genes  525
protein ligase  524

UDP-galactose
conversion to UDP glucose  778

UDP-galactose 4-epimerase  778
Ulothrix  21
Ultracentrifugation 108, 109
Ultracentrifuge  100

analytical  108
optical system, figure  109

Ultrafiltration  100
Ultrasensitive responses  567
Ultrasonic sound  468
UMP (Uridine 5'-phosphate)  200, 200s, 203
Unimolecular processes  457
Uniporters  414
Units, International System  2
Unsatisfied ends of hydrogen bonded chains

64
Uracil (Ura, U) 199s, 203

tautomerism of  45
Urate oxidase  886
Urea  82s, 478s
Urea carboxylase  730
Urease  478, 877, 878

active site of,  877s
mechanism of  877

Ureido anion  726s
Uric acid  203s

formation of  890
Uridine (Urd)  203, 234s

absorption spectra of  205
tautomer, minor  205s

Uridine 5'- phosphate. See UMP
Uridine diphosphate glucose (UDP-Glc) 515s,

720
Uridylate kinase  655
5'-Uridylic acid. See UMP
Urocanase reaction  778
Urocanic acid  755, 756s
Urokinase  634
Uronic acid  164
Uroporphyrin(s)  843
Uroporphyrin I, 845s
Urothione  804s, 891
Urticaria  385
Usher protein  364

V
Vacuole(s)  10, 11, 12

definition of  3
Valine (Val, V)  52s

biosynthesis of  527, 712
branched fatty acids from  381

Valinomycin  414, 415s
effect on potassium transport  414

van der Waals contact surfaces
of purines and pyrimidines  207

van der Waals forces  46
van der Waals radii  40, 41
Vanadate

as inhibitor of ATPases  889
insulinlike action  889

Vanadium  856, 889
Vanadocytes  889
Vanadoproteins  889
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van’t Hoff equation  289
Vapor phase chromatography  103
Vascular plants  29
Vasopressin  54s, 542, 563

receptor  554
Vesicle(s), coated  426
VHL (van Hippel-Lindau cancer syndrome)

564
Vibrio  7

definition of  6
Vimentin  369
Vinblastine  371
Vincristine  371
Vinculin  406
Vinylpyridine  116s
Viral oncogenes  573
Virion  244
Viroids  247
Virus(es)  244 – 249. See also Bacteriophage

adeno  247
baculo  247
binding to cells  186
BK  247
cauliflower mosaic  247
characteristics, table  245
coat  345
DNA, table  245
dsRNA  244, 244 – 247
electron micrographs of  246
Epstein-Barr  247
hepatitis A  247
hepatitis delta  247
herpes  247
human immunodeficiency virus (HIV)

248
life cycles of  248
Mengo  247
oncogenic  248
papova  244
picorna  247
plant  346
polio  247
polyhedral structures  344
polyoma  247
pox  247
protein coat  334
rhabdo  247
rhino  247
RNA containing  247, 248

table  245
satellite tobacco mosaic  343s
satellite tobacco necrosis  247, 343s, 344
simian (SV40)  244
ssDNA  244
tobacco mosaic  247
toga  247

Virus fd protein sheath  335s
Virus φX174

assembly of virion structure  365
Vitamin(s)  719. See also Individual vitamins

deficiency diseases  721
discovery of 721

Vitamin B complex  721
nutritional requirements  756

Vitamin B1  331. See also Thiamin
Vitamin B12  721, 866 – 877. See also Cobalamin,

Cyanocobalamin
adenosyltransferase  870
blood levels  869
cobalt in  866 – 877
coenzyme forms  867
nutritional requirements  756

Vitamin B12 coenzyme  864. See also Cobalamin
dependent reactions, table  871
enzymatic functions  870 – 877
isomerization reactions  872
nonenzymatic cleavage  870
ribonucleotide reductase  871

Vitamin B6 family  721, 738
nutritional requirements  756

Vitamin C. See Ascorbic acid (ascorbate)
Vitamin D  721

deposition of calcium in bones  314
Vitamin E  721. See also Tocopherols

nutritional requirement  822
Vitamin K  721, 818, 819s, 820 – 822

in blood clotting  821
dihydro  820
epoxide  820
phylloquinone  821

Vitronectin  409
Voltage-gated K+ channel  412
Volvox  21
von Szent-Györgyi, Albert  83
von Willebrand factor  409, 633
V system  475

W
Wald, George  84
Warburg, Otto H.  83, 767
Warfarin  821, 822s
Water

addition to carbonyl  677
clusters of molecules  49
content in cells  30
content in tissues  31
diffusion constant of  461
hydrogen bonding of  48
properties of  49 – 51
structure of  49, 50

Watson -Crick structure
of DNA  200

Watson, James D.  84, 200
Watson-Crick base pair  207, 208, 231
Waxes  382, 382s
WD repeat  67
Wheat, genome  12
Whooping cough  548
Wilkins, Maurice F.  200
Wilson’s disease  883
Winding number. See DNA, circular, linking

number
Wobble pairing  209
Wood-Ljundahl pathway  881
Work  282

chemical  282
to concentrate 1 mol of a substance

283
electrical  282, 302
electrochemical  300
mechanical  282
to raise 1 kg 1 m  283
to remove two charges  47

World Wide Web
protein sequences/ structures  148

Wortmannin  566s
Wounds, healing of  29

X
X-ray diffraction  132 – 137

difference electron density map  136
electron density map  135
isomorphous replacement method  133
MAD phasing  135
refinement  136
space groups  133

X-rays
anomolous scattering  135

Xanthan gum  179
Xanthine  203s
Xanthine dehydrogenases  794, 825, 890

molybdenum in  890
Xanthine oxidase  890, 892
Xanthopterin  803, 804s
Xenobiotics 550
X-ray diffraction  611
Xylanases  602, 603
Xylans  165, 170, 175
Xylem  30
Xyloglucan  177
α-D-Xylopyranose  695s
Xylose (Xyl) 163s, 165s, 175
Xylose isomerase  527, 693, 695
D-Xylose (Xyl)  162
Xylosidases  602
Xylulose  164s

Y
Yeasts  20
Yellow fever  247
Ylid  733s

Z
Z (zusammen) configuration  43
Zinc  317, 680

in alcohol dehydrogenases  772 – 775
content of human  680

Zinc finger protein  241, 242s, 243s, 680
Zinc ion(s)

chelation by imidazole groups  625
in enzymes  773
replacements  680

Zinc proteases  625 – 627
FtsH  628

Zwitterion  41
Zygote  17
Zymogen  519, 609. See also Proenzyme;

Proenzyme(s)
Zymogen granules  609
Zyxin  406
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938 Chapter 17.  The Organization of Metabolism
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A.  The Oxidation of Fatty Acids
1.  Beta Oxidation

Peroxisomal beta oxidation
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2. Carnitine and Mitochondrial Permeability
3. Human Disorders of Fatty Acid Oxidation
4. Ketone Bodies
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Metabolism, a complex network of chemical reactions, occurs in several different
compartments in eukaryotic cells.  Fatty acids, a major source of energy for many human
cells, are oxidized in the mitochondria via β oxidation and the citric acid cycle.  Glucose, a
primary source of energy, is converted to pyruvate in the cytosol.  Biosynthetic reactions
occurring in both compartments form proteins, nucleic acids, storage polymers such as
glycogen, and sparingly soluble lipid materials which aggregate to form membranes.
Hydrophobic groups in proteins and other polymers also promote self-assembly of the
cell.  At the same time, oxidative processes, initiated by O2, increase the water solubility
of molecules, leading to metabolic turnover.  Micrograph courtesy of Kenneth Moore.
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Metabolism involves a bewildering array of chem-
ical reactions, many of them organized as complex
cycles which may appear difficult to understand.  Yet,
there is logic and orderliness.  With few exceptions,
metabolic pathways can be regarded as sequences of
the reactions considered in Chapters 12 – 16 (and sum-
marized in the table inside the back cover) which are
organized to accomplish specific chemical goals.  In
this chapter we will examine the chemical logic of the
major pathways of catabolism of foods and of cell
constituents as well as some reactions of biosynthesis
(anabolism).  A few of the sequences have already
been discussed briefly in Chapter 10.

A. The Oxidation of Fatty Acids

Hydrocarbons yield more energy upon combus-
tion than do most other organic compounds, and it is,
therefore, not surprising that one important type of
food reserve, the fats, is essentially hydrocarbon in
nature.  In terms of energy content the component
fatty acids are the most important.  Most aerobic cells
can oxidize fatty acids completely to CO2 and water,
a process that takes place within many bacteria, in the
matrix space of animal mitochondria, in the peroxi-
somes of most eukaryotic cells, and to a lesser extent
in the endoplasmic reticulum.

The carboxyl group of a fatty acid provides a point
for chemical attack.  The first step is a priming reaction
in which the fatty acid is converted to a water-soluble
acyl-CoA derivative in which the α hydrogens of the
fatty acyl radicals are “activated” (step a, Fig. 17-1).
This synthetic reaction is catalyzed by acyl-CoA
synthetases (fatty acid:CoA ligases).  It is driven by
the hydrolysis of ATP to AMP and two inorganic

phosphate ions using the sequence shown in Eq. 10-1
(p. 508).  There are isoenzymes that act on short-,
medium-, and long-chain fatty acids.  Yeast contains
at least five of these.1  In every case the acyl group is
activated through formation of an intermediate acyl
adenylate; hydrolysis of the released pyrophosphate
helps to carry the reaction to completion (see discus-
sion in Section H).

1. Beta Oxidation

The reaction steps in the oxidation of long-chain
acyl-CoA molecules to acetyl-CoA were outlined in
Fig. 10-4.  Because of the great importance of this β
oxidation sequence in metabolism the steps are shown
again in Fig. 17-1 (steps b–e).  The chemical logic
becomes clear if we examine the structure of the acyl-
CoA molecule and consider the types of biochemical
reactions available.  If the direct use of O2 is to be
avoided, the only reasonable mode of attack on an
acyl-CoA molecule is dehydrogenation.  Removal of
the α hydrogen as a proton is made possible by the
activating effect of the carbonyl group of the thioester.
The β hydrogen can be transferred from the inter-
mediate enolate, as a hydride ion, to the bound FAD
present in the acyl-CoA dehydrogenases that cata-
lyze this reaction2–5 (step b, Fig. 17-1; see also Eq.
15-23).  These enzymes contain FAD, and the reduced
coenzyme FADH2 that is formed is reoxidized by an
electron transferring flavoprotein (Chapter 15),
which also contains FAD.  This protein carries the
electrons abstracted in the oxidation process to the
inner membrane of the mitochondrion where they
enter the mitochondrial electron transport system,5a

as depicted in Fig. 10-5 and as discussed in detail in
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Chapter 18.
The product of step b is always

a trans-�2-enoyl-CoA.  One of the
few possible reactions of this unsat-
urated compound is nucleophilic
addition at the β position.  The
reacting nucleophile is an HO – ion
from water.  This reaction step (step
c, Fig. 17-1) is completed by addi-
tion of H + at the α position.  The
resulting �-hydroxyacyl-CoA
(3-hydroxyacyl-CoA) is dehydro-
genated to a ketone by NAD+ (step
d).5b  This series of three reactions is
the β oxidation sequence.

At the end of this sequence,
the β-oxoacyl-CoA derivative is
cleaved (Fig. 17-1, step e) by a 
thiolase (see also Eq. 13-35).  One
of the products is acetyl-CoA, which
can be catabolized to CO2 through
the citric acid cycle.  The other
product of the thiolytic cleavage is
an acyl-CoA derivative that is two
carbon atoms shorter than the original
acyl-CoA.  This molecule is recycled
through the β oxidation process,
a two-carbon acetyl unit being
removed as acetyl-CoA during each
turn of the cycle (Fig. 17-1).  The
process continues until the fatty
acid chain is completely degraded.
If the original fatty acid contained
an even number of carbon atoms in
a straight chain, acetyl-CoA is the
only product.  However, if the
original fatty acid contained an
odd number of carbon atoms,
propionyl-CoA is formed at
the end.

For every step of the β oxidation
sequence there is a small family of
enzymes with differing chain length
preferences.6,7  For example, in
liver mitochondria one acyl-CoA
dehydrogenase acts most rapidly
on n-butyryl and other short-chain
acyl-CoA; a second prefers a sub-
strate of medium chain length such
as n-octanoyl-CoA; a third prefers
long-chain substrates such as pal-
mitoyl-CoA; and a fourth, substrates
with 2-methyl branches.  A fifth
enzyme acts specifically on isovaleryl-
CoA.  Similar preferences exist for
the other enzymes of the β oxida-
tion pathway.  In Escherichia coli
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Figure 17-1  The β oxidation cycle for fatty acids.  Fatty acids are converted to
acyl-CoA derivatives from which 2-carbon atoms are cut off as acetyl-CoA to
give a shortened chain which is repeatedly sent back through the cycle until
only a 2- or 3-carbon acyl-CoA remains.  The sequence of steps b, c, and d also
occurs in many other places in metabolism.
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most of these enzymes are present as a complex of multi-
functional proteins8 while the mitochondrial enzymes
may be organized as a multiprotein complex.9,10

Peroxisomal beta oxidation.  In animal cells β
oxidation is primarily a mitochondrial process,5 but
it also takes place to a limited extent within peroxi-
somes and within the endoplasmic reticulum.11–14

This “division of labor” is still not understood well.
Straight-chain fatty acids up to 18 carbons in length
appear to be metabolized primarily in mitochondria,
but in the liver fatty acids with very long chains are
processed largely in peroxisomes.13  There, a very
long-chain acyl-CoA synthetase acts on fatty acids
that contain 22 or more carbon atoms.15  In yeast all β
oxidation takes place in peroxisomes,15,16 and in most
organisms, including green plants,17–18a the peroxi-
somes are the most active sites of fatty acid oxidation.
However, animal peroxisomes cannot oxidize short-
chain acyl-CoA molecules; they must be returned to
the mitochondria.16  The activity of peroxisomes in
β oxidation is greatly increased by the presence of a
variety of compounds known as peroxisome prolif-
erators.  Among them are drugs such as aspirin and
clofibrate and environmental xenobiotics such as
the plasticizer bis-(2-ethyl-hexyl)-
phthalate.  They may induce as much
as a tenfold increase in peroxisomal
β oxidation.11,12,19,19a

Several other features also distin-
guish β oxidation in peroxisomes.
The peroxisomal flavoproteins that
catalyze the dehydrogenation of
acyl-CoA molecules to unsaturated
enoyl-CoAs (step b of Fig. 17-1) are
oxidases in which the FADH2 that is
formed is reoxidized by O2 to form
H2O2.13,20  In peroxisomes the enoyl-
hydratase and the NAD+-dependent
dehydrogenase catalyzing steps c and
d of Fig. 17-1 are present together
with an enoyl-CoA isomerase (next
section) as a trifunctional enzyme
consisting of a single polypeptide
chain.21  As in mitochondrial β oxida-
tion the 3-hydroxyacyl-CoA inter-
mediates formed in both animal
peroxisomes and plant peroxisomes
(glyoxysomes) have the L configura-
tion.  However, in fungal peroxi-
somes as well as in E. coli they have
the D configuration.22,23  Further
metabolism in these organisms
requires an epimerase that converts
the D-hydroxyacyl-CoA molecules
to L.24  In the past it has often been
assumed that peroxisomal membranes

are freely permeable to NAD+, NADH, and acyl-CoA
molecules.  However, genetic experiments with yeast
and other recent evidence indicate that they are imper-
meable in vivo and that carrier and shuttle mechanisms
similar to those in mitochondria may be required.14,25

Unsaturated fatty acids. Mitochondrial β oxi-
dation of such unsaturated acids as the ∆9-oleic acid
begins with removal of two molecules of acetyl-CoA
to form a ∆5-acyl-CoA.  However, further metabolism
is slow.  Two pathways have been identified (Eq.
17-1).26–29b  The first step for both is a normal dehydro-
genation to a 2-trans-5-cis-dienoyl-CoA.  In pathway I
this intermediate reacts slowly by the normal β oxida-
tion sequence to form a 3-cis-enoyl-CoA intermediate
which must then be acted upon by an auxiliary enzyme,
a cis-∆3-trans-∆2-enoyl-CoA isomerase (Eq. 17-1, step c),
before β oxidation can continue.

The alternative reductase pathway (II in Eq. 17-1)
is often faster.  It makes use of an additional isomerase
which converts 3-trans, 5-cis-dienoyl-CoA into the
2-trans, 4-trans isomer in which the double bonds are
conjugated with the carbonyl group.29  This permits
removal of one double bond by reduction with NADPH
as shown (Eq. 17-1, step f ).29a,29b  The peroxisomal
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942 Chapter 17.  The Organization of Metabolism

pathway is similar.21  However, the intermediate
formed in step e of Eq. 17-1 may sometimes have the 2-
trans, 4-cis configuration.17  The NADH for the reduc-
tive step f may be supplied by an NADP-dependent
isocitrate dehydrogenase.29c  Repetition of steps a, d,
e, and f of Eq. 17-1 will lead to β oxidation of the
entire chain of polyunsaturated fatty acids such as
linoleoyl-CoA or arachidonoyl-CoA.  Important addi-
tional metabolic routes for polyunsaturated fatty acid
derivatives are described in Chapter 21.

Branched-chain fatty acids. Most of the fatty
acids in animal and plant fats have straight unbranched
chains.  However, branches, usually consisting of
methyl groups, are present in lipids of some micro-
organisms, in waxes of plant surfaces, and also in
polyprenyl chains.  As long as there are not too many
branches and if they occur only in the even-numbered
positions (i.e., on carbons 2, 4, etc.) β oxidation proceeds
normally.  Propionyl-CoA is formed in addition to
acetyl-CoA as a product of the chain degradation.  On
the other hand, if methyl groups occur  in positions 3,
5, etc., β oxidation is blocked at step d of Fig. 17-1.  A
striking example of the effect of such blockage was

provided by the synthetic detergents in common use
until about 1966.  These detergents contained a hydro-
carbon chain with methyl groups distributed more or
less randomly along the chain.  Beta oxidation was
blocked at many points and the result was a foamy
pollution crisis in sewage plants in the United States
and in some other countries.  Since 1966, only bio-
degradable detergents having straight hydrocarbon
chains have been sold.

In fact, cells are able to deal with small amounts of
these hard-to-oxidize substrates.  The O2-dependent
reactions called α oxidation and ω oxidation are used.
These are related also to the oxidation of hydrocarbons
which we will consider next.

Oxidation of saturated hydrocarbons.  Although
the initial oxidation step is chemically difficult, the
tissues of our bodies are able to metabolize saturated
hydrocarbons such as n-heptane slowly,  and some
microorganisms oxidize straight-chain hydrocarbons
rapidly.30,31  Strains of Pseudomonas and of the yeast
Candida have been used to convert petroleum into

CH2 CH2 CH2 C S CoA

O
4 3 2 1

A CH3 branch here
blocks β oxidation

A CH3 branch here
leads to formation 
of propionyl-CoA

edible proteins.9

The first step in oxidation of alkanes is usually an
O2-requiring hydroxylation (Chapter 18) to a primary
alcohol.  Further oxidation of the alcohol to an acyl-CoA
derivative, presumably via the aldehyde (Eq. 17-2), is a
frequently encountered biochemical oxidation sequence.

Alpha oxidation and omega oxidation.  Animal
tissues degrade such straight-chain fatty acids as
palmitic acid, stearic acid, and oleic acid almost entirely
by β oxidation, but plant cells often oxidize fatty acids
one carbon at a time.  The initial attack may involve
hydroxylation on the α-carbon atom (Eq. 17-3) to
form either the D- or the L-2-hydroxy acid.17,18,32,32a  The
L-hydroxy acids are oxidized rapidly, perhaps by dehy-
drogenation to the oxo acids (Eq. 17-3, step b) and
oxidative decarboxylation, possibly utilizing H2O2 (see
Eq. 15-36).  The D-hydroxy acids tend to accumulate
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and are normally present in green leaves. However,
they too are oxidized further, with retention of the α
hydrogen as indicated by the shaded squares in Eq. 17-3,
step e.  This suggests a new type of dehydrogenation
with concurrent decarboxylation.  Alpha oxidation also
occurs to some extent in animal tissues.  For example,
when β oxidation is blocked by the presence of a
methyl side chain, the body may use α oxidation to get
past the block (see Refsum disease, Box 17-A).  As in
plants, this occurs principally in the peroxisomes33–35

and is important for degradation not only of poly-
prenyl chains but also bile acids.  In the brain some of
the fatty acyl groups of sphingolipids are hydroxylated
to α-hydroxyacyl groups.36 Alpha oxidation in animal
cells occurs after conversion of free fatty acids to their
acyl-CoA derivatives (Eq. 7-3, step a).  This is followed
by a 2-oxoglutarate-dependent hydroxylation (step b,
see also Eq. 18-51) to form the 2-hydroxyacyl-CoA,
which is cleaved in a standard thiamin diphosphate-
requiring α cleavage (step c).  The products are formyl-
CoA, which is hydrolyzed and oxidized to CO2, and
a fatty aldehyde which is metabolized further by β
oxidation.34a

A.  The Oxidation of Fatty Acids

BOX 17-A  REFSUM DISEASE
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In this autosomally inherited disorder of lipid
metabolism the 20-carbon branched-chain fatty acid
phytanic acid accumulates in tissues.  Phytanic acid

is normally formed in the body (step a in the accom-
panying scheme) from the polyprenyl plant alcohol
phytol, which is found as an ester in the chloro-
phyll present in the diet (Fig. 23-20).  Although only
a small fraction of the ingested phytol is oxidized
to phytanic acid, this acid accumulates to a certain
extent in animal fats and is present in dairy products.
Because β oxidation is blocked, the first step (step b)
in degradation of phytanic acid is α oxidation in
peroxisomes.a  The remainder of the molecule
undergoes β oxidation (step c) to three molecules
of propionyl-CoA, three of acetyl-CoA, and one of
isobutyryl-CoA.  The disease, which was described
by Refsum in 1946, causes severe damage to nerves
and brain as well as lipid accumulation and early
death.b – d  This rare disorder apparently results
from a defect in the initial hydroxylation.  The
causes of the neurological symptoms of Refsum
disease are not clear, but it is possible that the iso-
prenoid phytanic acid interferes with prenylation
of membrane proteins.b

a Singh, I., Pahan, K., Dhaunsi, G. S., Lazo, O., and Ozand, P.
(1993) J. Biol. Chem. 268, 9972– 9979

b Steinberg, D. (1995) in The Metabolic and Molecular Bases of
Inherited Disease, 7th ed., Vol. 2 (Scriver, C. R., Beaudet, A. L.,
Sly, W. S., and Valle, D., eds), pp. 2351 – 2369, McGraw-Hill,
New York

c Steinberg, D., Herndon, J. H., Jr., Uhlendorf, B. W., Mize, C. E.,
Avigan, J., and Milne, G. W. A. (1967) Science 156, 1740 – 1742

d Muralidharan, V. B., and Kishimoto, Y. (1984) J. Biol. Chem. 259,
13021 – 13026

In plants α-dioxygenases (Chapter 18) convert
free fatty acids into 2(R)-hydroperoxy derivatives (Eq.
7-3, step d).32a  These may be decarboxylated to fatty
aldehydes (step e, see also Eq. 15-36) but may also give
rise to a variety of other products.  Compounds arising
from linoleic and linolenic acids are numerous and
include epoxides, epoxy alcohols, dihydroxy acids,
short-chain aldehydes, divinyl ethers, and jasmonic
acid (Eq. 21-18).32a

On other occasions, omega (�) oxidation occurs
at the opposite end of the chain to yield a dicarboxylic
acid.  Within the human body 3,6-dimethyloctanoic
acid and other branched-chain acids are degraded largely
via ω oxidation.  The initial oxidative attack is by a
hydroxylase of the cytochrome P450 group (Chapter
18).  These enzymes act not only on fatty acids but also
on prostaglandins, sterols, and many other lipids.  In
the animal body fatty acids are sometimes hydroxylated
both at the terminal (ω) position and at the next (ω-2 or
ω2) carbon.  In plants hydroxylation may occur at the
ω2, ω3,  and ω4 positions as well.17,37  Dicarboxylates
resulting from ω oxidation of straight-chain fatty acids
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944 Chapter 17.  The Organization of Metabolism

can undergo β oxidation from both ends.  The resulting
short-chain dicarboxylates, which appear to be formed
primarily in the peroxisomes,38 may be converted by
further β oxidation into succinyl-CoA and free succi-
nate.39  Incomplete β oxidation in mitochondria (Fig.
17-1) releases small amounts of 3(β)-hydroxy fatty
acids, which also undergo ω oxidation and give rise
to free 3-hydroxydicarboxylic acids which may be
excreted in the urine.40

2. Carnitine and Mitochondrial Permeability

A major factor controlling the oxidation of fatty
acids is the rate of entry into the mitochondria.  While
some long-chain fatty acids (perhaps 30% of the total)
enter mitochondria as such and are converted to CoA
derivatives in the matrix, the majority are “activated”
to acyl-CoA derivatives on the inner surface of the
outer membranes of the mitochondria.  Penetration of
these acyl-CoA derivatives through the mitochondrial
inner membrane is facilitated by L-carnitine.41–44

Carnitine is present in nearly all organisms and in
all animal tissues.  The highest concentration is found
in muscle where it accounts for almost 0.1% of the dry
matter.  Carnitine was first isolated from meat extracts
in 1905 but the first clue to its biological action was
obtained in 1948 when Fraenkel and associates described
a new dietary factor required by the mealworm, Tenebrio
molitor.  At first designated vitamin Bt, it was identified
in 1952 as carnitine.  Most organisms synthesize their
own carnitine from lysine side chains (Eq. 24-30).
The inner membrane of mitochondria contains a long-
chain acyltransferase (carnitine palmitoyltransferase I)
that catalyzes transfer of the fatty acyl group from
CoA to the hydroxyl group of carnitine (Eq. 17-4).45–47a

Perhaps acyl carnitine derivatives pass through the
membrane more easily than do acyl-CoA derivatives
because the positive and negative charges can swing
together and neutralize each other as shown in Eq. 17-4.
Inside the mitochondrion the acyl group is transferred
back from carnitine onto CoA (Eq. 17-4, reverse) by
carnitine palmitoyltransferase II prior to initiation of
β oxidation.

Tissues contain not only long-chain acylcarnitines
but also acetylcarnitine and other short-chain acylcar-
nitines, some with branched chains.41  By accepting
acetyl groups from acetyl-CoA, carnitine causes the
release of free coenzyme A which can then be reused.

l-Carnitine

N COO–

OHHCH3

H3C

H3C

+

R C

O

S CoA

R C

O

O

H

N

C

O

O

CH3

CH3

CH3
+

CoA SH

Acyl-CoA

Carnitine

Acyl carnitine

–

Acyltransferase

(17-4)

Thus, carnitine may have a regulatory function.  In
flight muscles of insects acetylcarnitine serves as a
reservoir for acetyl groups.  Carnitine acyltransferases
that act on short-chain acyl-CoA molecules are also
present in peroxisomes and microsomes, suggesting
that carnitine may assist in transferring acetyl groups
and other short acyl groups between cell compartments.
For example, acetyl groups from peroxisomal β oxida-
tion can be transferred into mitochondria where they
can be oxidized in the citric acid cycle.41

3. Human Disorders of Fatty Acid Oxidation

Mitochondrial β oxidation of fatty acids is the
principal source of energy for the heart.  Consequently,
inherited defects of fatty acid oxidation or of carnitine-
assisted transport often appear as serious heart disease
(inherited cardiomyopathy).  These may involve heart
failure, pulmonary edema, or sudden infant death.
As many as 1 in 10,000 persons may inherit such prob-
lems.48–50a  The proteins that may be defective include
a plasma membrane carnitine transporter; carnitine
palmitoyltransferases; carnitine/acylcarnitine trans-
locase; long-chain, medium-chain, and short-chain
acyl-CoA dehydrogenases; 2,4-dienoyl-CoA reductase
(Eq. 17-1); and long-chain 3-hydroxyacyl-CoA dehydro-
genase.  Some of these are indicated in Fig. 17-2.

Several cases of genetically transmitted carnitine
deficiency in children have been recorded.  These
children have weak muscles and their mitochondria
oxidize long-chain fatty acids slowly.  If the inner
mitochondrial membrane carnitine palmitoyltrans-
ferase II is lacking, long-chain acylcarnitines accumu-
late in the mitochondria and appear to have damaging
effects on membranes.  In the unrelated condition of
acute myocardial ischemia (lack of oxygen, e.g.,
during a heart attack) there is also a large accumulation
of long-chain acylcarnitines.51,52  These compounds may
induce cardiac arrhythmia and may also account for
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sudden death from deficiency of carnitine palmitoyl-
transferase II.  Treatment of disorders of carnitine
metabolism with daily oral ingestion of several grams
of carnitine is helpful, especially for deficiency of the
plasma membrane transporter.50a,53 Metabolic abnor-
malities may be corrected completely.50a

One of the most frequent defects of fatty acid
oxidation is deficiency of a mitochondrial acyl-CoA
dehydrogenase.50  If the long-chain-specific enzyme
is lacking, the rate of β oxidation of such substrates
as octanoate is much less than normal and afflicted
individuals excrete in their urine hexanedioic (adipic),
octanedioic, and decanedioic acids, all products of ω
oxidation.54  Much more common is the lack of the
mitochondrial medium-chain acyl-CoA dehydrogenase.
Again, dicarboxylic acids, which are presumably
generated by ω oxidation in the peroxisomes, are
present in blood and urine.  Patients must avoid fasting
and may benefit from extra carnitine.

A deficiency of very long-chain fatty acid oxidation
in peroxisomes is apparently caused by a defective
transporter of the ABC type (Chapter 8).55  The disease,
X-linked adrenoleukodystrophy (ALD), has received
considerable publicity because of attempts to treat it
with “Lorenzo’s oil,” a mixture of triglycerides of oleic
and the C22 monoenoic erucic acid.  The hope has

Figure 17-2  Some specific defects in proteins of β oxidation and acyl-carnitine transport causing cardiomyopathy are
indicated by the green asterisks.  CPT I and CPT II are carnitine palmitoyltransferases I and II.  After Kelly and Strauss.48

been that these acids would flush out the very long-
chain fatty acids that accumulate in the myelin sheath
of neurons in the central nervous system and may be
responsible for the worst consequences of the disease.
However, there has been only limited success.56,57

 Several genetic diseases involve the development
of peroxisomes.14,35,58,59  Most serious is the Zellweger
syndrome in which there are no functional peroxi-
somes.  Only “ghosts” of peroxisomes are present and
they fail to take up proteins containing the C-terminal
peroxisome-targeting sequence SKL.60,60a  There are
many symptoms and death occurs within the first
year.  Less serious disorders include the presence of
catalaseless peroxisomes.60a

4. Ketone Bodies

When a fatty acid with an even number of carbon
atoms is broken down through β oxidation the last
intermediate before complete conversion to acetyl-CoA
is the four-carbon acetoacetyl-CoA:

Acetoacetyl-CoA

H3C
C

CH2

C
S

CoA

O O

A.  The Oxidation of Fatty Acids
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Acetoacetyl-CoA appears to be in equilibrium with
acetyl-CoA within the body and is an important meta-
bolic intermediate.  It can be cleaved to two molecules
of acetyl-CoA which can enter the citric acid cycle.
It is also a precursor for synthesis of polyprenyl
(isoprenoid) compounds, and it can give rise to free
acetoacetate, an important constituent of blood.
Acetoacetate is a β-oxoacid that can undergo decar-
boxylation to acetone or can be reduced by an NADH-
dependent dehydrogenase to D-3-hydroxybutyrate.
Notice that the configuration of this compound is
opposite to that of L-3-hydroxybutyryl-CoA which is

formed during β oxidation of fatty acids (Fig. 17-1).
D-3-Hydroxybutyrate is sometimes stored as a polymer
in bacteria (Box 21-D).

The three compounds, acetoacetate, acetone, and
3-hydroxybutyrate, are known as ketone bodies.60b

The inability of the animal body to form the glucose
precursors, pyruvate or oxaloacetate, from acetyl units
sometimes causes severe metabolic problems.  The
condition known as ketosis, in which excessive
amounts of ketone bodies are present in the blood,
develops when too much acetyl-CoA is produced
and its combustion in the critic acid cycle is slow.
Ketosis often develops in patients with Type I diabetes
mellitus (Box 17-G), in anyone with high fevers, and
during starvation.  Ketosis is dangerous, if severe,
because formation of ketone bodies produces hydrogen
ions (Eq. 17-5) and acidifies the blood. Thousands of
young persons with insulin-dependent diabetes die
annually from ketoacidosis.

Rat blood normally contains about 0.07 mM aceto-
acetate, 0.18 mM hydroxybutyrate, and a variable
amount of acetone.  These amounts increase to 0.5 mM
acetoacetate and 1.6 mM hydroxybutyrate after 48 h
of starvation.  On the other hand, the blood glucose
concentration falls from 6 to 4 mM after 48 h starva-
tion.61  Under these conditions acetoacetate and hydroxy-
butyrate are an important alternative energy source
for muscle and other tissues.62,63  Acetoacetate can be
thought of as a transport form of acetyl units, which
can be reconverted to acetyl-CoA and oxidized in the
citric acid cycle.

Some free acetoacetate is formed by direct hydrol-
ysis of acetoacetyl-CoA.  In rats, ~ 11% of the hydroxy-
butyrate that is excreted in the urine comes from
acetoacetate generated in this way.64  However, most
acetoacetate arises in the liver indirectly in a two-step
process (Eq. 17-5) that is closely related to the synthesis

CH3 C

CH2 COO–

H
OH

d-3-Hydroxybutyrate

of cholesterol and other polyprenyl compounds.  Step
a of this sequence is a Claisen condensation, catalyzed
by 3-hydroxy-3-methyl-glutaryl CoA synthase (HMG-
CoA synthase)64a–c and followed by hydrolysis of one
thioester linkage.  It is therefore similar to the citrate
synthase reaction (Eq. 13-38).  Step c is a simple aldol
cleavage.  The overall reaction has the stoichiometry
of a direct hydrolysis of acetoacetyl-CoA.  Liver mito-
chondria contain most of the body’s HMG-CoA syn-
thase and are the major site of ketone body formation
(ketogenesis).  Cholesterol is synthesized from HMG-
CoA that is formed in the cytoplasm (Chapter 22).

Utilization of 3-hydroxybutyrate or acetoacetate
for energy requires their reconversion to acetyl-CoA
as indicated in Eq. 17-6.  All of the reactions of this
sequence may be nearly at equilibrium in tissues that
use ketone bodies for energy.61

Acetone, in the small amounts normally present
in the body, is metabolized by hydroxylation to acetol
(Eq. 17-7, step a), hydroxylation and dehydration to
methylglyoxal (step b), and conversion to D-lactate and
pyruvate.  A second pathway via 1,2-propanediol and
L-lactate is also shown in Eq. 17-7.  During fasting the
acetone content of human blood may rise to as much
as 1.6 mM.  As much as two-thirds of this may be
converted to glucose.65–69  Accumulation of acetone
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appears to induce the synthesis of the hydroxylases
needed for methylglyoxal formation,68 and the pyru-
vate formed by Eq. 17-7 may give rise to glucose by
the gluconeogenic pathway.  However, at high acetone
concentrations most metabolism may take place through
a poorly understood conversion of 1,2-propanediol to
acetate and formate or CO2.69  No net conversion of
acetate into glucose can occur in animals, but isotopic
labels from acetate can enter glucose via acetyl-CoA
and the citric acid cycle.

B. Catabolism of Propionyl Coenzyme A and
Propionate

Beta oxidation of fatty acids with an odd number
of carbon atoms leads to the formation of propionyl-
CoA as well as acetyl-CoA.  The three-carbon propionyl
unit is also produced by degradation of cholesterol
and other isoprenoid compounds and of isoleucine,
valine, threonine, and methionine.  Human beings
ingest small amounts of free propionic acid, e.g., from
Swiss cheese (which is cultivated with propionic acid-
producing bacteria) and from propionate added to
bread as a fungicide.  In ruminant animals, such as
cattle and sheep, the ingested food undergoes extensive
fermentation in the rumen, a large digestive organ
containing cellulose-digesting bacteria and protozoa.
Major products of the rumen fermentations include
acetate, propionate, and butyrate.  Propionate is an
important source of energy for these animals.

1. The Malonic Semialdehyde Pathways

The most obvious route of metabolism of
propionyl-CoA is further β oxidation which leads to
3-hydroxypropionyl-CoA (Fig. 17-3, step a).  This
appears to be the major pathway in green plants.17

Continuation of the β oxidation via steps a–c of Fig.
17-3 produces the CoA derivative of malonic semialde-
hyde.  The latter can, in turn, be oxidized to malonyl-
CoA, a β-oxoacid which can be decarboxylated to
acetyl-CoA.  The necessary enzymes have been found
in Clostridium kluyveri,70 but the pathway appears to be
little used.

Nevertheless, malonyl-CoA is a major metabolite.
It is an intermediate in fatty acid synthesis (see Fig.
17-12) and is formed in the peroxisomal β oxidation
of odd chain-length dicarboxylic acids.70a  Excess
malonyl-CoA is decarboxylated in peroxisomes, and
lack of the decarboxylase enzyme in mammals causes
the lethal malonic aciduria.70a  Some propionyl-CoA
may also be metabolized by this pathway.  The modi-
fied β oxidation sequence indicated on the left side of
Fig. 17-3 is used in green plants and in many micro-
organisms.  3-Hydroxypropionyl-CoA is hydrolyzed
to free β-hydroxypropionate, which is then oxidized to
malonic semialdehyde and converted to acetyl-CoA
by reactions that have not been completely described.
Another possible pathway of propionate metabolism
is the direct conversion to pyruvate via α oxidation
into lactate, a mechanism that may be employed by
some bacteria.  Another route to lactate is through
addition of water to acrylyl-CoA, the product of step a
of Fig. 17-3.  The water molecule adds in the “wrong
way,” the OH – ion going to the α carbon instead of
the β (Eq. 17-8).  An enzyme with an active site similar
to that of histidine ammonia-lyase (Eq. 14-48) could

NAD+ NADH

Acetoacetate3-Hydroxybutyrate

Succinyl-CoA
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(see Eq. 12-50)

Acetoacetyl-CoA
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Figure 17-3  Catabolism of propionate and propionyl-CoA.  In the names for methylmalonyl-CoA the R and S refer to the
methylmalonyl part of the structure.  Coenzyme A is also chiral.

presumably catalyze such a reaction.  Lactyl-CoA
could be converted to pyruvate readily.  Clostridium
propionicum does interconvert propionate, lactate, and
pyruvate via acrylyl-CoA and lactyl-CoA as part of a
fermentation of alanine (Fig. 24-19).71–74  The enzyme
that catalyzes hydration of acrylyl-CoA in this case is
a complex flavoprotein that may function via a free
radical mechanism.71,72,74
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BOX 17-B  METHYLMALONIC ACIDURIA

In this hereditary disease up to 1 – 2 g of methyl-
malonic acid per day (compared to a normal of <5
mg/day) is excreted in the urine, and a high level
of the compound is present in blood.  Two causes
of the rare disease are known.a– d  One is the lack of
functional vitamin B12-containing coenzyme.  This
can be a result of a mutation in any one of several
different genes involved in the synthesis and trans-
port of the cobalamin coenzyme.e  Cultured fibro-
blasts from patients with this form of the disease
contain a very low level of the vitamin B12 coenzyme
(Chapter 16), and addition of excess vitamin B12 to
the diet may restore coenzyme synthesis to normal.
Among elderly patients a smaller increase in methyl-
malonic acid excretion is a good indicator of vitamin
B12 deficiency.  A second form of the disease, which
does not respond to vitamin B12, arises from a defect
in the methylmalonyl mutase protein.  Methyl-
malonic aciduria is often a very severe disease,
frequently resulting in death in infancy.  Surprisingly,
some children with the condition are healthy and
develop normally.a,f

A closely related disease is caused by a deficiency
of propionyl-CoA carboxylase.a  This may be a result
of a defective structural gene for one of the two sub-
units of the enzyme, of a defect in the enzyme that
attaches biotin to carboxylases, or of biotinitase, the
enzyme that hydrolytically releases biotin from
linkage with lysine (Chapter 14).  The latter two
defects lead to a multiple carboxylase deficiency and
to methylmalonyl aciduria as well as ketoacidosis
and propionic acidemia.g

Both methylmalonic aciduria and propionyl-CoA
decarboxylase deficiency are usually accompanied by
severe ketosis, hypoglycemia, and hyperglycinemia.
The cause of these conditions is not entirely clear.
However, methylmalonyl-CoA, which accumulates
in methylmalonic aciduria, is a known inhibitor of
pyruvate carboxylase.  Therefore, ketosis may develop
because of impaired conversion of pyruvate to oxalo-
acetate.

Patients with propionic or methylmalonic
acidemia also secrete 2,3-butanediols (D-,L- or meso)
and usually also 1,2-propandiol in their urine.
Secretion of 1,2-propanediol is also observed during

starvation and in diabetic ketoacidosis.  Propanediol
may be formed from acetone (Eq. 17-7), and butane-
diols may originate from acetoin, which is a side
reaction product of pyruvate dehydrogenase.  How-
ever, in the metabolic defects under consideration
here, acetoin may be formed by hydroxylation of
methylethyl ketone which can arise, as does acetone,
by decarboxylation of an oxoacid precursor formed
by β oxidation.h

Methylmalonic aciduria is rare and can be
diagnosed incorrectly.  In 1989 a woman in St. Louis,
Missouri, was convicted and sentenced to life in
prison for murdering her 5-month-old son by
poisoning with ethylene glycol.  While in prison
she gave birth to another son who soon fell ill of
methylmalonyl aciduria and was successfully treated.
Reexamination of the evidence revealed that the first
boy had died of the same disease and the mother
was released.i

a Fenton, W. A., and Rosenberg, L. E. (1995) in The Metabolic and
Molecular Bases of Inherited Disease, 7th ed., Vol. 1 (Scriver, C. R.,
Beaudet, A. L., Sly, W. S., and Valle, D., eds), pp. 1423– 1449,
McGraw-Hill, New York

b Matsui, S. M., Mahoney, M. J., and Rosenberg, L. E. (1983) N.
Engl. J. Med. 308, 857– 861

c Hubbard, S. R., Wei, L., Ellis, L., and Hendrickson, W. A. (1994)
Nature (London) 372, 746– 754

d Luschinsky Drennan, C., Matthews, R. G., Rosenblatt, D. S.,
Ledley, F. D., Fenton, W. A., and Ludwig, M. L. (1996) Proc. Natl.
Acad. Sci. U.S.A. 93, 5550–5555

e Fenton, W. A., and Rosenberg, L. E. (1995) in The Metabolic and
Molecular Bases of Inherited Disease, 7th ed., Vol. 2 (Scriver, C. R.,
Beaudet, A. L., Sly, W. S., and Valle, D., eds), pp. 3129– 3149,
McGraw-Hill, New York

f Ledley, F. D., Levy, H. L., Shih, V. E., Benjamin, R., and
Mahoney, M. J. (1984) N. Engl. J. Med. 311, 1015– 1018

g Wolf, B. (1995) in The Metabolic and Molecular Bases of Inherited
Disease, 7th ed., Vol. 2 (Scriver, C. R., Beaudet, A. L., Sly, W. S.,
and Valle, D., eds), pp. 3151– 3177, McGraw-Hill, New York

h Casazza, J. P., Song, B. J., and Veech, R. L. (1990) Trends Biochem.
Sci. 15, 26– 30

i Zurer, P. (1991) Chem. Eng. News 69  Sep 30, 7– 8
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2. The Methylmalonyl-CoA Pathway of
Propionate Utilization

Despite the simplicity and logic of the β oxidation
pathway of propionate metabolism, higher animals
use primarily the more complex methylmalonyl-CoA
pathway (Fig. 17-3, step b).  This is one of the two
processes in higher animals presently known to
depend upon vitamin B12.  This vitamin has never
been found in higher plants, nor does the methyl-
malonyl pathway occur in plants.  The pathway
(Fig. 17-3) begins with the biotin- and ATP-dependent
carboxylation of propionyl-CoA.  The S-methylmalonyl-
CoA so formed is isomerized to R-methylmalonyl-CoA,
after which the methylmalonyl-CoA is converted to
succinyl-CoA in a vitamin B12 coenzyme-requiring
reaction step d (Table 16-1).  The succinyl-CoA is con-
verted to free succinate (with the formation of GTP
compensating for the ATP used initially).  The succi-
nate, by β oxidation, is converted to oxaloacetate which
is decarboxylated to pyruvate.  This, in effect, removes
the carboxyl group that was put on at the beginning of
the sequence in the ATP-dependent step.  Pyruvate is
converted by oxidative decarboxylation to acetyl-CoA.

A natural question is “Why has this complex
pathway evolved to do something that could have
been done much more directly?”  One possibility is
that the presence of too much malonyl-CoA, the prod-
uct of the β oxidation pathway of propionate metabo-
lism (Fig. 17-3, pathways a and c), would interfere
with lipid metabolism.  Malonyl-CoA is formed in
the cytosol during fatty acid biosynthesis and retards
mitochondrial β oxidation by inhibiting carnitine
palmitoyltransferase I.46,70a,75  However, a relationship
to mitochondrial propionate catabolism is not clear.
On the other hand, the tacking on of an extra CO2
and the use of ATP at the beginning suggests that the
methylmalonyl-CoA pathway (Fig. 17-3) is a biosynthetic
rather than a catabolic route (see Section H,4).  The methyl-
malonyl pathway provides a means for converting
propionate to oxaloacetate, a transformation that is
chemically difficult.

In this context it is of interest that cows, whose
metabolism is based much more on acetate than is
ours, often develop a severe ketosis spontaneously.
A standard treatment is the administration of a large
dose of propionate which is presumably effective
because of the ease of its conversion to oxaloacetate
via the methylmalonyl-CoA pathway.  It is possible
that this pathway was developed by animals as a
means of capturing propionyl units, scanty though
they may be, for conversion to oxaloacetate and use
in biosynthesis.  In ruminant animals, the pathway is
especially important.  Whereas we have 5.5 mM glu-
cose in our blood, the cow has only half as much, and
a substantial fraction of this glucose is derived, in the
liver, from the propionate provided by rumen micro-

organisms.76  The need for vitamin B12 in the formation
of propionate by these organisms also accounts for
the high requirement for cobalt in the ruminant diet
(Chapter 16).

C. The Citric Acid Cycle

To complete the oxidation of fatty acids the acetyl
units of acetyl-CoA generated in the β oxidation
sequence must be oxidized to carbon dioxide and
water.77  The citric acid (or tricarboxylic acid) cycle
by which this oxidation is accomplished is a vital part
of the metabolism of almost all aerobic creatures.  It
occupies a central position in metabolism because of
the fact that acetyl-CoA is also an intermediate in the
catabolism of carbohydrates and of many amino acids
and other compounds.  The cycle is depicted in detail
in Fig. 10-6 and in an abbreviated form, but with more
context, in Fig. 17-4.

1. A Clever Way to Cleave a Reluctant Bond

Oxidation of the chemically resistant two-carbon
acetyl group to CO2 presents a chemical problem.  As
we have seen (Chapter 13), cleavage of a C–C bond
occurs most frequently between atoms that are α and
β to a carbonyl group.  Such β cleavage is clearly
impossible within the acetyl group.  The only other
common type of cleavage is that of a C–C bond
adjacent to a  carbonyl group (α cleavage), a thiamin-
dependent process (Chapter 14).  However, α cleavage
would require the prior oxidation (hydroxylation) of
the methyl group of acetate.  Although many biological
hydroxylation reactions occur, they are rarely used in
the major pathways of rapid catabolism.  Perhaps this
is because the overall yield of energy obtainable via
hydroxylation is less than that gained from dehydro-
genation and use of an electron transport chain.78

The solution to the chemical problem of oxidizing
acetyl groups efficiently is one very commonly found
in nature; a catalytic cycle.  Although direct cleavage is
impossible, the two-carbon acetyl group of acetyl-CoA
can undergo a Claisen condensation with a second
compound that contains a carbonyl group.  The con-
densation product has more than two carbon atoms,
and a β cleavage to yield CO2 is now possible.  Since
the cycle is designed to oxidize acetyl units we can
regard acetyl-CoA as the primary substrate for the
cycle.  The carbonyl compound with which it condenses
can be described as the regenerating substrate.  To
complete the catalytic cycle it is necessary that two
carbon atoms be removed as CO2 from the compound
formed by condensation of the two substrates and that
the remaining molecule be reconvertible to the original
regenerating substrate.  The reader may wish to play a
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Figure 17-4  The Krebs citric acid cycle.  Some of its controlling interactions and its relationship to glycolysis. See also Figure
10-6.  Positive and negative regulatory influences, whether arising by allosteric effects or via covalent modification, are indicated
by  +  or –  .  Some biosynthetic reaction pathways related to the cycle are shown in green.  Steps are lettered to correspond to
the numbering in Fig. 10-6, which shows more complete structural formulas.  Three molecules of H2O (boxed) enter the cycle
at each turn, providing hydrogen atoms for generation of NADH + H+ and reduced ubiquinone (QH2).  The covalently
attached FAD is designated FAD§.

ATP –

ATP –

Malate

Fumarate

–OOC
COO–

Succinate

Isocitrate

ATP

ADP

Acetyl-CoA
ATP

Malonyl-CoA

Beta
oxidation

Fatty acyl-CoAs

– ATP

NAD+

– +
O

S CoA

COO–O

COO–

Pyruvate

O

COO–

PEP

Glucose 6-P

Fructose 6-P

Fructose 1,6-P2

–

Fatty acids

Oxaloacetate

+ Pi

–

Bacteria,
plants

+

NADH
+ H+

Succinyl-CoA

ATP CoASH

NAD+

FAD§H2

FAD§

–

COO–

COO–

HO

–OOC

Citrate

d

e

a

f

b,c

NAD+

–

COO–

O

COO–

2-Oxoglutarate
NAD+

––

C4
i

H2O

C4
GTP

GDP + PiH2O

–
ATP

g

h

Accumulating
citrate is exported
from mitochondria,
inhibits early
reaction in
glycolysis, and
activates fatty
acid synthesis

In many organisms
(eukaryotes and
some prokaryotes)
ATP in excess acts
to reduce rate of
cycle. In gram-
negative bacteria
NADH rather than
ATP inhibits

C6

Aspartate

–

Porphyrins

Glutamate

H2O

HCO3
–

HCO3
–

HCO3
–

+
–

CO2

CO2

CO2

Q

QH2

NAD+

NADH
+ H+

C.  The Citric Acid Cycle

 Ch 17IND page - E - 2/14/03, 11:15 AM951



952 Chapter 17.  The Organization of Metabolism

game by devising suitable sequences of reactions for
an acetyl-oxidizing cycle and finding the simplest
possible regenerating substrate.  Ask yourself whether
nature could have used anything simpler than oxalo-
acetate, the molecule actually employed in the citric
acid cycle.

The first step in the citric acid cycle (step a, Fig.
17-4) is the condensation of acetyl-CoA with oxalo-
acetate to form citrate.  The synthase that catalyzes
this condensation also removes the CoA by hydrolysis
after it has served its function of activating a methyl
hydrogen.  This hydrolysis also helps to drive the cycle
by virtue of the high group transfer potential of the
thioester linkage that is cleaved.  Before the citrate can
be degraded through β cleavage, the hydroxyl group
must be moved from its tertiary position to an adjacent
carbon where, as a secondary alcohol, it can be oxidized
to a carbonyl group.  This is accomplished through
steps b and c, both catalyzed by the enzyme aconitase
(Eq. 13-17).  Isocitrate can then be oxidized to the
β-oxoacid oxalosuccinate, which does not leave the
enzyme surface but undergoes decarboxylation while
still bound (step d; also see Eq. 13-45).

The second carbon to be removed from citrate is
released as CO2 through catalysis by the thiamin
diphosphate dependent oxidative decarboxylation
of 2-oxoglutarate (α-ketoglutarate; Chapter 15).  To
complete the cycle the four-carbon succinyl unit of
succinyl-CoA must be converted back to oxaloacetate
through a pathway requiring two more oxidation
steps:  Succinyl-CoA is converted to free succinate
(step f) followed by a β oxidation sequence (steps g– i;
Figs. 10-6 and 17-4).  Steps e and f accomplish a substrate-
level phosphorylation (Fig. 15-16).  Succinyl-CoA is an
unstable thioester with a high group transfer potential.
Therefore, step f could be accomplished by simple
hydrolysis.  However, this would be energetically
wasteful.  The cleavage of succinyl-CoA is coupled to
synthesis of ATP in E. coli and higher plants and to
GTP in mammals.  Some of the succinyl-CoA formed
in mitochondria is used in other ways, e.g., as in Eq.
17-6 and for biosynthesis of porphyrins.

2. Synthesis of the Regenerating Substrate
Oxaloacetate

The primary substrate of the citric acid cycle is
acetyl-CoA.  Despite many references in the biochemical
literature to substrates “entering” the cycle as oxalo-
acetate (or as one of the immediate precursors succinate,
fumarate, or malate), these compounds are not consumed
by the cycle but are completely regenerated; hence
the term regenerating substrate, which can be applied
to any of these four substances.  A prerequisite for the
operation of a catalytic cycle is that a regenerating
substrate be readily available and that its concentration

be increased if necessary to accommodate a more
rapid rate of reaction of the cycle.  Oxaloacetate
can normally be formed in any amount needed for
operation of the citric acid cycle from PEP or from
pyruvate, both of these compounds being available
from metabolism of sugars.

In bacteria and green plants PEP carboxylase
(Eq. 13-53), a highly regulated enzyme, is responsible
for synthesizing oxaloacetate.  In animal tissues 
pyruvate carboxylase (Eq. 14-3) plays the same role.
The latter enzyme is almost inactive in the absence of
the allosteric effector acetyl-CoA.  For this reason, it
went undetected for many years.  In the presence of
high concentrations of acetyl-CoA the enzyme is fully
activated and provides for synthesis of a high enough
concentration of oxaloacetate to permit the cycle to
function.  Even so, the oxaloacetate concentration in
mitochondria is low, only 0.1 to 0.4 x 10 –6 M (10 – 40
molecules per mitochondrion), and is relatively con-
stant.65,79

3. Common Features of Catalytic Cycles

The citric acid cycle is not only one of the most
important metabolic cycles in aerobic organisms,
including bacteria, protozoa, fungi, higher plants, and
animals, but also a typical catalytic cycle.  Other cycles
also have one or more primary substrates and at least
one regenerating substrate.  Associated with every
catalytic cycle there must be a metabolic pathway that
provides for synthesis of the regenerating substrate.
Although it usually needs to operate only slowly to
replenish regenerating substrate lost in side reactions,
the pathway also provides a mechanism for the net
biosynthesis of any desired quantity of any intermediate in
the cycle.  Cells draw off from the citric acid cycle
considerable amounts of oxaloacetate, 2-oxoglutarate,
and succinyl-CoA for synthesis of other compounds.
For example, aspartate and glutamate are formed
directly from oxaloacetate and 2-oxoglutarate, respec-
tively, by transamination (Eq. 14-25).79a,b  Citrate itself
is exported from mitochondria and used for synthesis
of fatty acids.  It is often stated that the citric acid cycle
functions in biosynthesis, but when intermediates in
the cycle are drawn off for synthesis the complete cycle
does not operate.  Rather, the pathway for synthesis of the
regenerating substrate, together with some of the enzymes
of the cycle, is used to construct a biosynthetic pathway.

The word amphibolic is often applied to those
metabolic sequences that are part of a catabolic cycle
and at the same time are involved in a biosynthetic
(anabolic) pathway.  Another term, anaplerotic, is
sometimes used to describe pathways for the synthesis
of regenerating substrates.  This word, which was
suggested by H. L. Kornberg, comes from a Greek root
meaning “filling up.”80
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4. Control of the Cycle

What factors determine the rate of oxidation by
the citric acid cycle?  As with most other important
pathways of metabolism, several control mechanisms
operate and different steps may become rate limiting
under different conditions.81  Factors influencing the
flux through the cycle include (1) the rate of generation
of acetyl groups, (2) the availability of oxaloacetate,
and (3) the rate of reoxidation of NADH to NAD+ in
the electron transport chain.  As indicated in Fig. 17-4,
acetyl-CoA is a positive effector for conversion of
pyruvate to oxaloacetate.  Thus, acetyl-CoA “turns on”
the formation of  a substance required for its own
further metabolism.  However, when no pyruvate is
available operation of the cycle may be impaired by
lack of oxaloacetate.  This may be the case when liver
metabolizes high concentrations of ethanol.  The
latter is oxidized to acetate but it cannot provide
oxaloacetate.  Accumulating NADH reduces pyruvate
to lactate, further interfering with formation of oxalo-
acetate.82  In some individuals the accumulating
acetyl units cannot all be oxidized in the cycle and
instead are converted to the ketone bodies (Section
A,4).  A similar problem arises during metabolism of
fatty acids by diabetic individuals with inadequate
insulin.  The accelerated breakdown of fatty acids in
the liver overwhelms the system and results in ketosis,
even though the oxaloacetate concentration remains
normal.83

The rates of the oxidative steps in the citric acid
cycle are limited by the rate of reoxidation of NADH
and reduced ubiquinone in the electron transport
chain which may sometimes be restricted by the avail-
ability of O2.  However, in aerobic organisms this rate
is usually determined by the concentration of ADP
and/or Pi available for conversion to ATP in the oxida-
tive phosphorylation process (Chapter 18).  If catabo-
lism supplies an excess of ATP over that needed to
meet the cell’s energy needs, the concentration of ADP
falls to a low level, cutting off phosphorylation.  At
the same time, ATP is present in high concentration
and acts as a feedback inhibitor for the catabolism
of carbohydrates and fats.  This inhibition is exerted
at many points, a few of which are indicated in Fig.
17-4.  Important sites of inhibition are the pyruvate
dehydrogenase complex,84–85a which converts pyru-
vate into acetyl-CoA; isocitrate dehydrogenase,86,86a

which converts isocitrate into 2-oxoglutarate; and
2-oxoglutarate dehydrogenase.87  The enzyme
citrate synthase, which catalyzes the first reaction
of the cycle, is also inhibited by ATP.88,89

Mitochondrial pyruvate dehydrogenase, which
contains a 60-subunit icosohedral core of dihydrolipoyl-
transacylase (Fig. 15-14), is associated with three mole-
cules of a two-subunit kinase as well as six molecules
of a structural binding protein which contains a

lipoyl group that can be reduced and acetylated by
other subunits of the core protein.  The binding protein
is apparently essential to the functioning of the dehydro-
genase complex but not through its lipoyl group.90,91

The specific pyruvate dehydrogenase kinase is thought
to be one of the most important regulatory proteins
involved in controlling energy metabolism in most
organisms.92–92b  Phosphorylation of up to three specific
serine hydroxyl groups in the thiamin-containing
decarboxylase subunit (designated E1) converts the
enzyme into an inactive form (Eq. 17-9).  A specific
phosphatase reverses the inhibition.  The kinase is
most active on enzymes whose core lipoyl (E2) sub-
units are reduced and acetylated, a condition favored
by high ratios of [acetyl-CoA] to free [CoASH] and of
[NADH] to [NAD+].  Since the kinase inactivates the
enzyme the effect is to decrease the pyruvate dehydro-
genase action when the system becomes saturated and
NADH and acetyl-CoA accumulate.  Conversely, a high
[pyruvate] inhibits the kinase and increases the action
of the dehydrogenase complex.  This system also permits
various external signals to be felt.  For example, insulin
has a pronounced stimulatory effect on mitochondrial
energy.65,92,93  One way in which this may be accom-
plished is through stimulation of the pyruvate dehydro-
genase phosphatase, as indicated in Eq. 17-9.  A kinase
activator protein (Eq. 17-9) may also respond to various
external stimuli and may be inhibited by insulin.92

The activities of 2-oxoglutarate dehydrogenase,94

and to a lesser extent of pyruvate and isocitrate dehydro-
genases, are increased by increases in the free Ca2+

concentration.87  Calcium ions stimulate the phospha-
tase that dephosphorylates the deactivated phosphor-
ylated pyruvate dehydrogenase and activate the other
two dehydrogenases allosterically, increasing the
affinities for the substrates.87  Phosphorylation of the
NAD+-dependent isocitrate dehydrogenase also de-
creases its activity.  In E. coli the isocitrate dehydro-
genase kinase and a protein phosphatase exist as a
bifunctional protein able to both deactivate the dehy-
drogenase and restore its activity.86  For this organism,
the decrease in activity forces substrate into the glyoxy-
late pathway (Section J,4) instead of the citric acid cycle.
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BOX 17-C  USE OF ISOTOPIC TRACERS IN STUDY OF THE TRICARBOXYLIC ACID CYCLE

The first use of isotopic labeling in the study of
the citric acid cycle and one of the first in the history
of biochemistry was carried out by Harland G. Wood
and C. H. Werkman in 1941.a,b  The aim was to study
the fermentation of glycerol by propionic acid bac-
teria, a process that was not obviously related to the
citric acid cycle.  Some succinate was also formed in

Glycerol → propionate– + H+ + H2O
∆G’ = –69 kJ/mol

the fermentation, and on the basis of  simple mea-
surements of the fermentation balance reported in
1938 it was suggested that CO2 was incorporated
into oxaloacetate, which was then reduced to succi-
nate.  As we now know, this is indeed an essential
step in the propionic acid fermentation (Section F,3).
At the time 14C was not available but the mass spec-
trometer, newly developed by A. O. Nier, permitted
the use of the stable 13C as a tracer.  Wood and
Werkman constructed a thermal diffusion column
and used it to prepare bicarbonate enriched in 13C
and also built a mass spectrometer.  By 1941 it was
established unequivocally that carbon dioxide was
incorporated into succinate by the bacteria.c

To test the idea that animal tissues could also
incorporate CO2 into succinate Wood examined
the metabolism of a pigeon liver preparation to
which malonate had been added to block succinate
dehydrogenase (Box 10-B).  Surprisingly, the accu-
mulating succinate, which arose from oxalocetate
via citrate, isocitrate, and 2-oxoglutarate (traced
by green arrows in accompanying scheme), con-
tained no 13C.  Soon, however, it was shown that
CO2 was incorporated into the carboxyl group of 2-
oxoglutarate that is adjacent to the carbonyl group.
That carboxyl is lost in conversion to succinate (Fig.
10-6) explains the lack of 13C in succinate.  It is of
historical interest that these observations were incor-
rectly interpreted by many of the biochemists of the
time.  They agreed that citrate could not be a member of
the tricarboxylic acid cycle.  Since citrate is a symmet-
ric compound it was thought that any 13C incorpo-
rated into citrate would be present in equal amounts
in both terminal carboxyl groups.  This would neces-
sarily result in incorporation of 13C into succinate.
It was not until 1948 that Ogston popularized the
concept that by binding with substrates at three
points, enzymes were capable of asymmetric attack
upon symmetric substrates.d  In other words, an
enzyme could synthesize citrate with the carbon
atoms from acetyl-CoA occupying one of the two
–CH2COOH groups surrounding the prochiral
center.  Later, the complete stereochemistry of the

citric acid cycle was elucidated through the use of a
variety of isotopic labels (see p. 704).  Some of the
results are indicated by the asterisks and daggers in
the structures in Fig. 10-6.

The operation of the citric acid cycle in living
cells, organs, and whole animals has also been
observed using NMR and mass spectroscopy with
13C-containing compounds.  For example, a heart
can be perfused with a suitable oxygenated per-
fusion fluide containing various 13C-enriched sub-
strates such as [U-13C]fatty acids, [2-13C]acetate,
[3-13C]L-lactate, or [2,3-13C]propionate.e – k  NMR
spectroscopy allows direct and repeated observation
of the 13C nuclei from a given substrate and its entry
into a variety of metabolic pathways.  Because of the
high dispersion of chemical shift values for 13C the
NMR resonance for the isotope can be seen at each
position within a single compound.

A compound that is especially easy to observe is
glutamate.  This amino acid, most of which is found
in the cytoplasm, is nevertheless in relatively rapid
equilibrium with 2-oxoglutarate of the citric acid
cycle in the mitochondria.  The accompanying
scheme shows where isotopic carbon from certain
compounds will be located when it first enters the
citric acid cycle and traces some of the labels into
glutamate.  For example, uniformly enriched fatty
acids will introduce label into the two atoms of the
pro-S arm of citrate and into 4- and 5-positions of
glutamate whereas [2-13C]acetate will introduce
label only into the C4 position as marked by  in the
scheme.  In the NMR spectrum a singlet resonance
at 32.4 ppm will be observed.  However, as succes-
sive turns of the citric acid cycle occur the isotope
will appear in increasing amounts in the adjacent
3-position of glutamate.  They will be recognized
readily by the appearance of a multiplet.  The initial
singlet will be flanked by a pair of peaks that arise
from spin–spin coupling with the adjacent 3-13C of
the [2,3-13C]isotopomer (see accompanying figure).
After longer periods of time the central resonance
will weaken and the outer pair strengthen as the
recycling occurs.

Metabolism with [U-13C]fatty acids gives a
labeling pattern similar to that with [2,3-13C]acetate
and it has been deduced that heart muscle normally
metabolizes principally fatty acids for energy.
What will happen to the glutamate C4 resonance
if [3-13C]lactate is added to the perfusion solution?
It will enter both acetyl-CoA and oxaloacetate as
indicated by in the following scheme.  That will
also intro-duce 13C at C3 of glutamate.  By looking at
spectra at short times the relative amounts of lactate
being oxidized via the cycle and that being converted
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BOX 17-C  (continued)

biosynthetically (anaplerotically) to glutamate can be
estimated.  There is a complication that has long been
recognized.  Oxaloacetate can be converted by
exchange processes to succinate.  Since succinate is
symmetric the effect is to put 50% of the label into
each of the central atoms  of succinate (    in scheme).
The exchange will then transfer label back into the
C2 position of oxaloacetate (   ) and through citric
acid cycle reactions into C3 of glutamate.  Now the
C4 NMR resonance will contain an additional pair of
peaks arising from spin–spin coupling with C2 but
which will have a different coupling constant than
that for coupling to C3.

If uniformly labeled [U-13C]acetate is introduced
the additional isotopomers, [3,4 - 13C]glutamate and

[3,4,5 - 13C]glutamate, will be formed as will others
with 13C in the C1 and C5 positions but which will
not affect the C4 resonance.  A total of nine lines will
be seen as illustrated in curve a of the accompanying
figure.  We see that the multiplet patterns arising
from mass isotopomers are complex, but they can
be predicted accurately with a computer program.f

Isotopomers of succinate have also been analyzed.g

It is also of interest to introduce 13C from
propionate labeled in various positions.  One of
these is illustrated in the scheme.  In this case the
appearance of multiplets arising from [3,4-13C]
glutamate verifies the existence of end-to-end
scrambling of the isotope in succinate.  However,
is the scrambling complete or are some molecules
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A. 13C-NMR spectrum of extracts of Langendorff-perfused
rat hearts perfused for 5 min with [1,213C] acetate, [313C]-
lactate and glucose.  Only the glutamate C4 (left) and C3
(right) resonances are shown.  B.  Spectrum after perfusion
for 30 min.  From Malloy et al.r   C.  The glutamate C4
resonance of an intact Langendorff-perfused rat heart
supplied with 2 mM [2-13C]acetate showing evolution of
the multiplet as a function of time after introducing the
label.  The right panel shows glutamate C4 resonances
generated by a computer simulation after turnover of
citric acid cycle pools the indicated number of time.  From
Jeffrey et al.f

BOX 17-C  USE OF ISOTOPIC TRACERS IN STUDY OF THE TRICARBOXYLIC ACID CYCLE (cont.)

efficiently “channeled” through enzyme–enzyme
complexes in such a way as to avoid scrambling?
As shown in the scheme, full scrambling would give
equal labeling of C2 and C3 of oxaloacetate and of
glutamate.  Experimentally greater labeling was
seen at C3 than at C2 during the first few turns of

a Wood, H. G. (1972) in The Molecular Basis of Biological Transport
(Woessner, J. F., and Huijing, F., eds), pp. 1– 54, Academic Press,
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the cycle suggesting that some channeling does
occur.e

Isotopomer analysis can also be conducted by
mass spectroscopy, which is more sensitive than
NMR, using 13Ch,k,l or 2H labeling.j  Making use
of a technique like that employed by Knoop (Box
10-A), a “chemical biopsy” can be performed on
animals or on human beings, who may ingest gram
quantities of sodium phenylacetate without harm.
The phenylacetate is converted to an amide with
glutamine (phenylacetylglutamine) which is
excreted in the urine, from which it can easily be
recovered for analysis.l–n  This provides a non-
invasive way of studying the operation of the citric
acid cycle in the human body.  Direct measurement
on animal brainso,p and on human limbs or brain
has also been accomplished by NMR spectroscopyq

and may become more routine as instrumentation
is improved.
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BOX 17-D  FLUOROACETATE AND “LETHAL SYNTHESIS”

Among the most deadly of simple compounds
is sodium fluoroacetate.  The LD50 (the dose lethal
for 50% of animals receiving it) is only 0.2 mg/kg
for rats, over tenfold less than that of the nerve poi-
son diisopropylphosphofluoridate (Chapter 12).a,b

Popular, but controversial, as the rodent poison
“1080,” fluoroacetate is also found in the leaves
of several poisonous plants in Africa, Australia,
and South America.  Surprisingly, difluoroacetate
HCF2– COO – is nontoxic and biochemical studies
reveal that monofluoroacetate has no toxic effect on
cells until it is converted metabolically in a “lethal
synthesis” to 2R,3R-2-fluorocitrate, which is a com-
petitive inhibitor of aconitase (aconitate hydratase,
Eq. 13-17).b–g  This fact was difficult to understand
since citrate formed by the reaction of fluorooxalo-
acetate and acetyl-CoA has only weak inhibitory
activity toward the same enzyme.  Yet, it is the
fluorocitrate formed from fluorooxaloacetate that
contains a fluorine atom at a site that is attacked by
aconitase in the citric acid cycle.

The small van der Waals radius of fluorine
(0.135 nm), comparable to that of hydrogen (0.12 nm),
is often cited as the basis for the ability of fluoro
compounds to “deceive” enzymes.  However, the
high electronegativity and ability to enter into hydro-
gen bonds may make F more comparable to – OH in

metabolic effects.  In the case of fluorocitrate it was
proposed that the inhibitory isomer binds in the
“wrong way” to aconitase in such a manner that the
fluorine atom is coordinated with the ferric ion at
the catalytic center.c  However, 2R,3R-2-fluorocitrate
is a simple competitive inhibitor of aconitase but an
irreversible poison.  It is especially toxic to nerves
and also appears to affect mitochondrial membranes.
Therefore, this poison may affect some other target,
such as a citrate transporter.d  Fluoroacetate is only
one of many known naturally occurring fluorine
compounds.c

Another example of lethal synthesis is seen in
the use of 5-fluorouracil in cancer therapy (Box 15-E).
In this compound and in many other fluorine-
containing inhibitors the F atom replaces the H atom
that is normally removed as H+ in the enzymatic
reaction.  The corresponding F+ cannot be formed.h

Because of the high electronegativity of fluorine a
C– F bond is polarized: Cδ+– Fδ –.  This may have
very large effects on reactivity at adjacent positions.
For example, the reactivity of 2-fluoroglycosyl
groups toward glycosyl transfer is decreased by
several orders of magnitude (p. 597).

a Gibble, G. W. (1973) J. Chem. Educ. 50, 460– 462
b Elliott, K., and Birch, J., eds. (1972) Carbon– Fluorine Compounds,

Elsevier, Amsterdam
c Glusker, J. P. (1971) in The Enzymes, 3rd ed., Vol. 5 (Boyer, P. D.,

ed), pp. 413– 439, Academic Press, New York
d Kun, E. (1976) in Biochemistry Involving Carbon– Fluorine Bonds

(Filler, R., ed), pp. 1– 22, American Chemical Society, Washing-
ton, DC

e Marletta, M. A., Srere, P. A., and Walsh, C. (1981) Biochemistry
20, 3719–3723

f Rokita, S. E., and Walsh, C. T. (1983) Biochemistry 22, 2821– 2828
g Peters, R. A. (1957) Adv. Enzymol. 18, 113–159
h Abeles, R. H., and Alston, T. A. (1990) J. Biol. Chem. 265,

16705– 16708

Acting to counteract any drop in ATP level, accumu-
lating ADP acts as a positive effector for isocitrate
dehydrogenases.

Another way in which the phosphorylation state
of the adenylate system can regulate the cycle depends
upon the need for GDP in step f of the cycle (Fig. 17-4).
Within mitochondria, GTP is used largely to reconvert
AMP to ADP.  Consequently, formation of GDP is pro-
moted by AMP, a compound that arises in mitochon-
dria from the utilization of ATP for activation of fatty
acids (Eq. 13-44) and activation of amino acids for
protein synthesis (Eq. 17-36).

In E. coli and some other bacteria ATP does not
inhibit citrate synthase but NADH does; the control is
via the redox potential of the NAD+ system rather
than by the level of phosphorylation of the adenine

nucleotide system.95  Succinic dehydrogenase may be
regulated by the redox state of ubiquinone (Chapter 15).
Another mechanism of regulation may be the forma-
tion of specific protein–protein complexes between
enzymes catalyzing reactions of the cycle.96–97a  This
may permit one enzyme to efficiently have a product
of its action transferred to the enzyme catalyzing the
next step in the cycle.

5. Catabolism of Intermediates of the Citric
Acid Cycle

Acetyl-CoA is the only substrate that can be com-
pletely oxidized to CO2 by the reaction of the citric
acid cycle alone.  Nevertheless, cells must sometimes
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958 Chapter 17.  The Organization of Metabolism

oxidize large amounts of one of the compounds found
in the citric acid cycle to CO2.98,99  For example, bacteria
subsisting on succinate as a carbon source must oxidize
it for energy as well as convert some of it to carbo-
hydrates, lipids, and other materials.  Complete com-
bustion of any citric acid cycle intermediate can be
accomplished by conversion to malate followed by
oxidation of malate to oxaloacetate (Eq. 17-10, step a)
and decarboxylation (β cleavage) to pyruvate, or (Eq.
17-10, step b) oxidation and decarboxylation of malate
by the malic enzyme (Eq. 13-45) without free oxalo-
acetate as an intermediate.  Pathway b is probably the
most important.  It is catalyzed by two different malic
enzymes present in animal mitochondria.  One is
specific for NADP+ while the other reacts with NAD+

as well.100,101  They both have complex regulatory pro-
perties.  For example, the less specific NAD+-utilizing
enzyme is allosterically inhibited by ATP but is activated
by fumarate, succinate, or isocitrate.100  Thus, accumu-
lation of citric acid cycle intermediates “turns on” the
malic enzyme, allowing the excess to leave the cycle
and reenter as acetyl groups.  Since the Michaelis
constant for malate is high, this will not happen unless
malate accumulates, signaling a need for acetyl-CoA.
The NADP+-dependent enzyme is activated by a high
concentration of free CoA and is inhibited by NADH.
Perhaps when glycolysis becomes slow the free CoA
level rises and turns on malate oxidation.101  On the
other hand, rapid glycolysis increases the NADH
concentration which inhibits the malic enzyme.  The
result is a buildup of the oxaloacetate concentration
and an increase in activity of the citric acid cycle.  The
malic enzymes are also present in the cytoplasm,

where one of them functions as part of an NADPH-
generating cycle (Eq. 17-46).

D. Oxidative Pathways Related to the Citric
Acid Cycle

In this section we will consider some other catalytic
cycles as well as some noncyclic pathways of oxidation
of one- and two-carbon substrates that are utilized by
microorganisms.

1.  The �-Aminobutyrate Cycle

A modification of the citric acid cycle which
involves glutamate and gamma (γ) aminobutyrate
(GABA) has an important function in the brain (Fig.
17-5).  Both glutamate and γ-aminobutyrate occur
in high concentrations in brain (10 and 0.8 mM, re-
spectively).  Both are important neurotransmitters,
γ-aminobutyrate being a principal neuronal inhibitory
substance102,103 (Chapter 30).  In the γ-aminobutyrate
cycle acetyl-CoA and oxaloacetate are converted into
citrate (step a) in the usual way and the citrate is then
converted into 2-oxoglutarate.  The latter is transformed
to L-glutamate either by direct amination (b) or by trans-
amination (c), the amino donor being γ-aminobutyrate.

γ-Aminobutyrate is formed by decarboxylation of
glutamate (Fig. 17-5, step d)104 and is catabolized via
transamination (step e)105 to succinic semialdehyde,
which is oxidized to succinate106 and oxaloacetate.
The two transamination steps in the pathways may be

linked, as indicated in Fig. 17-5, to form
a complete cycle that parallels the citric
acid cycle but in which 2-oxoglutarate is
oxidized to succinate via glutamate and
γ-aminobutyrate.  No thiamin diphosphate
is required, but 2-oxoglutarate is reductively
aminated to glutamate.  The cycle is some-
times called the �-aminobutyrate shunt,
and it plays a significant role in the over-
all oxidative processes of brain tissue.
This pathway is also prominent in green
plants.107–109  For example, under anaerobic
conditions the radish Raphanus sativus ac-
cumulates large amounts of γ-aminobutyr-
ate.110  Most animal tissues contain very
little γ-aminobutyrate, although it has been
found in the oviducts of rats at concentra-
tions that exceed those in the  brain.111

2.  The Dicarboxylic Acid Cycle

Some bacteria can subsist solely on
glycolate, glycine, or oxalate, all of which
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959D.  Oxidative Pathways Related to the Citric Acid Cycle

are converted to glyoxylate (Eq. 17-11).
Glyoxylate is oxidized to CO2 and
water to provide energy to the
bacteria and is also utilized for
biosynthetic purposes.  The energy-
yielding process is found in the
dicarboxylic acid cycle (Fig. 17-6),
which catalyzes the complete oxida-
tion of glyoxylate.  Four hydrogen
atoms are removed with generation
of two molecules of NADH which
can be oxidized by the respiratory
chain to provide energy.112,113  In the
dicarboxylic acid cycle glyoxylate is
the principal substrate and acetyl-
CoA is the regenerating substrate
rather than the principal substrate
as it is for the citric acid cycle.

The logic of the dicarboxylic
acid cycle is simple.  Acetyl-CoA
contains a potentially free carboxyl
group.  After the acetyl group of
acetyl-CoA has been condensed
with glyoxylate and the resulting
hydroxyl group has been oxidized,
the free carboxyl group appears in
oxaloacetate in a position β to the
carbonyl group.  The carboxyl
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Figure 17-5  Reactions of the γ-aminobutyrate (GABA) cycle.

Figure 17-6  The dicarboxylic acid cycle for oxidation of glyoxylate to
carbon dioxide.  The pathway for synthesis of the regenerating substrate
is indicated by green lines.  This pathway is also needed for synthesis of
carbohydrates and all other cell constituents.
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960 Chapter 17.  The Organization of Metabolism

donated by the glyoxylate is still in the α position.
A consecutive β cleavage and an oxidative α cleavage
release the two carboxyl groups as carbon dioxide to
reform the regenerating substrate.  The cycle is simple
and efficient.  Like the citric acid cycle, it depends upon
thiamin diphosphate, without which the α cleavage
would be impossible.  Comparing the citric acid cycle
(Fig. 17-2) with the simpler dicarboxylic acid cycle, we
see that in the former the initial condensation product
citrate contains a hydroxyl group attached to a tertiary
carbon atom.  With no adjacent hydrogen it is impossible
to oxidize it directly to the carbonyl group which is
essential for subsequent chain cleavage;  hence the
dependence on aconitase to shift the OH to an adjacent
carbon.  Both cycles involve oxidation of a hydroxy
acid to a ketone followed by β cleavage and oxidative
α cleavage.  In the citric acid cycle additional oxidation
steps are needed to convert succinate back to oxalo-
acetate, corresponding to the fact that the citric acid
cycle deals with a more reduced substrate than does
the dicarboxylic acid cycle.

The synthetic pathway for the regenerating sub-
strate of the dicarboxylic acid cycle is quite complex.
Two molecules of glyoxylate undergo α condensation
with decarboxylation by glyoxylate carboligase114

(see also Chapter 14, Section D) to form tartronic
semialdehyde. The latter is reduced to D-glycerate,
which is phosphorylated to 3-phosphoglycerate and
2-phosphoglycerate.  Since the phosphoglycerates are
carbohydrate precursors, this glycerate pathway
provides the organisms with a means for synthesis
of carbohydrates and other complex materials from
glyoxylate alone.  At the same time, 2-phosphoglycerate
can be converted to pyruvate and the pyruvate, by
oxidative decarboxylation, to the regenerating substrate
acetyl-CoA.

E. Catabolism of Sugars

In most sugars each carbon atom bears an oxygen
atom which facilitates chemical attack by oxidation at
any point in the carbon chain.  Every sugar contains a
potentially free aldehyde or ketone group, and the
carbonyl function can be moved readily to adjacent
positions by isomerases.  Consequently, aldol cleavage
is also possible at many points.  For these reasons, the
metabolism of carbohydrates is complex and varied.

A sugar chain can be cut in several places giving rise
to a variety of metabolic pathways.  However, in the
energy economy of most organisms, including human
beings, the Embden–Meyerhof–Parnas or glycolysis
pathway by which hexoses are converted to pyruvate
(Fig. 17-7) stands out above all others.  We have already
considered this pathway, which is also outlined in
Figs. 10-2 and 10-3.  Some history and additional
important details follow.

1. The Glycolysis Pathway

The discovery of glycolysis followed directly the
early observations of Buchner and of Harden and
Young on fermentation of sugar by yeast juice (p. 767).
Another line of research, the study of muscle, soon
converged with the investigations of alcoholic fermen-
tation.  Physiologists were interested in the process
by which an isolated muscle could obtain energy for
contraction in the absence of oxygen.  It was shown
by A. V. Hill that glycogen was converted to lactate
to supply the energy, and Otto Meyerhof later demon-
strated that the chemical reactions were related to
those of alcoholic fermentation.  The establishment of
the structures and functions of the pyridine nucleo-
tides in 1934 (Chapter 15) coincided with important
studies by G. Embden in Frankfurt and of J. K. Parnas
in Poland.  The sequence of reactions in glycolysis
soon became clear.  All of the 15 enzymes catalyzing
the individual steps in the sequence have been isolated
and crystallized and are being studied in detail.115

Formation of pyruvate.  The conversion of glu-
cose to pyruvate requires ten enzymes (Fig. 17-7), and
the sequence can be divided into four stages:  prepara-
tion for chain cleavage (reactions 1–3), cleavage and
equilibration of triose phosphates (reactions 4 and 5),
oxidative generation of ATP (reactions 6 and 7), and
conversion of 3-phosphoglycerate to pyruvate (reac-
tions 8–10).

In preparation for chain cleavage, free glucose is
phosphorylated to glucose 6-phosphate by ATP under
the action of hexokinase (reaction 1).  Glucose 6-
phosphate can also arise by cleavage of a glucosyl unit
from glycogen by the consecutive action of glycogen
phosphorylase (reaction 1a) and phosphoglucomutase,
which transfers a phospho group from the oxygen at
C-1 to that at C-6 (reaction 1b) (see also Eq. 12-39 and
associated discussion of the mechanism of this enzyme).
Why do cells attach phospho groups to sugars to initiate
metabolism of the sugars?  Four reasons can be given:

(a) The phospho group constitutes an electrically
charged handle for binding the sugar phosphate
to enzymes.

(b) There is a kinetic advantage in initiating a reac-
tion sequence with a highly irreversible reaction
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961E.  Catabolism of Sugars

Figure 17-7  Outline of the glycolysis pathway by which hexoses are broken down to pyruvate.  The ten enzymes needed to
convert D-glucose to pyruvate are numbered.  The pathway from glycogen using glycogen phosphorylase is also included, as is
the reduction of pyruvate to lactate (step 11).  Steps 6a–7, which are involved in ATP synthesis via thioester and acyl phosphate
intermediates, are emphasized.  See also Figures 10-2 and 10-3, which contain some additional information.

O

O
CH2OP

OH

HO

OH

P

CH2OP

C

C

C

O

H

HO

HO

C

CH2OP

OH

α

H

H

C

C

CH2OP

H OH

H O

C

C

CH2OP

H OH

OHH

S
E

C

C

CH2OP

H OH

O

S
E

Fructose 6-P

ATP

ADP

3

Fructose 1,6-P2

4

Dihydroxyacetone-P

Glyceraldehyde 3-P

5

E-SH

Thioester intermediate

NAD+

NADH + H+

Reoxidation to NAD+

in mitochondria

8

HO
O

HO

CH2

OH
OH

OH

1

α-d-Glucose
C6H12O6

Glucose 6-P
1b

2

Glucose 1-P Pi

Glycogen

1a

Equations below are balanced for one triose phosphate or 1/2 glucose

C

C

CH2OP

H OH

O O P

Pi

E-SH

Acyl phosphate intermediate

l-Lactic acid C3H6O3

ADP ATP

7
C

CH2OP

COO–
HO

H

3-Phosphoglycerate

C

CH2OH

H

COO–

OP

COO–

C

CH2

OP

COO–

C

CH3

O
9

Pi ATPADP

(Resynthesis of ATP
compensates for that
used in steps 1 and 3)

Pyruvate
C3H3O3

–
10

11

CO2

Acetyl-CoA to
citric acid cycle

6a

6b

6c

C

CH3

COOH
H

HO

ATP ADP
1

UTP

 Ch 17IND page - E - 2/14/03, 11:16 AM961



962 Chapter 17.  The Organization of Metabolism

such as the phosphorylation of glucose.
(c) Phosphate esters are unable to diffuse out of cells

easily and be lost.
(d) There is at least a possibility that the phospho

groups may function in catalysis.
Reaction 2 of Fig. 17-7 is a simple isomerization

that moves the carbonyl group to C-2 so that β cleav-
age to two three-carbon fragments can occur.  Before
cleavage a second phosphorylation (reaction 3) takes
place to form fructose 1,6-bisphosphate.  This ensures
that when fructose bisphosphate is cleaved by aldolase
each of the two halves will have a phosphate handle.
This second priming reaction (reaction 3) is the first
step in the series that is unique to glycolysis.  The
catalyst for the reaction, phosphofructokinase, is
carefully controlled, as discussed in Chapter 11 (see
Fig. 11-2).

Fructose bisphosphate is cleaved by action of an
aldolase (reaction 4) to give glyceraldehyde 3-phosphate
and dihydroxyacetone phosphate.  These two triose
phosphates are then equilibrated by triose phosphate
isomerase (reaction 5; see also Chapter 13).  As a result,
both halves of the hexose can be metabolized further
via glyceraldehyde 3-P to pyruvate.  The oxidation of
glyceraldehyde 3-P to the corresponding carboxylic
acid, 3-phosphoglyceric acid (Fig. 17-7, reactions 6 and
7), is coupled to synthesis of a molecule of ATP from
ADP and Pi.  This means that two molecules of ATP
are formed per hexose cleaved, and that two molecules
of NAD+ are converted to NADH in the process.

The conversion of 3-phosphoglycerate to pyru-
vate begins with transfer of a phospho group from the
C-3 to the C-2 oxygen (reaction 8) and is followed by
dehydration through an α, β elimination catalyzed by
enolase (reaction 9).  The product, phosphoenolpyru-
vate (PEP), has a high group transfer potential.  Its
phospho group can be transferred easily to ADP via
the action of the enzyme pyruvate kinase, to leave
the enol of pyruvic acid which is spontaneously con-
verted to the much more stable pyruvate ion (see Eq.
7-59).  Because two molecules of PEP are formed from
each glucose molecule, the process provides for the
recovery of the two molecules of ATP that were expended
in the initial formation of fructose 1,6-bisphosphate
from glucose.  Several isoenzyme forms exist in mam-
mals.  Most of these are allosterically activated by
fructose 1,6-bisphosphate.115a,b  However, the enzyme
from trypanosomes is activated by fructose 2,6-P2.115c

The further metabolism of pyruvate.  In the
aerobic metabolism that is characteristic of most tissues
of our bodies, pyruvate is oxidatively decarboxylated
to acetyl-CoA, which can then be completely oxidized
in the citric acid cycle (Fig. 17-4).  The NADH produced
in reaction 6 of Fig. 17-7, as well as in the oxidative
decarboxylation of pyruvate and in subsequent reac-
tions of the citric acid cycle, is reoxidized in the electron

transport chain of the mitochondria as described in
detail in Chapter 18 (see Fig. 18-5).  An important
alternative fate of pyruvate is to enter into fermentation
reactions.  For example, the enzyme lactate dehydro-
genase (Fig. 17-7, reaction 11) catalyzes reduction by
NADH of pyruvate to L-lactate, or, for some bacteria,
to D-lactate.  This reaction can be coupled to the NADH-
producing reaction 6 to give a balanced process by which
glucose is fermented to lactic acid in the absence of
oxygen (see also Eq. 10-3).  In a similar process, yeast
cells decarboxylate pyruvate (α cleavage) to acetalde-
hyde which is reduced to ethanol using the NADH
produced in reaction 6.  These fermentation reactions
are summarized in Fig. 10-3 and, along with many others,
are discussed further in Section F of this chapter.

2. Generation of ATP by Substrate Oxidation

The formation of ATP from ADP and Pi is a vital
process for all cells.  It is usually referred to as “phos-
phorylation” and includes oxidative phosphoryla-
tion associated with the passage of electrons through
an electron transport chain — usually in mitochondria;
photosynthetic phosphorylation, a similar process
occurring in chloroplasts under the influence of light;
and substrate-level phosphorylation.  Only the last
is fully understood chemically.  The dehydrogenation
of glyceraldehyde 3-P and the accompanying ATP
formation (reactions 6 and 7, Fig. 17-7; Fig. 15-6) is the
best known example of substrate-level phosphoryla-
tion and is tremendously important for yeasts and
other microorganisms that live anaerobically.  They
depend upon this one reaction for their entire supply
of energy.  The conversion of glucose either to lactate
or to ethanol and CO2 is accompanied by a net synthesis
of only two molecules of ATP and it is most logical
to view these as arising from oxidation of glyceralde-
hyde 3-P.  The formation of ATP from PEP and ADP
in reaction 10 of Fig. 17-7 can be regarded as the recap-
turing of ATP “spent” in the priming reactions of steps
1 and 3.  With a gain of only two molecules of ATP for
each molecule of hexose fermented, it is not surprising
that yeast must ferment enormous amounts of sugar to
meet its energy needs.

Each glucose unit of glycogen stored in our bodies
can be converted to pyruvate with an apparent net gain
of three molecules of ATP.  However, two molecules of
ATP were needed for the initial synthesis of each hexose
unit of glycogen (Fig. 12-2).  Therefore, the overall net
yield for fermentation of stored polysaccharide is still
only two ATP per hexose.  The fermentation of glycogen
accounts for the very rapid generation of lactic acid
during intense muscular activity.  However, in most
circumstances within aerobic tissues reoxidation of
NADH occurs via the electron transport chain of mito-
chondria with a much higher yield of ATP.  Substrate-
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level phosphorylation can also follow oxidative decar-
boxylation of an α-oxoacid.  For example, in the citric
acid cycle GTP is formed following oxidative decar-
boxylation of 2-oxoglutarate (Fig. 17-4, steps e and f ).

3. The Pentose Phosphate Pathways

A second way of cleaving glucose 6-phosphate
utilizes sequences involving the five-carbon pentose
sugars.  They are referred to as pentose phosphate
pathways, the phosphogluconate pathway, or the
hexose monophosphate shunt.  Historically, the evidence
for such routes dates from the experiments of Warburg
on the oxidation of glucose 6-P to 6-phosphogluconate
(Chapter 15).  For many years the oxidation remained
an enzymatic reaction without a defined pathway.
However, it was assumed to be part of an alternative
method of degradation of glucose.  Supporting evidence
was found in the observation that tissues continue to
respire in the presence of a high concentration of
fluoride ion, a known inhibitor of the enolase reaction
and capable of almost completely blocking glycolysis.
Some tissues, e.g., liver, are especially active in respira-
tion through this alternative pathway, whose details
were elucidated by Horecker and associates.116,117  We
now know that the pentose phosphate pathways are
multiple as well as multipurpose.  They function in
catabolism and also, when operating in the reverse
direction, as a reductive pentose phosphate pathway
that lies at the heart of the sugar-forming reactions of
photosynthesis.

The oxidative pentose pathway provides a means
for cutting the chain of a sugar molecule one carbon at a
time, with the carbon removed appearing as CO2.  The
enzymes required can be grouped into three distinct
systems, all of which are found in the cytosol of animal
cells:  (i) a dehydrogenation–decarboxylation system,
(ii) an isomerizing system, and (iii) a sugar rearrange-
ment system.  The dehydrogenation–decarboxylation
system cleaves glucose 6-P to CO2 and the pentose
phosphate, ribulose 5-P (Eq. 17-12).  Three enzymes are
required, the first being glucose 6-P dehydrogenase117a

(Eq. 17-12, step a; see also Eq. 15-10).  The immediate
product, a lactone, undergoes spontaneous hydrolysis.
However, the action of gluconolactonase (Eq. 17-12,
step b) causes a more rapid ring opening.  A second
dehydrogenation is catalyzed by 6-phosphogluconate
dehydrogenase (Eq. 17-12, step c),117b and this reaction
is immediately followed by a β decarboxylation cata-
lyzed by the same enzyme (as in Eq. 13-45).  The value
of ∆G° for oxidation of glucose 6-P to ribulose 5-P by
NADP+ according to Eq. 17-12 is – 30.8 kJ mol – 1, a
negative enough value to drive the [NADPH]/[NADP+]
ratio to an equilibrium value of over 2000 at a CO2
tension of 0.05 atm.

The isomerizing system, consisting of two enzymes,
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964 Chapter 17.  The Organization of Metabolism

atoms are chopped off one at a time (Fig. 17-8A) leaving
a three-carbon triose phosphate as the product.  Since
the dehydrogenation system works only on glucose
6-P, a part of the sugar rearrangement system must
be utilized between each of the three oxidation steps.
Notice that a C5 unit  (ribose 5-P) is used in the first
reaction with transketolase but is regenerated at the
end of the sequence.  This C5 unit is the regenerating
substrate for the cycle.  As indicated by the dashed
arrows, it is formed readily in any quantity needed
by oxidation of glucose 6-P.  Before the C5 unit that
is formed in each oxidation step can be processed by
the sugar rearrangement reactions, it must be isomer-
ized117c,118,118a,b from ribulose 5-P to xylulose 5-P; before
the C5 unit, produced at the end of the sequence in Fig.
17-8, can be reutilized as a regenerating substrate, it
must be isomerized to ribose 5-P.  Thus, the cycle is
quite complex.  The same C5 substrates appear at
several points in Fig. 17-8A and substrates from differ-
ent parts of the cycle become scrambled and the path-
way does not degrade all the hexose molecules in a
uniform manner.  For this reason, Zubay described the
pentose phosphate pathways as a “swamp.”119

The oxidative pentose phosphate cycle is often
presented as a means for complete oxidation of hexoses
to CO2.  For this to happen the C3 unit indicated as the
product in Fig. 17-8A must be converted (through the
action of aldolase, a phosphatase, and hexose phosphate
isomerase) back to one-half of a molecule of glucose-6-P
which can enter the cycle at the beginning.  On the
other hand, alternative ways of degrading the C3 pro-
duct glyceraldehyde-P are available.  For example, using
glycolytic enzymes, it can be oxidized to pyruvate and
to CO2 via the citric acid cycle.

As a general rule, NAD+ is associated with catabolic
reactions and it is somewhat unusual to find NADP+

acting as an oxidant.  However, in mammals the en-
zymes of the pentose phosphate pathway are specific
for NADP+.  The reason is thought to lie in the need
of NADPH for biosynthesis (Section I).  On this basis,
the occurrence of the pentose phosphate pathway in
tissues having an unusually active biosynthetic func-
tion (liver and mammary gland) is understandable.
In these tissues the cycle may operate as indicated in
Fig. 17-8A with the C3 product also being used in
biosynthesis.  Furthermore, any of the products from
C4 to C7 may be withdrawn in any desired amounts
without disrupting the smooth operation of the cycle.
For example, the C4 intermediate erythrose 4-P is
required in synthesis of aromatic amino acids by bac-
teria and plants (but not in animals). Ribose 5-P is
needed for formation of several amino acids and of
nucleic acids by all organisms.  In some circumstances
the formation of ribose 5-P may be the only essential
function for the pentose phosphate pathway.120

Several studies of the metabolism of isotopically
labeled glucose121–122a have been in accord with

interconverts three pentose phosphates (Eq. 17-13).
As a consequence the three compounds exist as an
equilibrium mixture.  Both xylulose 5-P and ribose 5-P
are needed for further reactions in the pathways.

The ingenious sugar rearrangement system uses
two enzymes, transketolase and transaldolase.
Both catalyze chain cleavage and transfer reactions
(Eqs. 17-14 and 17-15) that involve the same group of
substrates.  These enzymes use the two basic types of
C–C bond cleavage, adjacent to a carbonyl group (α)
and one carbon removed from a carbonyl group (β).
Both types are needed in the pentose phosphate path-
ways just as they are in the citric acid cycle.  The en-
zymes of the pentose phosphate pathway are found
in the cytoplasm of both animal and plant cells.117c

Mammalian cells appear to have an additional set that
is active in the endoplasmic reticulum and plants have
another set in the chloroplasts.117c

An oxidative pentose phosphate cycle.  Putting
the three enzyme systems together, we can form a
cycle that oxidizes hexose phosphates.  Three carbon

(17-14)
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Figure 17-8  The pentose phosphate pathways.  (A) Oxi-
dation of a hexose (C6) to three molecules of CO2 and a
three-carbon fragment with the option of removing C3, C4,
C5, and C7 units for biosynthesis (dashed arrows).  (B) Non-
oxidative pentose pathways: 2 1/2 C6 → 3 C5 or 2 C6 → 3 C4 or
3 1/2 C6 → 3 C7.
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operation of the pentose phosphate pathway as is
depicted in Fig. 17-8.  However, Williams and associates
proposed a modification in the sugar rearrangement
sequence in liver123–126 to include the formation of
arabinose 5-P (from ribose 5-P), an octulose bisphos-
phate, and an octulose 8-monophosphate.  Many
investigators argue that these additional reactions are
of minor significance.121,122,127  The measured concen-
trations of pentose phosphate pathway intermediates
in rat livers are close to those predicated for a near-
equilibrium state from equilibrium constants measured
for the individual steps of Fig. 17-8.128  Most of the
concentrations are in the 4- to 10-µM range but the
level of erythrose 4-P, which is predicted to be ~ 0.2 µM,
is too low to measure.

In contrast to animals, the resurrection plant
Craterostigma plantaginenm accumulates large amounts
of a 2-oxo-octulose.  This plant is one of a small group
of angiosperms that can withstand severe dehydration
and are able to rehydrate and resume normal metabo-
lism within a few hours.  During desiccation much of
the octulose is converted into sucrose.  The plant has
extra transketolase genes which may be essential for
this rapid interconversion of sugars.129

Nonoxidative pentose phosphate pathways.
The sugar rearrangement system together with the
glycolytic enzymes that convert glucose 6-P to glycer-
aldehyde 3-P can function to transform hexose phos-
phates into pentose phosphates (Fig. 17-8B; Eq. 17-16)
which may be utilized for nucleic acid synthesis in
erythrocytes and other cells.130,131

21/2   C6 → 3 C5

The reader can easily show that the same enzymes
will catalyze the net conversion of hexose phosphate
to erythrose 4-phosphate or to sedoheptulose 7-phos-
phate (Eq. 17-17):

2 C6 → 3 C4;   31/2 C6 → 3 C7

An investigation of metabolism of the red lipid-
forming yeast Rhodotorula gracilis (which lacks phos-
phofructokinase and is thus unable to break down
sugars through the glycolytic pathway) indicated that
20% of the glucose is oxidized through the pentose
phosphate pathways while 80% is altered by the nonoxi-
dative pentose phosphate pathway.100  However, it is
not clear how the C3 unit used in the nonoxidative
pathway (Fig. 17-8B) is formed if glycolysis is blocked.
A number of fermentations are also based on the
pentose phosphate pathways (Section F,5).

4. The Entner–Doudoroff Pathway

An additional way of cleaving a six-carbon sugar
chain provides the basis for the Entner–Doudoroff
pathway which is used by Zymomonas lindneri and
many other species of bacteria.  Glucose 6-P is oxidized
first to 6-phosphogluconate, which is converted by
dehydration to a 2-oxo-3-deoxy derivative (Eq. 17-18,

E.  Catabolism of Sugars
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966 Chapter 17.  The Organization of Metabolism

step a).  The resulting 2-oxo-3-deoxy sugar is cleaved
by an aldolase (Eq. 17-18, step b) to pyruvate and
glyceraldehyde 3-P, which are then metabolized in
standard ways.

F. Fermentation:  “Life without Oxygen”

Pasteur recognized in 1860 that fermentation was
not a spontaneous process but a result of life in the
near absence of air.132  He realized that yeasts decompose
much more sugar under anaerobic conditions than
they do aerobically, and that the anaerobic fermentation
was essential to the life of these organisms.  In addition
to the alcoholic fermentation of yeast, there are many
other fermentations which have been attractive subjects
for biochemical study.  If life evolved at a time when
no oxygen was available, the most primitive organisms
must have used fermentations.  They may be the oldest
as well as the simplest ways in which cells obtain
energy.  The enzymes of the glycolysis pathway are
found in the small genomes of Mycoplasma, Haemophila,
and Methanococcus.133,134

Fermentation is also a vital process in the human
body.  Our muscles usually receive enough oxygen to
oxidize pyruvate and to obtain ATP through aerobic
metabolism, but there are circumstances in which the
oxygen supply is inadequate.  During extreme exertion,
after most oxygen is consumed, muscle cells produce
lactate by fermentation.  White muscle of fish and fowl
has little aerobic metabolism and normally yields L-lactic
acid as a principal end product.  Likewise, a variety
of tissues within the human body, including the
transparent lens and cornea of our eyes, are poorly
supplied with blood and depend upon fermentation
of glucose to lactic acid.  Red blood cells and skin and
sometimes adipose tissue are also major producers of
lactic acid.135  Of the ~ 115 g of lactic acid present in a
70-kg human body, about 29% comes from erythro-
cytes, 29% from skin, 17% from the brain, and 16%
from skeletal muscle.136  Because lactic acid lowers the
pH of cells it must be removed efficiently.

Some of the lactic acid formed in muscle and
most of the lactate formed in less aerobic tissues (e.g.,
adipose tissue)136a enters the bloodstream, which
normally contains 1–2 mM lactate,136 and is carried to
the liver where it is reoxidized to pyruvate.  Part of the
pyruvate is then oxidized via the citric acid cycle while
a larger part is reconverted to glucose (Section J,5).
This glucose may be released into the bloodstream and
returned to the muscles.  The overall process is known
as the Cori cycle.  Lactic acid accumulates in muscle
after vigorous exercise.  It is exported to the liver slowly,
but if mild exercise continues the lactate may be
largely oxidized within muscle via the tricarboxylic
acid cycle.  Recent NMR studies have shown that lactic
acid is formed rapidly during muscular contraction,

even when exercise is mild.136b  During the initial 15
ms of contraction the ATP utilized is regenerated from
creatine phosphate (Eq. 6-67).  During the remainder of
the contraction (up to ~100 ms) glycogen is converted
to lactic acid to provide ATP and to replenish the
creatine phosphate.  In the resting period following
contraction most of the lactate is either dehydrogenated
to pyruvate and oxidized in mitochondria or exported
to other tissues.  The glycogen stores in muscle are
renewed by synthesis from blood glucose.  Lactic acid
is a convenient energy carrier and a precursor for
gluconeogenesis which can be transferred between
tissues easily.136c  Cancer cells often take advantage of
this opportunity to grow rapidly using fermentation
of glucose to lactic acid as a source of energy.136d

Alcoholic fermentation allows roots of some plants
to survive short periods of flooding.  Ethanol does not
acidify the tissues as does lactic acid, avoiding possible
damage from low pH.137,138  Goldfish can also use the
ethanolic fermentation for short times, excreting the
ethanol.139

1. Fermentations Based on the Embden–
Meyerhof Pathway

Homolactic and alcoholic fermentations.  The
reactions by which glucose can be converted to lactate
and, by yeast cells, to ethanol and CO2 (Figs. 10-3 and
17-7) illustrate several features common to all fermenta-
tions.  The NADH produced in the oxidation step is
reoxidized in a reaction by which substrate is reduced
to the final end product.  The NAD alternates between
oxidized and reduced forms.  This coupling of oxida-
tion steps with reduction steps in exact equivalence is
characteristic of all true (anaerobic) fermentations.  The
formation of ATP from ADP and Pi by substrate-level
phosphorylation is also common to all fermentations.
The stoichiometry is often nearly exact and simple.  For
example, according to the reaction of Eq. 17-19, which is
outlined step-by-step in Fig. 17-7, a net total of two moles
of ATP is formed per mole of glucose fermented.

Energy relationships.  If we disregard the syn-
thesis of ATP, the equations for the lactic acid and
ethanol fermentations are given by Eqs. 17-19 and 17-20.

Glucose → 2 lactate – + 2 H +

∆G’ (pH 7) = – 196 kJ mol – 1 (–  46.8 kcal mol – 1)

Glucose → 2 CO2 + 2 ethanol
∆G° = –  235 kJ mol – 1

The Gibbs energy changes are negative and of sufficient
magnitude that the reactions will unquestionably go to
completion.  However, the synthesis of two molecules
of ATP from inorganic phosphate and ADP, a reaction

(17-19)

(17-20)
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(Eq. 17-21) for which ∆G’ is substantially positive, is
coupled to the fermentation.

ADP3– + HPO4
2– + H + → ATP4– + H2O

∆G’ (pH 7) = + 34.5 kJ mol – 1 (Table 6-5)

To obtain the net Gibbs energy change for the complete
reaction we must add 2 x 34.5 = + 69.0 kJ to the values
of ∆G’ for Eqs. 17-19 and 17-20.  When this is done we
see that the net Gibbs energy changes are still highly
negative, that the reactions will proceed to completion,
and that these fermentations can serve as an usable
energy source for organisms.

Biochemists sometimes divide ∆G for the ATP
synthesis in a coupled reaction sequence (in this case
+69 kJ) by the overall Gibbs energy decrease for the
coupled process (196 or 235 kJ mol – 1) to obtain an
“efficiency.”  In the present case the efficiency would
be 35% and 29% for coupling of Eq. 17-21 (for 2 mol of
ATP) to Eqs. 17-19 and 17-20, respectively.  According
to this calculation, nature is approximately one-third
efficient in the utilization of available metabolic Gibbs
energy for ATP synthesis.  However, it is important to
realize that this calculation of efficiency has no exact
thermodynamic meaning.  Furthermore, the utilization
of ATP formed by a cell for various purposes is far
from 100% efficient.

Why are the Gibbs energy decreases for Eqs. 17-19
and 17-20 so large?  No overall oxidation takes place;
there is only a rearrangement of the existing bonds
between atoms of the substrate.  Why does this rear-
rangement of bonds lead to a substantial negative ∆G?
An answer is suggested by an examination of the
numbers of each type of bond in the substrate and in
the products.  During the conversion from glucose
to two molecules of lactate one C–C bond, one C–O
bond, and one O–H bond are lost and one C–H bond
and one C=O are gained.  If we add up the bond
energies for these bonds (Table 6-6) we find that the
difference (∆H) between substrate and products
amounts to only about 20 kJ/mol.  However, lactic
acid contains a carboxyl group, and carboxyl groups
have  a special stability as a result of resonance.  The
extra resonance energy of a carboxyl group (Table 6-6)
is ~ 117 kJ (28 kcal) per mole or 234 kJ/mol for two
carboxyl groups.  This is approximately the same as
the Gibbs energy change (Eq. 17-19) for fermentation
of glucose to lactate.  Thus, the energy available results
largely from the rearrangement of bonds by which the
carboxyl groups of lactate are formed.  Likewise, the
resonance stabilization of CO2 is given by Pauling as
151 kJ/mol, again of just the right magnitude to explain
∆G in alcoholic fermentations (Eq. 17-20).

On this basis we can state as a general rule that
fermentations can occur when substrates consisting of
largely singly bonded atoms and groups, such as the
carbonyl groups that are not highly stabilized by

resonance, are converted to products containing car-
boxyl groups or to CO2.  If we assume an efficiency of
~ 30%, the energy available will be about sufficient for
synthesis of one ATP molecule for each carboxyl group
or CO2 created.  Bear in mind that generation of ATP
also depends upon availability of a mechanism.  It is of
interest that most synthesis of ATP is linked directly to
the chemical processes by which carboxyl groups or
CO2 molecules are created in a fermentation process.
The most important single reaction is the oxidation
of the aldehyde group of glyceraldehyde 3-P to the
carboxyl group of 3-phosphoglycerate (steps 6a– 6c
and 7 in Fig. 17-7; see also Fig. 15-6).

Compare the fermentation of glucose with the
complete oxidation of the sugar to carbon dioxide and
water (Eq. 17-22), a process which yeast cells (as well
as our own cells) carry out in the presence of air.  The
overall Gibbs energy change is over 10 times greater
than that for fermentation, a fact that permits the cell

Glucose + 6 O2 → 6 CO2 + 6 H2O
∆G’ = – 2872 kJ (– 686.5 kcal) mol – 1

to form an enormously greater quantity of ATP.  The
net gain in ATP synthesis, accompanying Eq. 17-22, is
usually about 38 mol of ATP  19 times more than is
available from fermentation of glucose.  Thus, the
explanation of Pasteur’s observation that yeast decom-
poses much less sugar in the presence of air than in its
absence is clear.  Also, we can understand why a cell,
living anaerobically, must metabolize a very large amount
of substrate to grow.  (Recall from Chapter 6 that ~ 1 mol
of ATP energy is needed to produce 10 g of cells.)

Variations of the alcoholic and homolactic
fermentations.  The course of a fermentation is often
affected drastically by changes in conditions.  Many
variations can be visualized by reference to Fig. 17-9,
which shows a number of available metabolic sequences.
We have already discussed the conversion of glucose to
triose phosphate and via reaction pathway a to pyruvate,
via reaction c to lactate, and via reaction d to ethanol.

If bisulfite is added to a fermenting culture of
yeast, the acetaldehyde formed through reaction d is
trapped as the bisulfite adduct blocking the reduction
of acetaldehyde to ethanol, an essential part of the
fermentation.  Yeast cells accommodate this change by
using the accumulating NADH to reduce half of the
triose-P to glycerol through pathway b.  Two enzymes
are needed, a dehydrogenase and a phosphatase, to
hydrolytically cleave off the phosphate.  The balanced
reaction is given by Eq. 17-23:

Glucose → glycerol + acetaldehyde (trapped) + CO2
∆G’ (pH 7) = – 105 kJ mol –1

In this reaction only one molecule of CO2 is produced

(17-22)

F.  Fermentation: “Life without Oxygen”

(17-23)

(17-21)
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but the overall Gibbs energy change is still adequate
to make the reaction highly spontaneous.  However
(referring to Fig. 17-9), we see that the net synthesis
of ATP is now apparently zero.  The fermentation
apparently does not permit cell growth.  Nevertheless,
it has been used industrially for production of glycerol.

Reduction of dihydroxyacetone phosphate to
glycerol phosphate also occurs in insect flight muscle
and apparently operates as an alternative to lactic acid
formation in that tissue.  There is no net gain of ATP in
the conversion of free glucose to glycerol phosphate
and pyruvate, but using stored glycogen in muscle as
the starting material, the dismutation of triose-P to
glycerol-P and pyruvate provides one ATP per glucose
unit rapidly during the vigorous contraction of the
powerful insect flight muscle.  During the slower recov-
ery phase, glycerol-P is thought to be reoxidized after
entering the mitochondria of these highly aerobic cells.
Thus, the transport of glycerol-P into mitochondria
serves as a means for transporting reducing equivalents
derived from reoxidation of NADH into the mitochon-
dria.  Indeed, the significance of glycerol-P to muscle
metabolism may be more related to this function than
to the rapid formation of ATP (see Chapter 18).

Why does the glycolysis sequence begin with
phosphorylation of glucose by ATP?  The phospho
groups probably provide convenient handles and
doubtless assist in substrate recognition.  There may
be a kinetic advantage but also a danger.  Unless there
is adequate regulation the “turbo design,” in which
ATP is used at the outset to drive glycolysis, may lead
to accumulation of phosphorylated intermediates and
to inadequate concentrations of ATP and inorganic
phosphate.139a,b  Yeast cells guard against this problem
by synthesizing trehalose 6-phosphate, which acts as
a feedback inhibitor of hexokinase.139a Trypanosomes
utilize a different type of control.  The enzymes that
convert glucose into 3-phosphoglycerate are present
in membrane-bounded organelles called glycosomes.
Phosphoglycerate is exported from them into the
cytosol where glycolysis is completed.139b Since inor-
ganic phosphate is essential for ATP formation, if the
Pi concentration falls too low the rate of fermentation
by yeast juice is greatly decreased, an observation
made by Harden and Young139c in 1906.

2. The Mixed Acid Fermentation

Enterobacteria, including E. coli, convert glucose to
ethanol and acetic acid and either formic acid or CO2
and H2 derived from it.  The stoichiometry is variable
but the fermentation can be described in an idealized
form as follows:

Glucose + H2O → ethanol + acetate –

+ H+ + 2 H2 + 2 CO2

∆G’ (pH 7) = – 225 kJ mol –1

The details of the process and the oxidation–reduc-
tion balance can be pictured as in Eq. 17-25.  Pyruvate
is cleaved by the pyruvate formate–lyase reaction
(Eq. 15-37) to acetyl-CoA and formic acid.  Half of
the acetyl-CoA is cleaved to acetate via acetyl-P with
generation of ATP, while the other half is reduced in
two steps to ethanol using the two molecules of NADH
produced in the initial oxidation of triose phosphate
(Eq. 17-25).  The overall energy yield is three molecules
of ATP per glucose.  The “efficiency” is thus (3 x 34.5)
÷ 225 = 46%.  Some of the glucose is converted to
D-lactic and to succinic acids (pathway f, Fig. 17-9);
hence the name mixed acid fermentation.  Table 17-1
gives typical yields of the mixed acid fermentation of
E. coli.  Among the four major products are acetate,
ethanol, H2, and CO2, as shown in Eq. 17-25.  How-
ever, at high pH formate accumulated instead of CO2.

TABLE 17-1
Products of the Mixed Acid Fermentation by
E. coli at Low and High Values of pHa

Acetate 36 39

Ethanol 50 51

H2 70 0.3

CO2 88 1.7

Formate 2.4 86

Lactate 79 70

Succinate 11 15

Glycerol 1.4 0.3

Acetoin 0.1 0.2

Butanediol 0.3 0.2

a From Tempest, D. W. and Neijssel, O. M.140  Based on data of
Blackwood.141

Product pH 6.2 pH 7.8
(Millimole formed from
100 mmol of glucose)
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Figure 17-9  Reaction sequences in fermentation based on the Embden–Meyerhof–Parnas pathway.  Oxidation steps
(producing NADH + H+) are marked “O”; reduction steps (using NADH + H+) are marked “R.”
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Over one-third of the glucose was fermented to lactate
in both cases.

In some mixed acid fermentations (e.g., that of
Shigella) formic acid accumulates, but in other cases
(e.g., with E. coli at pH 6) it is converted to CO2 and
H2 (Eq. 17-25).  The equilibration of formic acid
with CO2 and hydrogen is catalyzed by the formic
hydrogen–lyase system which consists of two iron–
sulfur enzymes.  The selenium-containing formate
dehydrogenase (Eq. 16-63) catalyzes oxidation of

formate to CO2 by NAD+, while a membrane-bound
hydrogenase (Eq. 16-48) equilibrates NADH + H+

with NAD+ + H2.  Hydrogenase also serves to release
H2 from excess NADH.  Krebs pointed out that an
excess of NADH may arise because growth of cells
requires biosynthesis of many components such as
amino acids.  When glucose is the sole source of
carbon, biosynthetic reactions involve an excess of
oxidation steps over reduction steps.142  The excess
of reducing equivalents may be released as H2 or

F.  Fermentation: “Life without Oxygen”
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may be used to form highly reduced products such as
succinate.

Among such genera as Aerobacter and Serratia part
of the pyruvate formed is condensed with decarboxyl-
ation to form S acetolactate,143 which is decarboxyl-
ated to acetoin (Eq. 17-26; pathway g of Fig. 17-9).
The acetoin is reduced with NADH to 2,3-butanediol,
while a third molecule of pyruvate is converted to
ethanol, hydrogen, and CO2 (Eq. 17-26).  The reaction
provides the basis for industrial production of butane-
diol, which can be dehydrated nonenzymatically to
butadiene.

Mixed acid fermentations are not limited to bacteria.
For example, trichomonads, parasitic flagellated pro-
tozoa, have no mitochondria.  They export pyruvate
into the bloodstreams of their hosts and also contain
particles called hydrogenosomes which can convert
pyruvate to acetate, succinate, CO2, and H2.144 Hydro-
genosomes are bounded by double membranes and
have a common evolutionary relationship with both
mitochondria and bacteria.  The enzyme that catalyzes
pyruvate cleavage in hydrogenosomes apparently
does not contain lipoate and may be related to the
pyruvate–ferredoxin oxidoreductase of clostridia
(Eq. 15-35).  The hydrogenosomes also contain an
active hydrogenase.

Many invertebrate animals are true facultative
anaerobes, able to survive for long periods, sometimes
indefinitely, without oxygen.145– 147  Among these are
Ascaris (Fig. 1-14), oysters, and other molluscs.  Succi-
nate and alanine are among the main end products
of anaerobic metabolism.  The former may arise by a
mixed acid fermentation that also produces pyruvate.

The pyruvate is converted to acetate to balance the
fermentation in Ascaris lumbricoides, which is in effect
an obligate anaerobe.  However, in molluscs the pyru-
vate may undergo transamination with glutamate to
form alanine and 2-oxoglutarate; the oxoglutarate may
be oxidatively decarboxylated to succinate.  The reactions
depend upon the availability of a store of glutamate or
of other amino acids, such as arginine, that can give
rise to glutamate.

3. The Propionic Acid Fermentation

Propionic (propanoic) acid-producing bacteria are
numerous in the digestive tract of ruminants.  Within
the rumen some bacteria digest cellulose to form
glucose, which is then converted to lactate and other
products.  The propionic acid bacteria can convert
either glucose or lactate into propionic and acetic acids
which are absorbed into the bloodstream of the host.
Usually some succinic acid is also formed.

The basis of the propionic acid fermentation is
conversion of pyruvate to oxaloacetate by carboxyla-
tion and the further conversion through succinate and
succinyl-CoA to methylmalonyl-CoA and propionyl-
CoA, reactions which are almost the exact reverse of
those for the oxidation of propionate in the animal
body (Fig. 17-3, pathway d).  However, whereas the
carboxylation of pyruvate to oxaloacetate in the
animal body requires ATP, the propionic acid bacteria
save one equivalent of ATP by using a carboxyltrans-
ferase (p. 725).  This enzyme donates a carboxyl group
from a preformed carboxybiotin compound generated
in the decarboxylation of methylmalonyl-CoA in the
next to final step of the reaction sequence (Fig. 17-10).
A second molecule of ATP is saved by linking directly
the conversion of succinate to succinyl-CoA to the
cleavage of propionyl-CoA to propionate through the
use of a CoA transferase (Eq. 12-50).  To provide for
oxidation–reduction balance, two-thirds of the glucose
goes to propionate and one-third to acetate (Eq. 17-27):

11/2 Glucose →
2 propionate – + acetate – + 3 H + + CO2 + H2O

∆G’ (pH 7) = –  465 kJ per 11/2 mol of glucose

More carboxyl groups and CO2 molecules are formed
in this fermentation (22/3 per glucose molecule) than
in the regular lactic acid fermentation.  The yield of
ATP (also 2 2/3 mol/mol of glucose fermented) is corre-
spondingly greater and ∆G’ is more negative.

Using the same mechanism (Fig. 17-10), propionic
acid bacteria are also able to ferment lactate, the pro-
duct of fermentation by other bacteria, to propionate
and acetate (Eq. 17-28).  The net gain is one molecule
of ATP.  This reaction probably accounts for the niche
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(17-28)

Figure 17-10  Propionic acid fermentation of Propionobacte-
ria and Veillonella.  Oxidation steps are designated by the
symbol “O” and reduction steps by “R.”  The two coupled
reactions marked by asterisks are catalyzed by carboxyl-
transferase.

F.  Fermentation: “Life without Oxygen”
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3 Lactate – → 2 propionate – + acetate – + H2O + CO2
∆G’ (pH 7) = – 171 kJ per 3 mol of lactate

in the ecology of the animal rumen that is occupied by
propionic acid bacteria.

4. Butyric Acid and Butanol-Forming
Fermentations

A variety of fermentations are carried out by bac-
teria of the genus Clostridium and by the rumen organ-
isms Eubacterium (Butyribacterium) and Butyrivibrio.

For example, glucose may be converted to butyric and
acetic acids together with CO2 and H2 (Eqs. 17-29 and
17-30).

2 Glucose + 2 H2O → butyrate – + 2 acetate –

  + 4 CO2 + 6 H2 + 3 H +

∆G’ (pH 7) = –  479 kJ per 2 mol of glucose

The yield of ATP (31/2  mol/mol of glucose) is the
highest we have discussed giving an efficiency of 50%.
Another fermentation yields butanol, isopropanol,
ethanol, and acetone.

The fermentation of Eq. 17-31 is catalyzed by
Clostridium kluyveri.  The value of –∆G’ is one of the
lowest that we have considered but is still enough to
provide easily for the synthesis of one molecule of ATP.

2 CH3CH     CH–COO – + 2 H2O →
Crotonate

     butyrate – + 2 acetate – + H +

∆G’ (pH 7) = –  105 kJ mol – 1

The energy of the butyryl-CoA linkage and of one of
the acetyl-CoA linkages is conserved and utilized in
the initial formation of crotonyl-CoA (Eq. 17-32).  That
leaves one acetyl-CoA which can be converted via
acetyl-P to acetate with formation of ATP.

2 Glucose

4 NADH

2 ATP

2 H2

Two used below
4 Pyruvate

4 CO2 + 4 H2

4 Acetyl-CoA

1 Acetoacetyl-CoA

β-Hydroxybutyryl-CoA

Crotonyl-CoA

Butyryl-CoA Butyrate–

ATP
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NADH
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(17-30)
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(17-34)
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5. Fermentations Based on the Phospho-
gluconate and Pentose Phosphate Pathways

Some lactic acid bacteria of the genus Lactobacillus,
as well as Leuconostoc mesenteroides and Zymomonas
mobilis, carry out the heterolactic fermentation (Eq.
17-33) which is based on the reactions of the pentose
phosphate pathway.   These organisms lack aldolase,
the key enzyme necessary for cleavage of fructose
1,6-bisphosphate to the triose phosphates.  Glucose is
converted to ribulose 5-P using the oxidative reactions
of the pentose phosphate pathway.  The ribulose-
phosphate is cleaved by phosphoketolase (Eq. 14-23)
to acetyl-phosphate and glyceraldehyde 3-phosphate,
which are converted to ethanol and lactate, respectively.
The overall yield is only one ATP per glucose fermented.

This is generated in the substrate level oxidative phos-
phorylation catalyzed by phosphoketolase.  Metabolic
engineering of Zymomonas was accomplished by trans-
ferring from other bacteria two operons that provide
for assimilation of xylose and a complete set of enzymes
for the pentose phosphate pathway.  The engineered
bacteria are able to convert pentose phosphates nonoxi-
datively (see Fig. 17-8) into glyceraldehyde 3-phosphate,
which is converted to ethanol in high yield and with
much greater synthesis of ATP than according to Eq.
17-33.148

A variation of the heterolactic fermentation is used
by Bifidobacterium (Eq. 17-34).149  Phosphoketolase and
a phosphohexoketolase, which cleaves fructose 6-P
to erythrose 4-P and acetyl-P, are required, as are the
enzymes of the sugar rearrangement system (Section
E,3).  The net yield of ATP is 2 1⁄2 molecules per mole-
cule of glucose.

G. Biosynthesis

In this section and sections H – K the general
principles and strategy of synthesis of the many carbon
compounds found in living things will be considered.
Since green plants and autotrophic bacteria are able to
assemble all of their needed carbon compounds from
CO2, let us first examine the mechanisms by which
this is accomplished.  We will also need to ask how
some organisms are able to subsist on such simple
compounds as methane, formate, or acetate.
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1. Metabolic Loops and Biosynthetic Families

As was pointed out in Chapter 10, routes of bio-
synthesis (anabolism) often closely parallel pathways
of biodegradation (catabolism).  Thus, catabolism
begins with hydrolytic breakdown of polymeric mole-
cules; the resulting monomers are then cleaved into
small two- and three-carbon fragments.  Biosynthesis
begins with formation of monomeric units from small
pieces followed by assembly of the monomers into
polymers.  The mechanisms of the individual reactions
of biosynthesis and biodegradation are also often
closely parallel.  However, in most instances, there are
clear-cut differences.  A first principle of biosynthesis
is that biosynthetic pathways, although related to catabolic
pathways, differ from them in distinct ways and are often
catalyzed by completely different sets of enzymes.

The sum of the pathways of biosynthesis and
biodegradation form a continuous loop –  a series of
reactions that take place concurrently and often within
the same part of a cell.  Metabolic loops often begin in
the central pathways of carbohydrate metabolism with
three- or four-carbon compounds such as phospho-
glycerate, pyruvate, and oxaloacetate.  After loss of
some atoms as CO2 the remainder of the compound
rejoins the “mainstream” of metabolism by entering a
catabolic pathway leading to acetyl-CoA and oxidation
in the citric acid cycle.  Not all of the loops are closed
within a given species.  For example, human beings are
unable to synthesize the vitamins and the “essential amino
acids.”  We depend upon other organisms to make
these compounds, but we do degrade them.  Some
metabolites, such as uric acid, are excreted by humans
and are further catabolized by bacteria.  From a chemi-
cal viewpoint the whole of nature can be regarded as
an enormously complex set of branching and inter-
connecting metabolic cycles.  Thus, the synthetic path-
ways used by autotrophs are all parts of metabolic
loops terminating in oxidation back to CO2.

It is often not possible to state at what point in a
metabolic loop biosynthesis has been completed and
biodegradation begins.  An end product X that serves
one need of a cell may be a precursor to another cell
component Y which is then degraded to complete the
loop.  The reactions that convert X to Y can be regarded
as either biosynthetic (for Y) or catabolic (for X).

2. Key Intermediates and Biosynthetic
Families

In examining routes of biosynthesis it is helpful
to identify some key intermediates.  One of these is
3-phosphoglycerate.  This compound is a primary
product of photosynthesis and may reasonably be
regarded as the starting material from which all other
carbon compounds in nature are formed.  Phospho-

glycerate, in most organisms, is readily interconvertible
with both glucose and phosphoenolpyruvate (PEP).
Any of these three compounds can serve as the pre-
cursor for synthesis of other organic materials.  A first
stage in biosynthesis consists of those reactions by
which 3-phosphoglycerate or PEP arise, whether it be
from CO2, formate, acetate, lipids, or polysaccharides.

The further biosynthetic pathways from 3-phos-
phoglycerate to the myriad amino acids, nucleotides,
lipids, and miscellaneous compounds found in cells
are complex and numerous.  However, the basic features
are relatively simple.  Figure 17-11 indicates the origins
of many substances including the 20 amino acids
present in proteins, nucleotides, and lipids.  Among
the additional key biosynthetic precursors that can be
identified from this chart are glucose 6-phosphate,
pyruvate, oxaloacetate, acetyl-CoA, 2-oxoglutarate,
and succinyl-CoA.

The amino acid serine originates almost directly
from 3-phosphoglycerate.  Aspartate arises from oxalo-
acetate and glutamate from 2-oxoglutarate.  These
three amino acids each are converted to “families” of
other compounds.150  A little attention paid to establish-
ing correct family relationships will make the study of
biochemistry easier.  Besides the serine, aspartate, and
glutamate–oxoglutarate families, a fourth large family
originates directly from pyruvate and a fifth (mostly
lipids) from acetyl-CoA.  The aromatic amino acids are
formed from erythrose 4-P and PEP via the key inter-
mediate chorismic acid (Box 9-E; Fig. 25-1).  Other
families of compounds arise from glucose 6-P and from
the pentose phosphates.  These groups have been set
off roughly by the boxes outlined in green in Fig. 17-11.

H. Harnessing the Energy of ATP for
Biosynthesis

In the past it seemed reasonable to think that some
biosynthetic pathways involved exact reversal of
catabolic pathways.  For example, it was observed that
glycogen phosphorylase catalyzed elongation of gly-
cogen branches by transfer of glycosyl groups from
glucose 1-phosphate.  Likewise, the enzymes needed
for the β oxidation of fatty acid derivatives, when
isolated from mitochondria, catalyze formation of fatty
acyl-CoA derivatives from acetyl-CoA and a reducing
agent such as NADH.  However, reactant concentrations
within cells are rarely appropriate for reversal of a
catabolic sequence.  For catabolic sequences the Gibbs
energy change is usually distinctly negative and reversal
requires high concentrations of end products.  However,
the latter are often removed promptly from the cells.
For example, NADH produced in degradation of
fatty acids is oxidized to NAD+ and is therefore never
available in sufficient concentrations to reverse the β
oxidation sequence.

H.  Harnessing the Energy of ATP for Biosynthesis
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Figure 17-11  Some major biosynthetic pathways.  Some key intermediates are enclosed in boxes and the 20 common
amino acids of proteins are encircled.  Key intermediates for each family are in shaded boxes or elipses.  Green lines trace
the reactions of the glyoxylate pathway and of glucogenesis.
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Nature’s answer to the problem of reversing a catabolic
pathway lies in the coupling of cleavage of ATP to the
biosynthetic reaction.  The concept was introduced in
Chapter 10, in which one sequence for linking hydrol-
ysis of ATP to biosynthesis was discussed.  However,
living cells employ several different methods of har-
nessing the Gibbs energy of hydrolysis of ATP to drive
biosynthetic processes.  Many otherwise strange aspects
of metabolism become clear if it is recognized that they
provide a means for coupling ATP cleavage to biosyn-
thesis.  A few of the most important of these coupling
mechanisms are summarized in this section.

1. Group Activation

Consider the formation of an ester (or of an amide)
from a free carboxylic acid and an alcohol (or amine)
by elimination of a molecule of water (Eq. 17-35).
The reaction is thermodynamically unfavorable with
values of ∆G’ (pH 7) ranging from ~ + 10 to 30 kJ mol –1

depending on conditions and structures of the specific
compounds.  Long ago, organic chemists learned that
such reactions can be made to proceed by careful
removal of the water that is generated (Eq. 17-35).
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However, it is often better to “acti-
vate” the carboxylic acid by con-
version to an acyl chloride or an
anhydride:

Nucleophilic attack on the carbonyl
group of such a compound results
in displacement of a good leaving
group, Cl – or R–COO –.  Nature
has followed the same approach in
forming from carboxylic acids acyl
phosphates or acyl-CoA deriva-
tives.

The virtue of these “activated”
acyl compounds in biosynthetic
reactions was considered in
Chapter 12 and Table 15-1.  Just
as a carboxylic acid can be converted
to an active acyl derivative, so other
groups can be activated.  ATP and
other compounds with phospho
groups of high group transfer poten-
tial are active phospho compounds.
Sulfate is converted to a phospho-
sulfate anhydride, an active sulfo
derivative.  Sugars are converted
to compounds such as glucose 1-P
or sucrose, which contain active
glycosyl groups.  The group trans-
fer potentials of the latter, though
not as great as that of the phospho
groups of ATP, are still high enough
to make glucose 1-phosphate and
sucrose effective glycosylating
reagents.  Table 17-2 lists several
of the more important activated
groups.

Group activation usually takes
place at the expense of ATP cleavage.
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TABLE 17-2
“Activated” Groups Used in Biosynthesis
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R C O
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As pointed out in Chapter 12, acyl phosphates play
a central role in metabolism by virtue of the fact that
they contain both an activated acyl group and an
activated phospho group.  The high group transfer
potential can be conserved in subsequent reactions in
either one group or the other (but not in both).  Thus, dis-
placement on P by an oxygen of ADP will regenerate
ATP and attack on C by an – SH will give a thioester.

Several of the other compounds in Table 17-2 can
also be split in two ways to yield different activated
groups, e.g., the phosphosulfate anhydride, enoyl
phosphate, and carbamoyl phosphate.  It is probably
only through intermediates of this type that cleavage
of ATP can be coupled to synthesis of activated groups.
Such common intermediates are essential to the
synthesis of ATP by substrate-level phosphorylation
(Fig. 15-6).

2. Hydrolysis of Pyrophosphate

The splitting of inorganic pyrophosphate (PPi)
into two inorganic phosphate ions is catalyzed by
pyrophosphatases (p. 636)150a,b that apparently occur
universally.  Their function appears to be simply to
remove the product PPi from reactions that produce it,
shifting the equilibrium toward formation of a desired
compound.  An example is the formation of aminoacyl-
tRNA molecules needed for protein synthesis.  As
shown in Eq. 17-36, the process requires the use of
two ATP molecules to activate one amino acid.  While
the “spending” of two ATPs for the addition of one
monomer unit to a polymer does not appear necessary
from a thermodynamic viewpoint, it is frequently
observed, and there is no doubt that hydrolysis of PPi
ensures that the reaction will go virtually to completion.
Transfer RNAs tend to become saturated with amino
acids according to Eq. 17-36 even if the concentration
of free amino acid in the cytoplasm is low.  On the
other hand, kinetic considerations may be involved.
Perhaps the biosynthetic sequence would move too
slowly if it were not for the extra boost given by the
removal of PPi.  Part of the explanation for the com-
plexity may depend on control mechanisms which
are only incompletely understood.

In some metabolic reactions pyrophosphate esters
are formed by consecutive transfer of the terminal
phospho groups of two ATP molecules onto a hydroxyl

group.  Such esters often react with elimination of PPi,
e.g., in polymerization of prenyl units (reaction type 6B,
Table 10-1; Fig. 22-1).  Again, hydrolysis to Pi follows.
Thus, cleavage of pyrophosphate is a second very general
method for coupling ATP cleavage to synthetic reactions.

Although pyrophosphatases are ubiquitous, there
are organisms in which PPi is conserved by the cell
and replaces ATP in several glycolytic reactions.  These
include Propionibacterium,151,152 sulfate-reducing bac-
teria,153  the photosynthetic Rhodospirillum, and the
parasitic Entamoeba histolytica.152,154  In the latter the
internal concentration of PPi is about 0.2 mM.  Green
plants also accumulate PPi at concentrations of up to
0.2 mM.155  Apparently, pyrophosphate is not always
hydrolyzed immediately.  Another mystery of metabo-
lism is the accumulation of inorganic polyphosphate
in chains of tens to many hundreds of phospho groups
linked, as in pyrophosphate, by phosphoanhydride
bonds.  These polyphosphates are present in many
bacteria, including E. coli, and also in fungi, plants,
and animals.156–156b  They constitute a store of energy
as well as of phosphate.  Various other functions have
also been proposed.  A polyphosphate kinase transfers
a terminal phospho group from polyphosphate chains
onto ADP to form ATP.  This source of metabolic energy
is evidently essential to the ability of Pseudomonas
aeruginosa to form biofilms.156a  Both endophosphatases
and exophosphatases, of uncertain function, can
degrade the chains hydrolytically. An exophosphatase
from E. coli can completely hydrolyze polyphosphate
chains of 1000 units processively without release of
intermediates.156b
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In a few instances group activation is coupled to
cleavage of ATP at C-5' presumably with formation of
bound tripolyphosphate (PPPi).  The latter is hydro-
lyzed to Pi and PPi and ultimately to three molecules
of Pi.  An example is the formation of S-adenosyl-
methionine157 shown in Eq. 17-37.  The reaction is a
displacement on the 5'-methylene group of ATP by the
sulfur atom of methionine. While the initial product
may be enzyme-bound PPPi, it is Pi and PPi that are
released from the enzyme, the Pi arising from the
terminal phosphorus (Pγ) of ATP.157  The S-adenosyl-
methionine formed has the S configuration around the
sulfur.158

3. Coupling by Phosphorylation and
Subsequent Cleavage by a Phosphatase

A third general method for coupling the hydrolysis
of ATP to drive a synthetic sequence is to transfer the
terminal phospho group from ATP to a hydroxyl group
somewhere on a substrate.  Then, after the substrate
has undergone a synthetic reaction, the phosphate is
removed by action of a phosphatase.  For example,
in the activation of sulfate (Eq. 17-38),159 the overall
standard Gibbs energy change for steps a (catalyzed
by ATP sulfurylase160,161) and b is distinctly positive
(+12 kJ mol –1).  The equilibrium concentration of
adenylyl sulfate formed in this group activation
process is extremely low.  Nature’s solution to this
problem is to spend another molecule of ATP to
phosphorylate the 3' – OH of adenosine phospho-
sulfate.  As the latter is formed, it is converted to
3'-phosphoadenosine-5'-phosphosulfate (Eq. 17-38,
step c) by a kinase, which is often part of a bifunctional
enzyme that also contains the active site of ATP sulfuryl-
ase.162–163a  Since the equilibrium in this step lies far
toward the right, the product accumulates in a sub-
stantial concentration (up to 1 mM in cell-free systems)

H.  Harnessing the Energy of ATP for Biosynthesis

and serves as the active sulfo group donor in formation
of sulfate esters.  The reaction cycle is completed by
two more reactions.  In Eq. 17-38, step d, the sulfo
group is transferred to an acceptor, and in step e the
extra phosphate group is removed from adenosine
3',5'-bisphosphate by a specific phosphatase.  Since
the reconversion of AMP to ADP requires expenditure
of still a third high-energy linkage of ATP, the overall
process makes use of three high-energy phosphate
linkages for formation of one sulfate ester.

An analogous use of ATP is found in photosyn-
thetic reduction of carbon dioxide in which ATP phos-
phorylates ribulose 5-P to ribulose bisphosphate and
the phosphate groups are removed later by phosphatase
action on fructose bisphosphate and sedoheptulose
bisphosphate (Section J,2).  Phosphatases involved
in synthetic pathways usually have a high substrate
specificity and are to be distinguished from nonspecific
phosphatases which are essentially digestive enzymes
(Chapter 12).

4. Carboxylation and Decarboxylation:
Synthesis of Fatty Acids

A fourth way in which cleavage of ATP can be
coupled to biosynthesis was recognized in about 1958
when Wakil and coworkers discovered that synthesis
of fatty acids in animal cytoplasm is stimulated by
carbon dioxide.  However, when 14CO2 was used in
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(17-39)
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the experiment no radioactivity appeared in the fatty
acids formed.  Rather, it was found that acetyl-CoA
was carboxylated to malonyl-CoA in an ATP- and
biotin-requiring process (Eq. 17-39; see also Chapter
13).  The carboxyl group formed in this reaction is later
converted back to CO2 in a decarboxylation (Fig. 17-12).

We know now that in most bacteria and green
plants both an acetyl group of acetyl-CoA and a malo-
nyl group of malonyl-CoA are transferred (steps a
and d of Fig. 17-12) to the sulfur atoms of the phospho-
pantetheine groups of a low-molecular-weight acyl
carrier protein (ACP; Chapter 14).  The malonyl
group of the malonyl-ACP is then condensed (step f
of Fig. 17-12) with an acetyl group, which has been
transferred from acetyl-ACP onto a thiol group of the
enzyme (E in Eq. 17-40).  The enolate anion indicated
in this equation is generated by decarboxylation of the
malonyl-ACP.  It is this decarboxylation that drives the
reaction to completion and, in effect, links C–C bond
formation to the cleavage of the ATP required for the
carboxylation step.  A related sequence involving multi-
functional proteins is used by animals and fungi164

(Section J,6).

Carboxylation followed by a later decarboxylation
is an important pattern in other biosynthetic pathways,
too.  Sometimes the decarboxylation follows the carboxyl-
ation by many steps.  For example, pyruvate (or PEP)
is converted to uridylic acid (Eq. 17-41; details are
shown in Fig. 25-14):

I. Reducing Agents for Biosynthesis

Still another difference between biosynthesis of
fatty acids and oxidation (in mammals) is that the
former has an absolute requirement for NADPH
(Fig. 17-12) while the latter requires NAD+ and flavo-
proteins (Fig. 17-1).  This fact, together with many
other observations, has led to the generalization
that biosynthetic reduction reactions usually require
NADPH rather than NADH.  Many measurements
have shown that in the cytosol of eukaryotic cells the
ratio [NADPH]/[NADP+] is high, whereas the ratio
[NADH]/[NAD+] is low.  Thus, the NAD+/NADH
system is kept highly oxidized, in line with the role of
NAD+ as a principal biochemical oxidant, while the
NADP+/NADPH system is kept reduced.

The use of NADPH in step g of Fig. 17-12 ensures
that significant amounts of the β-oxoacyl-ACP deriva-
tive are reduced to the alcohol.  Another difference
between β oxidation and biosynthesis is that the alcohol
formed in this reduction step in the biosynthetic process
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Figure 17-12  The reactions of cytoplasmic biosynthesis of saturated fatty acids.  Compare with pathway of β oxidation
(Fig. 17-1).
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980 Chapter 17.  The Organization of Metabolism

has the D configuration while the corresponding alcohol
in β oxidation has the L configuration.

1. Reversing an Oxidative Step with a Strong
Reducing Agent

The second reduction step in biosynthesis of fatty
acids in the rat liver (step i) also required NADPH.
The corresponding step in β oxidation utilizes FAD,
but NADPH is a stronger reducing agent than FADH2.
Therefore, use of a reduced pyridine nucleotide again
provides a thermodynamic advantage in pushing the
reaction in the biosynthetic direction.  Interesting
variations have been observed among different species.
For example, fatty acid synthesis in the rat requires
only NADPH, but the multienzyme complexes from
Mycobacterium phlei, Euglena gracilis, and the yeast
Saccharomyces cerevisiae all give much better synthesis
with a mixture of NADPH and NADH than with
NADPH alone.165  Apparently, NADPH is required in
step g and NADH in step i.  This seems reasonable
because the equilibrium in step i lies far toward the
product formation, and NADH at a very low concen-
tration could carry out the reduction.

2. Regulation of the State of Reduction of the
NAD and NADP Systems

The ratio [NAD+]/[NADH] appears to be main-
tained at a relatively constant value and in equilibrium
with a series of different reduced and oxidized substrate
pairs.  Thus, it was observed that in the cytoplasm
of rat liver cells, the dehydrogenations catalyzed by
lactate dehydrogenase, sn-glycerol 3-phosphate dehy-
drogenase, and malate dehydrogenase are all at equi-
librium with the same ratio of [NAD+]/[NADH].166

In one experiment rat livers were removed and frozen
in less than 8 s by “freeze-clamping” (Section L,2)
and the concentrations of different components of
the cytoplasm determined167; the ratio [NAD+]/
[NADH] was found to be 634, while the ratio of
[lactate]/[pyruvate] was 14.2.  From these values an

apparent equilibrium constant for reaction c of Eq.
17-42 was calculated as Kc’ = 9.0 x 103.  The known
equilibrium constant for the reaction (from in vitro
experiments) is 8.8 x 103 (Eq. 17-43).  In a similar way
it was shown that several other dehydrogenation
reactions are nearly at equilibrium.  This conclusion
has been confirmed more recently by NMR observa-
tions.168

Now consider Eq. 17-42, step a, the ADP- and Pi-
requiring oxidation of glyceraldehyde 3-phosphate
(Fig. 15-6).  Experimental measurements indicated
that this reaction is also at equilibrium in the cyto-
plasm.  In one series of experiments the measured
phosphorylation state ratio [ATP]/[ADP][Pi] was 709,
while the ratio [3-phosphoglycerate]/[glyceraldehyde
3-phosphate] was 55.5.  The overall equilibrium
constant for Eq. 17-42a is given by Eq. 17-44.  That
calculated from known equilibrium constants is 60.

From these data Krebs and Veech concluded that the
oxidation state of the NAD system is determined largely
by the phosphorylation state ratio of the adenylate
system.169  If the ATP level is high the equilibrium in
Eq. 17-42a will be reached at a higher [NAD+]/[NADH]
ratio and lactate may be oxidized to pyruvate to adjust
the [lactate]/[pyruvate] ratio.

It is important not to confuse the reactions of Eq.
17-42 as they occur in an aerobic cell with the tightly
coupled pair of redox reactions in the homolactate
fermentation (Fig. 10-3; Eq. 17-19).  The reactions of
steps a and c of Eq. 17-42 are essentially at equilibrium,
but the reaction of step b may be relatively slow.  Fur-
thermore, pyruvate is utilized in many other metabolic
pathways and ATP is hydrolyzed and converted to ADP
through innumerable processes taking place within
the cell.  Reduced NAD does not cycle between the two
enzymes in a stoichiometric way and the “reducing
equivalents” of NADH formed are, in large measure,
transferred to the mitochondria.  The proper view of
the reactions of Eq. 17-42 is that the redox pairs repre-
sent a kind of redox buffer system that poises the
NAD+/NADH couple at a ratio appropriate for its
metabolic function.
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981I.  Reducing Agents for Biosynthesis

Somewhat surprisingly, within the mitochondria
the ratio [NAD+]/[NADH] is 100 times lower than in
the cytoplasm.  Even though mitochondria are the site
of oxidation of NADH to NAD+, the intense catabolic
activity occurring in the β oxidation pathway and the
citric acid cycle ensure extremely rapid production
of NADH.  Furthermore, the reduction state of NAD
is apparently buffered by the low potential of the 
β-hydroxybutyrate–acetoacetate couple (Chapter 18,
Section C,2).  Mitochondrial pyridine nucleotides also
appear to be at equilibrium with glutamate dehydro-
genase.169

How is the cytoplasmic [NADPH]/[NADP+] ratio
maintained at a value higher than that of [NADH]/
[NAD+]?  Part of the answer is from operation of the
pentose phosphate pathway (Section E,3).  The reac-
tions of Eq. 17-12, if they attained equilibrium, would
give a ratio of cytosolic  [NADPH]/[NADP+] > 2000 at
0.05 atm CO2.  Compare this with the ratio 1/634 for
[NADH/[NAD+] deduced from the observation on the
reactions of Eq. 17-42.

Consider also the following transhydrogenation
reaction (Eq. 17-45):

NADH + NADP+ → NAD+ + NADPH

There are soluble enzymes that catalyze this reaction
for which K equals ~ 1.  Within mitochondria an energy-
linked system (Chapter 18) involving the membrane
shifts the equilibrium to favor NADPH.  However,
within the cytoplasm, the reaction of Eq. 17-45 is driven
by coupling ATP cleavage to the transhydrogenation
via carboxylation followed by eventual decarboxylation.
One cycle that accomplishes this is given in Eq. 17-46.
The first step (step a) is ATP-dependent carboxylation
of pyruvate to oxaloacetate, a reaction that occurs only
within mitochondria (Eq. 14-3).  Oxaloacetate can be
reduced by malate dehydrogenase using NADH (Eq.
17-46, step b), and the resulting malate can be exported
from the mitochondria.  In the cytoplasm the malate is
oxidized to pyruvate, with decarboxylation, by the

(17-45)

malic enzyme (Eq. 13-45).  The malic enzyme (Eq. 17-46,
step c) is specific for NADP+, is very active, and also
appears to operate at or near equilibrium within the
cytoplasm.  On this basis, using known equilibrium
constants, it is easy to show that the ratio [NADPH]/
[NADP+] will be ~ 105 times higher at equilibrium than
the ratio [NADH]/[NAD+].169,170

Since NADPH is continuously used in biosynthetic
reactions, and is thereby reconverted to NADP+, the
cycle of Eq. 17-46 must operate continuously.  As in Eq.
17-42, a true equilibrium does not exist but steps b and
c are both essentially at equilibrium.  These equilibria,
together with those of Eq. 17-42 for the NAD system,
ensure the correct redox potential of both pyridine
nucleotide coenzymes in the cytoplasm.

Malate is not the only form in which C4 compounds
are exported from mitochondria.  Much oxaloacetate
is combined with acetyl-CoA to form citrate; the latter
leaves the mitochondria and is cleaved by the ATP-
dependent citrate-cleaving enzymes (Eq. 13-39).  This,
in effect, exports both acetyl-CoA (needed for lipid
synthesis) and oxaloacetate which is reduced to malate
within the cytoplasm.  Alternatively, oxaloacetate may
be transaminated to aspartate.  The aspartate, after
leaving the mitochondria, may be converted in another
transamination reaction back to oxaloacetate.  All of
these are part of the nonequilibrium process by which
C4 compounds diffuse out of the mitochondria before
completing the reaction sequence of Eq. 17-46 and
entering into other metabolic processes.  Note that the
reaction of Eq. 17-46 leads to the export of reducing
equivalents from mitochondria, the opposite of the
process catalyzed by the malate–aspartate shuttle
which is discussed in Chapter 18 (Fig. 18-18).  The
two processes are presumably active under different
conditions.

While the difference in the redox potential of the
two pyridine nucleotide systems is clear-cut in mam-
malian tissues, in E. coli the apparent potentials of the
two systems are more nearly the same.171

3. Reduced Ferredoxin in Reductive
Biosynthesis

Both the NAD+ and NADP+ systems have standard
electrode potentials E°’ (pH 7) of – 0.32 V.  However,
because of the differences in concentration ratios, the
NAD+ system operates at a less negative potential
(– 0.24 V) and the NADP+ system at a more negative
potential (– 0.38 V) within the cytoplasm of eukaryotes.
In green plants and in many bacteria a still more power-
ful reducing agent is available in the form of reduced
ferredoxin.  The value of E°’ (pH 7) for clostridial ferre-
doxin is – 0.41 V, corresponding to a Gibbs energy
change for the two-electron reduction of a substrate
~ 18 kJ mol –1 more negative than the corresponding

ADP
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982 Chapter 17.  The Organization of Metabolism

value of ∆G’ for reduction by NADPH.  Using reduced
ferredoxin (Fd) some photosynthetic bacteria and
anaerobic bacteria are able to carry out reductions that
are virtually impossible with the pyridine nucleotide
system.  For example, pyruvate and 2-oxoglutarate
can be formed from acetyl-CoA (Eq. 15-35) and succinyl-
CoA, respectively (Eq. 17-47).172–173a In our bodies
the reaction of Eq. 17-47, with NAD+ as the oxidant,
goes only in the opposite direction and is essentially
irreversible.

J. Constructing the Monomer Units

Now let us consider the synthesis of the monomeric
units from which biopolymers are made.  How can
simple one-carbon compounds such as CO2 and formic
acid be incorporated into complex carbon compounds?
How can carbon chains grow in length or be shortened?
How are branched chains and rings formed?

1.  Carbonyl Groups in Chain Formation and
Cleavage

Except for some vitamin B12-dependent reactions,
the cleavage or formation of carbon–carbon bonds
usually depends upon the participation of carbonyl
groups.  For this reason, carbonyl groups have a central
mechanistic role in biosynthesis.  The activation of
hydrogen atoms β to carbonyl groups permits β con-
densations to occur during biosynthesis.  Aldol or
Claisen condensations require the participation of two
carbonyl compounds.  Carbonyl compounds are also
essential to thiamin diphosphate-dependent condensa-
tions and the aldehyde pyridoxal phosphate is needed
for most C – C bond cleavage or formation within
amino acids.

Because of the importance of carbonyl groups to
the mechanism of condensation reactions, much of the
assembly of either straight-chain or branched-carbon
skeletons takes place between compounds in which
the average oxidation state of the carbon atoms is
similar to that in carbohydrates (or in formaldehyde,
H2CO).  The diversity of chemical reactions possible
with compounds at this state of oxidation is a maximum,
a fact that may explain why carbohydrates and closely
related substances are major biosynthetic precursors
and why the average state of oxidation of the carbon in

most living things is similar to that in carbohydrates.174

This fact may also be related to the presumed occurrence
of formaldehyde as a principal component of the
earth’s atmosphere in the past and to the ability of
formaldehyde to condense to form carbohydrates.

In Fig. 17-13 several biochemicals have been
arranged according to the oxidation state of carbon.
Most of the important biosynthetic intermediates lie
within ± 2 electrons per carbon atom of the oxidation
state of carbohydrates.  As the chain length grows,
they tend to fall even closer.  It is extremely difficult
to move through enzymatic processes between 2C, 3C,
and 4C compounds (i.e., vertically in Fig. 17-13) except
at the oxidation level of carbohydrates or somewhat
to its right, at a slightly higher oxidation level.  On the
other hand, it is often possible to move horizontally
with ease using oxidation–reduction reactions.  Thus,
fatty acids are assembled from acetate units, which lie
at the same oxidation state as carbohydrates and, after
assembly, are reduced.

  Among compounds of the same overall oxidation
state, e.g., acetic acid and sugars, the oxidation states
of individual carbon atoms can be quite different.
Thus, in a sugar every carbon atom can be regarded as
immediately derived from formaldehyde, but in acetic
acid one end has been oxidized to a carboxyl group
and the other has been reduced to a methyl group.
Such internal oxidation–reduction reactions play an
important role in the chemical manipulations necessary
to assemble the carbon skeletons needed by a cell.
Decarboxylation is a feature of many biosynthetic
routes.  Referring again to Fig. 17-13, notice that many
of the biosynthetic intermediates such as pyruvate,
oxoglutarate, and oxaloacetate are more oxidized than
the carbohydrate level.  However, their decarboxylation
products, which become incorporated into the com-
pounds being synthesized, are closer to the oxidation
level of carbohydrates.

2. Starting with CO2

There are three known pathways by which auto-
trophic organisms can use CO2 to synthesize triose
phosphates or 3-phosphoglycerate, three-carbon com-
pounds from which all other biochemical substances
can be formed.175– 177  The first of these is the reductive
tricarboxylic cycle.  This is a reversal of the oxidative
citric acid cycle in which reduced ferredoxin is used as
a reductant in the reaction of Eq. 17-47 to incorporate
CO2 into pyruvate.  Succinyl-CoA can react with CO2
in the same type of reaction to form 2-oxoglutarate,
accomplishing the reversal of the only irreversible step
in the citric acid cycle.  Using these reactions photosyn-
thetic bacteria and some anaerobes that can generate a
high ratio of reduced to oxidized ferredoxin carry out
the reductive tricarboxylic acid cycle.  Together with

Acetyl-CoA

CO2

Pyruvate– + CoA

Fdred Fdox

∆G' (pH 7) = +17 kJ mol–1
(17-47)
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Figure 17-13  Some biochemical compounds arranged in order of average oxidation state of the carbon atoms and by
carbon-chain lengths.  Black horizontal arrows mark some biological interconversions among compounds with the same
chain length, while green lines show changes in chain length and are often accompanied by decarboxylation.
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984 Chapter 17.  The Organization of Metabolism

(17-49)

Eq. 17-47, the cycle provides for the complete synthesis
of pyruvate from CO2.178,179

A quantitatively much more important pathway
of CO2 fixation is the reductive pentose phosphate
pathway (ribulose bisphosphate cycle or Calvin–
Benson cycle; Fig. 17-14).  This sequence of reactions,
which takes place in the chloroplasts of green plants
and also in many chemiautotrophic bacteria, is essen-
tially a way of reversing the oxidative pentose phos-
phate pathway (Fig. 17-8).  The latter accomplishes the
complete oxidation of glucose or of glucose 1-phosphate
by NADP+ (Eq. 17-48):

Glucose 1-P2– + ATP4– + 8 H2O + 12 NADP +→
     6 CO2 + 12 NADPH + ADP3– + 2HPO4

2– + 13 H +

∆G’ (pH 7) = –299 kJ mol –1

It would be almost impossible for a green plant
to fix CO2 using photochemically generated NADPH
by an exact reversal of Eq. 17-48 because of the high
positive Gibbs energy change.  To solve this thermo-
dynamic problem the reductive pentose phosphate
pathway has been modified in a way that couples ATP
cleavage to the synthesis.

The reductive carboxylation system is shown
within the green shaded box of Fig. 17-14.  Ribulose
5-phosphate is the starting compound and in the first
step one molecule of ATP is expended to form ribulose
1,5-bisphosphate.  The latter is carboxylated and
cleaved to two molecules of 3-phosphoglycerate.  This
reaction was discussed in Chapter 13.  The reductive
step (step c) of the system employs NADPH together
with ATP.  Except for the use of the NADP system
instead of the NAD system, it is exactly the reverse of
the glyceraldehyde phosphate dehydrogenase reaction
of glycolysis.  Looking at the first three steps of Fig.
17-14 it is clear that in the reductive pentose phosphate
pathway three molecules of ATP are utilized for each
CO2 incorporated.  On the other hand, in the oxidative
direction no ATP is generated by the operation of the
pentose phosphate pathway.

The reactions enclosed within the shaded box of
Fig. 17-14 do not give the whole story about the cou-
pling mechanism.  A phospho group was transferred
from ATP in step a and to complete the hydrolysis it
must be removed in some future step.  This is indicated
in a general way in Fig. 17-14 by the reaction steps
d, e, and f.  Step f represents the action of specific phos-
phatases that remove phospho groups from the seven-
carbon sedoheptulose bisphosphate and from fructose
bisphosphate.  In either case the resulting ketose
monophosphate reacts with an aldose (via transketolase,
step g) to regenerate ribulose 5-phosphate, the CO2
acceptor.  The overall reductive pentose phosphate
cycle (Fig. 17-14B) is easy to understand as a reversal
of the oxidative pentose phosphate pathway in which
the oxidative decarboxylation system of Eq. 17-12 is

replaced by the reductive carboxylation system of Fig.
17-14A.  The scheme as written in Fig. 17-14B shows
the incorporation of three molecules of CO2.  The
reductive carboxylation system operates three times
with a net production of one molecule of triose phos-
phate.  As with other biosynthetic cycles, any amount
of any of the intermediate metabolites may be with-
drawn into various biosynthetic pathways without
disruption of the flow through the cycle.

The overall reaction of carbon dioxide reduction
in the Calvin–Benson cycle (Fig. 17-14) becomes

6 CO2 + 12 NADPH + 18 ATP4– + 11 H2O →
    glucose-1-P2- + 12 NADP+ + 18 ADP3–

17 HPO4
2– + 6 H +

The Gibbs energy change ∆G’ (pH 7) is now – 357 kJ
mol –1 instead of the + 299  kJ mol –1 required to reverse
the reaction of Eq. 17-48.

The third pathway for reduction of CO2 to acetyl-
CoA is utilized by acetogenic bacteria, by methanogens,
and probably by sulfate-reducing bacteria.179– 181

This acetyl-CoA pathway (or Wood–Ljungdahl
pathway) involves reduction by H2 of one of the
two molecules of CO2 to the methyl group of methyl-
tetrahydromethanopterin in methanogens and of
methyltetra-hydrofolate in acetogens.  The pathway
utilized by methanogens is illustrated in Fig. 15-22.182–

184  A similar process utilizing H2 as the reductant is
employed by acetogens.179,185– 188a  In both cases a
methyl corrinoid is formed and its methyl group is
condensed with a molecule of carbon monoxide bound
to a copper ion in a Ni–Cu cluster.189a,b  The resulting
acetyl group is transferred to a molecule of coenzyme
A as illustrated in Eq. 16-52.189  The bound CO is
formed by reduction of CO2, again using H2 as the
reductant.190  The overall reaction for acetyl-CoA
synthesis is given by Eq. 17-50.  Conversion of acetyl-
CoA to pyruvate via Eq. 17-47 leads into the glucogen-
ic pathway.

(17-48)
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An alternative pathway by which some acetogenic
bacteria form acetate is via reversal of the glycine decar-
boxylase reaction of Fig. 15-20.  Methylene-THF is
formed by reduction of CO2, and together with NH3
and CO2 a lipoamide group of the enzyme and PLP
forms glycine.  The latter reacts with a second methylene-
THF to form serine, which can be deaminated to pyru-
vate and assimilated.  Methanogens may use similar
pathways but ones that involve methanopterin (Fig.
15-17).191

3. Biosynthesis from Other Single-Carbon
Compounds

Various bacteria and fungi are able to subsist on
such one-carbon compounds as methane, methanol,
methylamine, formaldehyde, and formate.192 – 197  Energy

is obtained by oxidation to CO2. Methylotrophic
bacteria initiate oxidation of methane by hydroxylation
(Chapter 18) and dehydrogenate the resulting methanol
or exogenous methanol using the PPQ cofactor (Eq.
15-51).198  Further dehydrogenation to formate and of
formate to CO2 via formate dehydrogenase (Eq. 16-63)
completes the process.  Some methylotrophic bacteria
incorporate CO2 for biosynthetic purposes via the
ribulose bisphosphate (Calvin–Benson) cycle but
many use pathways that begin with formaldehyde
(or methylene-THF).  Others employ variations of
the reductive pentose phosphate pathway to convert
formaldehyde to triose phosphate.  In one of these, the
ribulose monophosphate cycle or Quayle cycle,192,193

ribulose 5-P undergoes an aldol condensation with
formaldehyde to give a 3-oxo-hexulose 6-phosphate
(Eq. 17-51, step a).  The latter is isomerized to fructose
6-P (Eq. 17-51, step b).  If this equation is applied to the

BOX 17-E  14C AND THE CALVIN–BENSON CYCLE

The chemical nature of photosynthesis had
intrigued chemists for decades but little was learned
about the details until radioactive 14C became avail-
able.  Discovered in 1940 by Ruben and Kamen, the
isotope was available in quantity by 1946 as a prod-
uct of nuclear reactors.  Initial studies of photosyn-
thesis had been conducted by Ruben and Kamen
using 11C but 14C made rapid progress possible.  In
1946 Melvin Calvin and Andrew A. Benson began
their studies that elucidated the mechanism of incor-
poration of CO2 into organic materials.

A key development was two-dimensional paper
chromatography with radioautography (Box 3-C).
A suspension of the alga Chlorella (Fig. 1-11) was
allowed to photosynthesize in air.  At a certain time,
a portion of H14CO3 was injected into the system,
and after a few seconds of photosynthesis with 14C
present the suspension of algae was run into hot
methanol to denature proteins and to stop the reac-
tion.  The soluble materials extracted from the algal
cells were concentrated and chromatographed;
radioautographs were then prepared.  It was found
that after 10 s of photosynthesis in the presence of
14CO2, the algae contained a dozen or more 14C
labeled compounds.  These included malic acid,
aspartic acid, phosphoenolpyruvate, alanine, triose
phosphates, and other sugar phosphates and diphos-
phates.  However, during the first five seconds a single
compound, 3-phosphoglycerate, contained most of the
radioactivity.a,b  This finding suggested that a two-
carbon regenerating substrate might be carboxylated
by 14CO2 to phosphoglycerate.  Search for this two-
carbon compound was unsuccessful, but Benson,
in Calvin’s laboratory, soon identified ribulose

a Benson, A. A., Bassham, J. A., Calvin, M., Goodale, T. C., Haas,
V. A., and Stepka, W. (1950) J. Am. Chem. Soc. 72, 1710–1718

b Benson, A. A. (1951) J. Am. Chem. Soc. 73, 2971 – 2972
c Benson, A. A., Kawaguchi, S., Hayes, P., and Calvin, M. (1952)

J. Am. Chem. Soc. 74, 4477–4482
d Bassham, J. A., Benson, A. A., Kay, L. D., Harris, A. Z., Wilson,

A. T., and Calvin, M. (1954) J. Am. Chem. Soc. 76, 1760– 1770
e Calvin, M., and Bassham, J. A. (1962) The Photosynthesis of

Carbon Compounds, Benjamin, New York
f Fuller, R. C. (1999) Photosynth Res. 62, 1– 29

bisphosphate,c which kinetic studies proved to be
the true regenerating substrate.c,d  Its carboxylation
and cleavagee represent the first step in what has
come to be known as the Calvin–Benson cycle (Fig.
17-14).f

Chromatogram of extract of the alga Scenedesmus after photosyn-
thesis in the presence of 14CO2 for 10 s.  Courtesy of J. A. Bassham.
The origin of the chromatogram is at the lower right corner.
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Figure 17-14 (A) The reductive carboxylation system used in reductive pentose phosphate pathway (Calvin–Benson cycle).
The essential reactions of this system are enclosed within the dashed box.  Typical subsequent reactions follow.  The phosphatase
action completes the phosphorylation–dephosphorylation cycle.  (B) The reductive pentose phosphate cycle arranged to
show the combining of three CO2 molecules to form one molecule of triose phosphate.  Abbreviations are RCS, reductive
carboxylation system (from above); A, aldolase, Pase, specific phosphatase; and TK, transketolase.

three C5 sugars three molecules of fructose 6-phosphate
will be formed.  One of these can be phosphorylated by
ATP to fructose 1,6-bisphosphate, which can be cleaved
by aldolase.  One of the resulting triose phosphates
can then be removed for biosynthesis and the second,
together with the other two molecules of fructose 6-P,
can be recycled through the sugar rearrangement
sequence of Fig. 17-8B to regenerate the three ribulose
5-P molecules that serve as the regenerating substrate.

 In bacteria, which lack formate dehydrogenase,
formaldehyde can be oxidized to CO2 to provide energy
beginning with the reactions of Eq. 17-51.  The result-
ing fructose 6-P is isomerized to glucose 6-P, which is
then dehydrogenated via Eq. 17-12 to form CO2 and
the regenerating substrate ribulose 5-phosphate.

A number of pseudomonads and other bacteria
convert C1 compounds to acetate via tetrahydrofolic
acid-bound intermediates and CO2 using the serine
pathway179,192,193 shown in Fig. 17-15.  This is a cyclic
process for converting one molecule of formaldehyde
(bound to tetrahydrofolate) plus one of CO2 into acetate.
The regenerating substrate is glyoxylate.  Before
condensation with the “active formaldehyde” of meth-

A B Growth
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TK
P'ase

TK
P'ase

CO2

CO2

CO2
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3 ATP
2 NADPH

Aldolase

3 ATP
2 NADPH

3 ATP
2 NADPH

ylene THF, the glyoxylate undergoes transamination to
glycine (Fig. 17-15, step a).  The  glycine plus formalde-
hyde forms serine (step b), which is then transaminated
to hydroxypyruvate, again using step a.  Glyoxylate
plus formaldehyde could have been joined in a thiamin-
dependent condensation.  However, as in the γ-amino-
butyrate shunt (Fig. 17-5), the coupled transamination
step of Fig 17-15 permits use of  PLP-dependent C–C
bond formation.

Conversion of hydroxypyruvate to PEP (Fig. 17-15)
involves reduction by NADH and phosphorylation by
ATP to form 3-phosphoglycerate, which is converted
to PEP as in glycolysis.  The conversion of malate to
acetate and glyoxylate via malyl-CoA and isocitrate
lyase (Eq. 13-40) forms the product acetate and regen-
erates glyoxylate.  As with other metabolic cycles,
various intermediates, such as PEP, can be withdrawn
for biosynthesis.  However, there must be an indepen-
dent route of synthesis of the regenerating substrate
glyoxylate.  One way in which this can be accomplished
is to form glycine via the reversal of the glycine decar-
boxylase pathway as is indicated by the shaded green
lines in Fig. 17-15.
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4. The Glyoxylate Pathways

The reductive carboxylation of acetyl-CoA to
pyruvate (Eq. 17-47) occurs only in a few types of
bacteria.  For most species, from microorganisms to
animals, the oxidative decarboxylation of pyruvate
to acetyl-CoA is irreversible.  This fact has many
important consequences.  For example, carbohydrate

is readily converted to fat; because of the irreversibility
of this process, excess calories lead to the deposition
of fats.  However, in animals fat cannot be used to
generate most of the biosynthetic intermediates needed
for formation of carbohydrates and proteins because
those intermediates originate largely from C3 units.

This limitation on the conversion of C2 acetyl units
to C3 metabolites is overcome in many organisms by

J.  Constructing the Monomer Units
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Figure 17-15  One of the serine pathways for assimilation of one-carbon compounds.
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Figure 17-16  The glyoxylate pathway.  The green line traces the pathway of labeled carbon from fatty acids or acetyl-CoA
into malate and other products.

the glyoxylate cycle (Fig. 17-16), which converts two
acetyl units into one C4 unit.  The cycle provides a way
for organisms, such as E. coli,111,199 Saccharomyces,200

Tetrahymena, and the nematode Caenorhabditis,201 to
subsist on acetate as a sole or major carbon source.
It is especially prominent in plants that store large
amounts of fat in their seeds (oil seeds).  In the
germinating oil seed the glyoxylate cycle allows fat
to be converted rapidly to sucrose, cellulose, and other
carbohydrates needed for growth.

A key enzyme in the glyoxylate cycle is isocitrate
lyase, which cleaves isocitrate (Eq. 13-40) to succinate
and glyoxylate.  The latter is condensed with a sec-
ond acetyl group by the action of malate synthase
(Eq. 13-38).  The L-malate formed in this reaction is
dehydrogenated to the regenerating substrate oxalo-

acetate.  Some of the reaction steps are those of the
citric acid cycle and it appears that in bacteria there is
no spatial separation of the citric acid cycle and glyox-
ylate pathway.  However, in plants the enzymes of the
glyoxylate cycle are present in specialized peroxisomes
known as glyoxysomes.60  The glyoxysomes also con-
tain the enzymes for β oxidation of fatty acids, allow-
ing for efficient conversion of fatty acids to succinate.
This compound is exported from the glyoxysomes and
enters the mitochondria where it undergoes β oxidation
to oxaloacetate.  The latter can be converted by PEP
carboxylase (Eq. 13-53) or by PEP carboxykinase
(Eq. 13-46) to PEP.

An acetyl-CoA-glyoxylate cycle, which catalyzes
oxidation of acetyl groups to glyoxylate, can also be
constructed from isocitrate lyase and citric acid cycle
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(17-53)

enzymes.  Glyoxylate is taken out of the cycle as the
product and succinate is recycled (Eq. 17-52).  The
independent pathway for synthesis of the regenerating
substrate oxaloacetate is condensation of glyoxylate
with acetyl-CoA (malate synthetase) to form malate
and oxidation of the latter to oxaloacetate as in the
main cycle of Fig. 17-16.

5. Biosynthesis of Glucose from Three-Carbon
Compounds

Now let us consider the further conversion of PEP
and of the triose phosphates to glucose 1-phosphate,
the key intermediate in biosynthesis of other sugars
and polysaccharides.  The conversion of PEP to glucose
1-P represents a reversal of part of the glycolysis
sequence.  It is convenient to discuss this along with
gluconeogenesis, the reversal of the complete glyco-
lysis sequence from lactic acid.  This is an essential
part of the Cori cycle (Section F) in our own bodies, and
the same process may be used to convert pyruvate
derived from deamination of alanine or serine (Chapter
24) into carbohydrates.

Just as with the pentose phosphate cycle, an exact
reversal of the glycolysis sequence (Eq. 17-53) is pre-
cluded on thermodynamic grounds.  Even at very high
values of the phosphorylation state ratio Rp, the reaction:

2 Lactate – + 3 ATP4– + 2 H2O → C6H10O5 (glycogen)
+ 3 ADP3– + 3 HPO4

2– + H +

∆G’ (pH 7) = + 107 kJ per glycosyl unit

would be unlikely to go to completion.  The actual
pathways used for gluconeogenesis (Fig. 17-17, green
lines) differ from those of glycolysis (black lines) in
three significant ways.  First, while glycogen breakdown
is initiated by the reaction with inorganic phosphate
catalyzed by phosphorylase (Fig. 17-17, step a), the
biosynthetic sequence from glucose 1-P, via uridine
diphosphate glucose (Fig. 17-17, step b; see also Eq.
17-56), is coupled to cleavage of ATP.  Second, in the
catabolic process (glycolysis) fructose 6-P is converted
to fructose 1,6-P2 through the action of a kinase (Fig.
17-17, step c), which is then cleaved by aldolase.  The
resulting triose phosphate is degraded to PEP.  In
glucogenesis a phosphatase is used to form fructose P

from fructose P2 (Fig. 17-17, step d).  Third, during
gly-colysis PEP is converted to pyruvate by a kinase
with generation of ATP (Fig. 17-17, step e).  During
glucogenesis pyruvate is converted to PEP indirectly
via oxaloacetate (Fig. 17-17, steps f and g) using pyru-
vate carboxylase (Eq. 14-3) and PEP carboxykinase
(Eq. 13-46).  This is another example of the coupling
of ATP cleavage through a carboxylation–decarboxyl-
ation sequence.  The net effect is to use two molecules
of ATP (actually one ATP and one GTP) rather than one
to convert pyruvate to PEP.

The overall reaction for reversal of glycolysis to
form glycogen (Eq. 17-54) now has a comfortably
negative standard Gibbs energy change as a result
of coupling the cleavage of 7 ATP to the reaction.

2 Lactate – + 7 ATP4– + 6 H2O →
glycogen + 7 ADP3– + 7 HPO4

2– + 5 H +

∆G’ (pH 7) = – 31 kJ mol –1 per glycosyl unit

J.  Constructing the Monomer Units
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reactions for fatty acid biosynthesis.  Why does β
oxidation require CoA derivatives while biosynthesis
requires the more complex acyl carrier protein (ACP)?
The reason may involve control.  ACP is a complex
handle able to hold the growing fatty acid chain and
to guide it from one enzyme to the next.  In E. coli the
various enzymes catalyzing the reactions of Fig. 17-12
are found in the cytosol and behave as independent
proteins.  The same is true for fatty acid synthases of
higher plants which resemble those of bacteria.205,205a

It is thought that the ACP molecule lies at the
center of the complex and that the growing fatty acid
chain on the end of the phosphopantetheine prosthetic
group moves from one subunit to the other.164,206  The
process is started by a primer which is usually acetyl-
CoA in E. coli.  Its acyl group is transferred first to the
central molecule of ACP (step a, Fig. 17-12) and then to
a “peripheral” thiol group, probably that of a cysteine
side chain on a separate protein subunit (step b, Fig.
17-12).  Next, a malonyl group is transferred (step d)
from malonyl-CoA to the free thiol group on the ACP.
The condensation (steps e and f ) occurs with the freeing
of the peripheral thiol group.  The latter does not come
into use again until the β-oxoacyl group formed has
undergone the complete sequence of reduction reactions
(steps g– i).  Then the growing chain is again transferred
to the peripheral – SH (step j) and a new malonyl unit
is introduced on the central ACP.

After the chain reaches a length of 12 carbon atoms,
the acyl group tends to be transferred off to a CoA
molecule (step k) rather than to pass around the cycle
again.  Thus, chain growth is terminated.  This tendency
systematically increases as the chain grows longer.

In higher animals as well as in Mycobacterium,207

yeast,208 and Euglena, the fatty acid synthase consists
of only one or two multifunctional proteins.  The
synthase from animal tissues has seven catalytic
activities in a single 263-kDa 2500-residue protein.209

The protein consists of a series of domains that contain
the various catalytic activities needed for the entire
synthetic sequence.  One domain contains an ACP-like
site with a bound 4'-phosphopantetheine as well as a
cysteine side chain in the second acylation site.  This
synthase produces free fatty acids, principally the C16
palmitate.  The final step is cleavage of the acyl-CoA
by a thioesterase, one of the seven enzymatic activities
of the synthase.  See Chapter 21 for further discussion.

7. The Oxoacid Chain Elongation Process

As mentioned in Section 4, glyoxylate can be
converted to oxaloacetate by condensation with
acetyl-CoA (Fig. 17-16) and the oxaloacetate can be
decarboxylated to pyruvate.  This sequence of reactions
resembles that of the conversion of oxaloacetate to
2-oxoglutarate in the citric acid cycle (Fig. 17-4). Both

Two enzymes that are able to convert pyruvate
directly to PEP are found in some bacteria and plants.
In each case, as in the animal enzyme system discussed
in the preceding paragraph, the conversion involves
expenditure of two high-energy linkages of ATP.  The
PEP synthase of E. coli first transfers a pyrophospho
group from ATP onto an imidazole group of histidine
in the enzyme (Eq. 17-55).  A phospho group is hydro-
lyzed from this intermediate (dashed green line in Eq.
17-55, step b), ensuring that sufficient intermediate
E–His–P is present.  The latter reacts with pyruvate
to form PEP.202,203 Pyruvate–phosphate dikinase
is a similar enzyme first identified in tropical grasses
and known to play an important role in the CO2
concentrating system of the so-called “C4 plants”
(Chapter 23).204  The same enzyme participates in
gluconeogenesis in Acetobacter.  The reaction cycle
for this enzyme is also portrayed in Eq. 17-55.  In this
case Pi, rather than water, is the attacking nucleophile
in Eq. 17-55 and PPi is a product.  The latter is probably
hydrolyzed by pyrophosphatase action, the end result
being an overall reaction that is the same as with PEP
synthase.  Kinetic and positional isotope exchange
studies suggest that the Pi must be bound to pyruvate–
phosphate dikinase before the bound ATP can react
with the imidazole group.202  Likewise, AMP doesn’t
dissociate until Pi has reacted to form PPi.

6. Building Hydrocarbon Chains with
Two-Carbon Units

Fatty acid chains are taken apart two carbon atoms
at a time by β oxidation.  Biosynthesis of fatty acids
reverses this process by using the two-carbon acetyl
unit of acetyl-CoA as a starting material.  The coupling
of ATP cleavage to this process by a carboxylation–
decarboxylation sequence, the role of acyl carrier protein
(Section H,4), and the use of NADPH as a reductant
(Section I) have been discussed and are summarized
in Fig. 17-12, which gives the complete sequence of
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are examples of a frequently used general chain elongation
process for α-oxo acids.  This sequence, which is illustrated
in Fig. 17-18, has four steps:  (1) condensation of the
α-oxo acid with an acetyl group, (2) isomerization by
dehydration and rehydration (catalyzed by aconitase
in the case of the citric acid cycle), (3) dehydrogenation,
and (4) β decarboxylation.  In many cases steps 3 and
4 are combined as a single enzymatic reaction.  The
isomerization of the intermediate hydroxy acid in step
2 is required because the hydroxyl group, which is
attached to a tertiary carbon bearing no hydrogen,
must be moved to the adjacent carbon atom before
oxidation to a ketone can take place.  However, in the
case of glyoxylate, isomerization is not necessary
because R = H.

It may be protested that the reaction of the citric
acid cycle by which oxaloacetate is converted to oxo-
glutarate does not follow exactly the pattern of Fig.
17-18.  The carbon dioxide removed in the decarboxy-
lation step does not come from the part of the molecule
donated by the acetyl group but from that formed from
oxaloacetate.  However, the end result is the same.
Furthermore, there are two known citrate-forming
enzymes with different stereospecificities (Chapter 13),
one of which leads to a biosynthetic pathway strictly
according to the sequence of Fig. 17-18.

At the bottom of Fig. 17-18 several stages of the
α-oxo acid elongation process are arranged in tan-
dem.  We see that glyoxylate (a product of the acetyl-
CoA–glyoxylate cycle) can be built up systematically to

J.  Constructing the Monomer Units
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992 Chapter 17.  The Organization of Metabolism

pyruvate, oxaloacetate, 2-oxoglutarate, and 2-oxoadipate
(a precursor of lysine) using this one reaction sequence.
Methanogens elongate 2-oxoadipate by one and two
carbon atoms using the same sequence to give 7- and
8-carbon dicarboxylates.210

8. Decarboxylation as a Driving Force in
Biosynthesis

Consider the relationship of the following promi-
nent biosynthetic intermediates one to another:

Utilization of acetyl-CoA for the synthesis of long-chain
fatty acids occurs via carboxylation to malonyl-CoA.
We can think of the malonyl group as a β-carboxylated acetyl
group.  During synthesis of a fatty acid the carboxyl
group is lost, and only the acetyl group is ultimately
incorporated into the fatty acid.  In a similar way
pyruvate can be thought of as an α-carboxylated acetaldehyde
and oxaloacetate as an α- and β-dicarboxylated acetaldehyde.
During biosynthetic reactions these three- and four-
carbon compounds also often undergo decarboxylation.
Thus, they both can be regarded as “activated acetalde-
hyde units.”  Phosphoenolpyruvate is an α-carboxylated
phosphoenol form of acetaldehyde and undergoes both
decarboxylation and dephosphorylation before con-
tributing a two-carbon unit to the final product.

It is of interest to compare two chain elongation
processes by which two-carbon units are combined.
In the synthesis of fatty acids the acetyl units are con-
densed and then are reduced to form straight hydro-
carbon chains.  In the oxo-acid chain elongation
mechanism, the acetyl unit is introduced but is later
decarboxylated.  Thus, the chain is increased in length
by one carbon atom at a time.  These two mechanisms
account for a great deal of the biosynthesis by chain
extension.  However, there are other variations.  For
example, glycine (a carboxylated methylamine), under
the influence of pyridoxal phosphate and with accom-
panying decarboxylation, condenses with succinyl-CoA
(Eq. 14-32) to extend the carbon chain and at the same
time to introduce an amino group.  Likewise, serine
(a carboxylated ethanolamine) condenses with

palmitoyl-CoA in biosynthesis of sphingosine (as in
Eq. 14-32).  Phosphatidylserine is decarboxylated to
phosphatidylethanolamine in the final synthetic step
for that phospholipid (Fig. 21-5).

9. Stabilization and Termination of Chain
Growth by Ring Formation

Biochemical substances frequently undergo cycliza-
tion to form stable five- and six-atom ring structures.
The three-carbon glyceraldehyde phosphate exists in
solution primarily as the free aldehyde (and its cova-
lent hydrate) but glucose 6-phosphate exists largely
as the cyclic hemiacetal.  In this ring form no carbonyl
group is present and further chain elongation is inhib-
ited.  When the hemiacetal of glucose 6-P is enzymati-
cally isomerized to glucose 1-P the ring is firmly locked.
Glucose 1-P, in turn, serves as the biosynthetic precursor
of polysaccharides and related compounds, in all of
which the sugar rings are stable.  Ring formation can
occur in lipid biosynthesis, too.  Among the polyketides
(Chapter 21), polyprenyl compounds (Chapter 22),
and aromatic amino acids (Chapter 25) are many
substances in which ring formation has occurred by
ester or aldol condensations followed by reduction
and elimination processes.  This is a typical sequence
for biosynthesis of highly stable aromatic rings.

10.  Branched Carbon Chains

Branched carbon skeletons are formed by standard
reaction types but sometimes with addition of rear-
rangement steps.  Compare the biosynthetic routes to
three different branched five-carbon units (Fig. 17-19)
The first is the use of a propionyl group to initiate
formation of a branched-chain fatty acid.  Propionyl-
CoA is carboxylated to methylmalonyl-CoA, whose
acyl group is transferred to the acyl carrier protein
before condensation.  Decarboxylation and reduction
yields an acyl-CoA derivative with a methyl group in
the 3-position.

The second five-carbon branched unit, in which
the branch is one carbon further down the chain, is
an intermediate in the biosynthesis of polyprenyl
(isoprenoid) compounds and steroids.  Three two-
carbon units are used as the starting material with
decarboxylation of one unit.  Two acetyl units are first
condensed to form acetoacetyl-CoA.  Then a third
acetyl unit, which has been transferred from acetyl-
CoA onto an SH group of the enzyme, is combined
with the acetoacetyl-CoA through an ester condensa-
tion.  The thioester linkage to the enzyme is hydrolyzed
to free the product 3-hydroxy-3-methylglutaryl-CoA
(HMG-CoA).  This sequence is illustrated in Eq. 17-5.
The thioester group of HMG-CoA is reduced to the
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alcohol mevalonic acid, a direct
precursor to isopentenyl pyro-
phosphate, from which the poly-
prenyl compounds are formed
(Fig. 22-1).

The third type of carbon-
branched unit is 2-oxoisovalerate,
from which valine is formed by
transamination.  The starting units
are two molecules of pyruvate
which combine in a thiamin
diphosphate-dependent α conden-
sation with decarboxylation.  The
resulting α-acetolactate contains a
branched chain but is quite unsuit-
able for formation of an α amino
acid.  A rearrangement moves the
methyl group to the β position
(Fig. 24-17), and elimination of
water from the diol forms the enol
of the desired α-oxo acid (Fig. 17-19).
The precursor of isoleucine is
formed in an analogous way by
condensation, with decarboxylation
of one molecule of pyruvate with
one of 2-oxobutyrate.

K. Biosynthesis and
Modification of Polymers

There are three chemical prob-
lems associated with the assembly
of a protein, nucleic acid, or other
biopolymer.  The first is to overcome
thermodynamic barriers.  The second
is to control the rate of synthesis, and
the third is to establish the pattern or
sequence in which the monomer units
are linked together.  Let us look briefly
at how these three problems are
dealt with by living cells.

1. Peptides and Proteins

Activation of amino acids for
incorporation into oligopeptides
and proteins can occur via two
routes of acyl activation.  In the first
of these an acyl phosphate (or acyl
adenylate) is formed and reacts with
an amino group to form a peptide
linkage (Eq. 13-4).  The tripeptide
glutathione is formed in two steps
of this type (Box 11-B). In the second
method of activation aminoacyl

K.  Biosynthesis and Modification of Polymers
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Figure 17-19   Biosynthetic origins of three five-carbon branched structural
units.  Notice that decarboxylation is involved in driving each sequence.
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adenylates are formed.  They transfer their activated
aminoacyl groups onto specific tRNA molecules dur-
ing synthesis of proteins (Eq. 17-36).  In other cases
activated aminoacyl groups are transferred onto – SH
groups to form intermediate thioesters.  An example
is the synthesis of the antibiotic gramicidin S formed
by Bacillus brevis.  The antibiotic is a cyclic decapeptide
with the following five-amino-acid sequence repeated
twice in the ringlike molecule211:

(–d-Phe–l-Pro – l-Val –l-Orn–l-Leu– )2

The soluble enzyme system responsible for its
synthesis contains a large 280-kDa protein that not only
activates the amino acids as aminoacyl adenylates and
transfers them to thiol groups of 4'-phosphopantetheine
groups covalently attached to the enzyme but also
serves as a template for joining the amino acids in
proper sequence.211 – 214  Four amino acids—proline,
valine, ornithine (Orn), and leucine—are all bound.
A second enzyme (of mass 100 kDa) is needed for acti-
vation of phenylalanine.  It is apparently the activated
phenylalanine (which at some point in the process is
isomerized from L- to D-phenylalanine) that initiates
polymer formation in a manner analogous to that of
fatty acid elongation (Fig. 17-12).  Initiation occurs
when the amino group of the activated phenylalanine
(on the second enzyme) attacks the acyl group of the
aminoacyl thioester by which the activated proline is
held.  Next, the freed imino group of proline attacks
the activated valine, etc., to form the pentapeptide.
Then two pentapeptides are joined and cyclized to
give the antibiotic.  The sequence is absolutely specific,
and it is remarkable that this relatively small enzyme
system is able to carry out each step in the proper
sequence.  Many other peptide antibiotics, such as the
bacitracins, tyrocidines,215 and enniatins, are synthesized
in a similar way,213,216,217 as are depsipeptides and the
immunosuppresant cyclosporin.  A virtually identical
pattern is observed for formation of polyketides,218,219

whose chemistry is considered in Chapter 21.
While peptide antibiotics are synthesized according

to enzyme-controlled polymerization patterns, both
proteins and nucleic acids are made by template
mechanisms.  The sequence of their monomer units
is determined by genetically encoded information.  A
key reaction in the formation of proteins is the transfer
of activated aminoacyl groups to molecules of tRNA
(Eq. 17-36).  The tRNAs act as carriers or adapters as
explained in detail in Chapter 29.  Each aminoacyl-
tRNA synthetase must recognize the correct tRNA
and attach the correct amino acid to it.  The tRNA then
carries the activated amino acid to a ribosome, where
it is placed, at the correct moment, in the active site.
Peptidyltransferase, using a transacylation reaction,
in an insertion mechanism transfers the C terminus of
the growing peptide chain onto the amino group of

the new amino acid to give a tRNA-bound peptide one
unit longer than before.

2. Polysaccharides

 Incorporation of a sugar monomer into a polysac-
charide also involves cleavage of two high-energy
phosphate linkages of ATP.  However, the activation
process has its own distinctive pattern (Eq. 17-56).
Usually a sugar is first phosphorylated by a kinase
or a kinase plus a phosphomutase (Eq. 17-56, step a).
Then a nucleoside triphosphate (NuTP) reacts under
the influence of a second enzyme with elimination of
pyrophosphate and formation of a glycopyranosyl
ester of the nucleoside diphosphate, more often
known as a sugar nucleotide (Eq. 17-56, step b).
The inorganic pyrophosphate is hydrolyzed by pyro-
phosphatase while the sugar nucleotide donates the
activated glycosyl group for polymerization (Eq. 17-56,
step c).  In this step the glycosyl group is transferred
with displacement of the nucleoside diphosphate.
Thus, the overall process involves first the cleavage of
ATP to ADP and Pi, and then the cleavage of a nucleo-
side triphosphate to a nucleoside diphosphate plus Pi.
The nucleoside triphosphate in Eq. 17-56, step b is
sometimes ATP, in which case the overall result is the
splitting of two molecules of ATP to ADP.  However,
as detailed in Chapter 20, the whole series of nucleotide
“handles” serve to carry various activated glycosyl units.

What determines the pattern of incorporation of
sugar units into polysaccharides?  Homopolysaccharides,
like cellulose and the linear amylose form of starch,
contain only one monosaccharide component in only
one type of linkage.  A single synthetase enzyme can
add unit after unit of an activated sugar (UDP glucose
or other sugar nucleotide) to the growing end.  However,
at least two enzymes are needed to assemble a branched
molecule such as that of the glycogen molecule.  One
is the synthetase; the second is a branching enzyme,
a transglycosylase. After the chain ends attain a length
of about ten monosaccharide units the branching
enzyme attacks a glycosidic linkage somewhere in the
chain.  Acting much like a hydrolase, it forms a glyco-
syl enzyme (or a stabilized carbocation) intermediate.
The enzyme does not release the severed chain frag-
ment but transfers it to another nearby site on the
branched polymer.  In the synthesis of glycogen, the
chain fragment is joined to a free 6-hydroxyl group
of the glycogen, creating a new branch attached by an
α-1,6-linkage.

Other carbohydrate polymers consist of repeating
oligosaccharide units.  Thus, in hyaluronan units of
glucuronic acid and N-acetyl-D-glucosamine alternate
(Fig. 4-11).  The “O antigens” of  bacterial cell coats
(p. 180) contain repeating subunits made up of a
“block” of four or five different sugars.  In these and
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many other cases the pattern of polymerization is
established by the specificities of individual enzymes.
An enzyme capable of joining an activated glucosyl
unit to a growing polysaccharide will do so only if
the proper structure has been built up to that point.
In cases where a block of sugar units is transferred
it is usually inserted at the nonreducing end of the
polymer, which may be covalently attached to a
protein.  Notice that the insertion mode of chain
growth exists for lipids, polysaccharides, and proteins.

3. Nucleic Acids

The activated nucleotides are the nucleoside
5'-triphosphates. The ribonucleotides ATP, GTP,
UTP, and CTP are needed for RNA synthesis and the
2'-deoxyribonucleotide triphosphates, dATP, dTTP,
dGTP, and dCTP for DNA synthesis.  In every case,
the addition of activated monomer units to a growing
polynucleotide chain is catalyzed by an enzyme that

binds to the template nucleic acid.  The choice of the
proper nucleotide unit to place next in the growing
strand is determined by the nucleotide already in place
in the complementary strand, a matter that is dealt
with in Chapters 27 and 28.  The chemistry is a simple
displacement of pyrophosphate (Eq. 17-57).  The
3'-hydroxyl of the polynucleotide attacks the phos-
phorus atom of the activated nucleoside triphosphate.
Thus, nucleotide chains always grow from the 5' end, with
new units being added at the 3' end.

4. Phospholipids and Phosphate–Sugar
Alcohol Polymers

Choline and ethanolamine are activated in much
the same way as are sugars.  For example, choline can
be phosphorylated using ATP (Eq. 17-58, step a) and
the phosphocholine formed can be further converted
(Eq. 17-58, step b) to cytidine diphosphate choline.
Phosphocholine is transferred from the latter onto a
suitable acceptor to form the final product (Eq. 17-58,
step c). The polymerization pattern differs from that
for polysaccharide synthesis. When the sugar nucleo-
tides react, the entire nucleoside diphosphate is
eliminated (Eq. 17-56), but CDP-choline and CDP-
ethanolamine react with elimination of CMP (Eq.
17-58, step c), leaving one phospho group in the final
product.  The same thing is true in the synthesis of
the bacterial teichoic acids (Chapter 8).  Either CDP-
glycerol or CDP-ribitol is formed first and polymeriza-
tion takes place with elimination of CMP to form the
alternating phosphate–sugar alcohol polymer.220

5. Irreversible Modification and Catabolism
of Polymers

While polymers are being synthesized continuously
by cells, they are also being modified and torn down.
Nothing within a cell is static.  As discussed in Chapters
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10 and 29, everything turns over at a slower or faster
rate.  Hydrolases attack all of the polymers of which
cells are composed, and active catabolic reactions de-
grade the monomers formed.  Membrane surfaces are
also altered, for example, by hydroxylation and glyco-
sylation of both glycoproteins and lipid head groups.
It is impossible to list all of the known modification
reactions of biopolymers.  They include hydrolysis,
methylation, acylation, isopentenylation, phospho-
rylation, sulfation, and hydroxylation.  Precursor
molecules are cut and trimmed and often modified
further to form functional proteins or nucleic acids.
Phosphotransferase reactions splice RNA transcripts
to form mRNA and a host of alterations convert pre-
cursors into mature tRNA molecules (Chapter 28).
Even DNA, which remains relatively unaltered,
undergoes a barrage of chemical attacks.  Only because
of the presence of an array of repair enzymes (Chapter
27) does our DNA remain nearly unchanged so that
faithful copies can be provided to each cell in our
bodies and can be passed on to new generations.

L. Regulation of Biosynthesis

A simplified view of metabolism is to consider a
cell as a “bag of enzymes.”  Indeed, much of metabo-
lism can be explained by the action of several thousand
enzymes promoting specific reactions of their substrates.
These reactions are based upon the natural chemical
reactivities of the substrates.  However, the enzymes,
through the specificity of their actions and through
association with each other,96,221–223 channel the reactions
into a selected series of metabolic pathways.  The
reactions are often organized as cycles which are
inherently stable.  We have seen that biosynthesis
often involves ATP-dependent reductive reactions.
It is these reductive processes that produce the less reactive
nonpolar lipid groupings and amino acid side chains so
essential to the assembly of insoluble intracellular structures.
Oligomeric proteins, membranes, microtubules, and
filaments are all the natural result of aggregation
caused largely by hydrophobic interactions with
electrostatic forces and hydrogen bonding providing
specificity.  A major part of metabolism is the creation
of complex molecules that aggregate spontaneously
to generate structure.  This structure includes the
lipid-rich cytoplasmic membranes which, together
with embedded carrier proteins, control the entry of
substances into cells.  Clearly, the cell is now much
more than a bag of enzymes, containing several com-
partments, each of which contains its own array
of enzymes and other components.  Metabolite con-
centrations may vary greatly from one compartment
to another.

  The reactions that modify lipids and glycoproteins
provide a driving force that assists in moving mem-
brane materials generated internally into the outer
surface of cells.  Other processes, including the break-
down by lysosomal enzymes, help to recycle mem-
brane materials.  Oxidative attack on hydrophobic
materials such as the sterols and the fatty acids of
membrane lipids results in their conversion into more
soluble substances which can be degraded and com-
pletely oxidized.  The flow of matter within cells tends
to occur in metabolic loops and some of these loops
lead to formation of membranes and organelles and to
their turnover.  This flow of matter, which is responsible
for growth and development of cells, is driven both
by hydrolysis of ATP coupled to biosynthesis and by
irreversible degradative alterations of polymers and
lipid materials.  It also provides for transient formation
and breakup of complexes of macromolecules, which
may be very large, in response to varying metabolic
needs.

Anything that affects the rate of a reaction involved
in either biosynthesis or degradation of any component
of the cell will affect the overall picture in some way.
Thus, every chemical reaction that contributes to a
quantitatively significant extent to metabolism has
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their energy through oxidation of glucose.226,227  For
this reason, the glucose level of blood cannot be allowed
to drop much below the normal 5 mM.  The mechanism
of regulation of the blood glucose level is complex and
incompletely understood.  A series of hormones are
involved.

Insulin. This 51-residue cross-linked polypeptide
(Fig. 7-17) is synthesized in the pancreatic islets of
Langerhans, a tissue specialized for synthesis and
secretion into the bloodstream of a series of small
peptide hormones.  One type of islet cells, the β cells,
forms primarily insulin which is secreted in response
to high (> 5mm) blood [glucose].228  Insulin has a wide
range of effects on metabolism,228a which are discussed
in Chapter 11, Section G.  Most of these effects are
thought to arise from binding to insulin receptors
(Figs. 11-11 and 11-12) and are mediated by cascades
such as that pictured in Fig. 11-13.229–232c  The end result
is to increase or decrease activities of a large number
of enzymes as is indicated in Table 17-3.  Some of
those are also shown in Fig. 17-20, which indicates
interactions with the tricarboxylic acid cycle and lipid
metabolism.  Binding of insulin to the extracellular
domain of its dimeric receptor induces a conforma-
tional change that activates the intracellular tyrosine
kinase domains of the two subunits.  Recent studies
suggest that in the activated receptor the two trans-
membrane helices and the internal tyrosine kinase
domains move closer together, inducing the essential
autophosphosphorylation.232b  The kinase domain of
the phosphorylated receptor, in turn, phosphorylates
several additional proteins, the most important of
which seem to be the insulin receptor substrates IRS-1
and IRS-2.  Both appear to be essential in different
tissues.232d,e  Phosphorylated forms of these proteins
initiate a confusing variety of signaling cascades.232f–i

One of the most immediate effects of insulin
is to stimulate an increased rate of uptake of glucose
by muscle and adipocytes (fat cells) and other insulin-
sensitive tissues.  This uptake is accomplished largely
by movement of the glucose transporter GLUT4
(Chapter 8) from internal “sequestered” storage vesicles
located near the cell membrane into functioning
positions in the membranes.232f,j–m  Activation of this
translocation process apparently involves IRS-1 and
phosphatidylinositol (PI) 3-kinase, which generates
PI-3,4,5-P3 (Fig. 11-9).232c,n,o  The latter induces the
translocation.  However, the mechanism remains
obscure.  The process may also require a second
signaling pathway which involves action of the insulin
receptor kinase on an adapter protein known as CAP,
a transmembrane caveolar protein flotillin, and a
third protein Cbl, a known cellular protooncogene.
Phosphorylated Cbl forms a complex with CAP and
flotillin in a “lipid raft” which induces the exocytosis
of the sequestered GLUT4 molecules.232o,p

some controlling influence.  Since molecules interact
with each other in so many ways, reactions of metabolic
control are innumerable.  Small molecules act on macro-
molecules as effectors that influence conformation and
reactivity.  Enzymes act on each other to break covalent
bonds, to oxidize, and to crosslink.  Transferases add
phospho, glycosyl, methyl, and other groups to various
sites.  The resulting alterations often affect catalytic
activities.  The number of such interactions significant
to metabolic control within an organism may be in the
millions.  Small wonder that biochemical journals are
filled with a confusing number of postulated control
mechanisms.

Despite this complexity, some regulatory mecha-
nisms stand out clearly.  The control of enzyme synthesis
through feedback repression and the rapid control of
activity by feedback inhibition (Chapter 11) have been
considered previously.  Under some circumstances, in
which there is a constant growth rate, these controls
may be sufficient to ensure the harmonious and pro-
portional increase of all constitutents of a cell.  Such
may be the case for bacteria during logarithmic growth
(Box 9-B) or for a mammalian embryo growing rapidly
and drawing all its nutrients from the relatively constant
supply in the maternal blood.

Contrast the situation in an adult.  Little growth
takes place, but the metabolism must vary with time
and physiological state.  The body must make drastic
readjustments from normal feeding to a starvation
situation and from resting to heavy exercise.  The
metabolism needed for rapid exertion is different from
that needed for sustained work.  A fatty diet requires
different metabolism than a high-carbohydrate diet.
The necessary control mechanisms must be rapid and
sensitive.

1. Glycogen and Blood Glucose

Two special features of glucose metabolism in
animals are dominant.224  The first is the storage of
glycogen for use in providing muscular energy rapidly.
This is a relatively short-term matter but the rate of
glycolysis can be intense:  The entire glycogen content
of muscle could be exhausted in only 20 s of anaerobic
fermentation or in 3.5 min of oxidative metabolism.225

There must be a way to turn on glycolysis quickly and
to turn it off when it is no longer needed.  At the same
time, it must be possible to reconvert lactate to glucose
or glycogen (gluconeogenesis).  The glycogen stores of
the muscle must be repleted from glucose of the blood.
If insufficient glucose is available from the diet or from
the glycogen stores of the liver, it must be synthesized
from amino acids.

The second special feature of glucose metabolism
is that certain tissues, including brain, blood cells,
kidney medulla, and testis, ordinarily obtain most of

L.  Regulation of Biosynthesis
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A. Activity increased

Enzymes of glycolysis

Glucokinase Transcription induced

Phosphofructokinase via 2,6-fructose P2

Pyruvate kinase Dephosphorylation

6-Phosphofructo-2-kinase Dephosphorylation

Enzymes of glycogen synthesis

Glucokinase Transcription

Glycogen synthase (muscle) Dephosphorylation

Enzymes of lipid synthesis

Pyruvate dehydrogenase (adipose) Dephosphorylation  (Eq. 17-9)

Acetyl-CoA carboxylase Dephosphorylation

ATP-citrate lyase Phosphorylation

Fatty acid synthase

Lipoprotein lipase

Hydroxymethylglutaryl-CoA reductase

B. Activity decreased

Enzymes of gluconeogenesis

Pyruvate carboxylase

PEP carboxykinase Transcription inhibited

Fructose 1,6-bisphosphate

Glucose 6-phosphatase

Enzymes of lipolysis

Triglyceride lipase

(hormone-sensitive lipase) Dephosphorylation

Enzymes of glycogenolysis

Glycogen phosphorylase

C. Other proteins affected by insulin

Glucose transporter GLUT4 Redistribution

Ribosomal protein S6 Phosphorylation by p90rsk

IGF-II receptor Redistribution

Transferrin receptor Redistribution

Calmodulin Phosphorylation

TABLE 17-3
Some Effects of Insulin on Enzymes

Name of Enzyme Type of Regulation

  A clue to another possible unrecognized mecha-
nism of action for insulin comes from the observation
that urine of patients with non-insulin-dependent
diabetes contains an unusual isomer of inositol,
D-chiro-inositol.233,234

Plasma of such individuals contains
an antagonist of insulin action, an
inositol phosphoglycan containing
myo-inositol as a cyclic 1,2-phosphate
ester and galactosamine and man-
nose in a 1:1:3 ratio.235  This appears
to be related to the glycosyl phos-
phatidylinositol (GPI) membrane
anchors (Fig. 8-13).  It has been
suggested that such a glycan, perhaps
containing chiro-inositol, is released
in response to insulin and serves as a
second messenger for insulin.235–236a

This hypothesis remains unproved.237

However, insulin does greatly stim-
ulate a GPI-specific phospholipase
C, at least in yeast.237a  Another
uncertainty surrounds the possible
cooperation of chromium (Chapter 16)
in the action of insulin.

How do the insulin-secreting
pancreatic β cells sense a high
blood glucose concentration?  Two
specialized proteins appear to be
involved.  The sugar transporter
GLUT2 allows the glucose in blood
to equilibrate with the free glucose
in the β cells,237b while glucokinase
(hexokinase IV or D) apparently
serves as the glucose sensor.228,238

Despite the fact that glucokinase
is a monomer, it displays a coopera-
tive behavior toward glucose bind-
ing, having a low affinity at low
[glucose] and a high affinity at high

[glucose].  Mutant mice lacking the glucokinase gene
develop early onset diabetes which is mild in hetero-
zygotes but severe and fatal within a week of birth for
homozygotes.239,240  These facts alone do not explain
how the sensor works and there are doubtless other
components to the signaling system.
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A current theory is that the increased rate of glucose
catabolism in the β cells when blood [glucose] is high
leads to a high ratio of [ATP]/[ADP] which induces
closure of ATP-sensitive K+ channels and opening of
voltage-gated Ca2+ channels.241  This could explain the
increase in [Ca2+] within β cells which has been associ-
ated with secretion of insulin242,243 and which is
thought to induce the exocytosis in insulin storage
granules.  The internal [Ca2+] in pancreatic islet cells
is observed to oscillate in a characteristic way that is
synchronized with insulin secretion.243

Glucagon.  This 29-residue peptide is the principal
hormone that counteracts the action of insulin.  Gluca-
gon acts primarily on liver cells (hepatocytes) and
adipose tissue and is secreted by the α cells of the
islets of Langerhans in the pancreas, the same tissue
whose β cells produce insulin, if the blood glucose
concentration falls much below 2 mM.244– 250  Like the
insulin-secreting β cells, the pancreatic α cells contain
glucokinase, which may be involved in sensing the
drop in glucose concentration.  However, the carrier
GLUT2 is not present and there is scant information
on the sensing mechanism.248

Glucagon promotes an increase in the blood glu-
cose level by stimulating breakdown of liver glycogen,
by inhibiting its synthesis, and by stimulating gluco-
neogenesis.  All of these effects are mediated by cyclic
AMP through cAMP-activated protein kinase (Fig. 11-4)
and through fructose 2,6-P2 (Fig. 11-4 and next section).
Glucagon also has a strong effect in promoting the
release of glucose into the bloodstream.  Adrenaline
has similar effects, again mediated by cAMP.  However,
glucagon affects the liver, while adrenaline affects
many tissues. Glucocorticoids such as cortisol
(Chapter 22) also promote gluconeogenesis and the
accumulation of glycogen in the liver through their
action on gene transcription.

The release of glucose from the glycogen stores
in the liver is mediated by glucose 6-phosphatase,
which is apparently embedded within the membranes
of the endoplasmic reticulum.  A labile enzyme, it
consists of a 357-residue catalytic subunit,251,252 which
may be associated with other subunits that participate
in transport.252,253  A deficiency of this enzyme causes
the very severe type 1a glycogen storage disease
(see Box 20-D).251,253  Only hepatocytes have significant
glucose 6-phosphatase activity.

2. Phosphofructo-1-Kinase in the Regulation
of Glycolysis

The metabolic interconversions of glucose 1-P,
glucose 6-P, and fructose 6-P are thought to be at or
near equilibrium within most cells.  However, the
phosphorylation by ATP of fructose 6-P to fructose 1,6-P2

catalyzed by phosphofructose-1-kinase (Fig. 11-2, step b;
Fig. 17-17, top center) is usually far from equilibrium.
This fact was established by comparing the mass
action ratio [fructose 1,6-P2] [ADP]/[fructose 6-P] [ATP]
measured within tissues with the known equilibrium
constant for the reaction.  At equilibrium this mass
action ratio should be equal to the equilibrium constant
(Section I,2).  The experimental techniques for deter-
mining the four metabolite concentrations that are
needed for evaluation of the mass action ratio in tissues
are of interest.  The tissues must be frozen very rapidly.
This can be done by compressing them between large
liquid nitrogen-cooled aluminum clamps.  For details
see Newsholme and Start,225 pp. 30 – 32.  Tissues can be
cooled to – 80°C in less than 0.1 s in this manner.  The
frozen tissue is then powdered, treated with a frozen
protein denaturant such as perchloric acid, and analyzed.
From data obtained in this way, a mass action ratio of
0.03 was found for the phosphofructo-1-kinase reaction
in heart muscle.225  This is much lower than the equi-
librium constant of over 3000 calculated from the
value of ∆G’ (pH 7) = – 20.1 kJ mol –1.  Thus, like other
biochemical reactions that are nearly irreversible thermo-
dynamically, this reaction is far from equilibrium in
tissues.

The effects of ATP, AMP, and fructose 2,6-bisphos-
phate on phosphofructokinase have been discussed
in Chapter 11, Section C.  Fructose 2,6-P2 is a potent
allosteric activator of phosphofructokinase and a strong
competitive inhibitor of fructose 1,6-bisphosphatase
(Fig. 11-2).  It is formed from fructose 6-P and ATP
by the 90-kDa bifunctional phosphofructo-2-kinase/
fructose 2,6-bisphosphatase.  Thus, the same protein
forms and destroys this allosteric effector.  Since the
bifunctional enzyme is present in very small amounts,
the rate of ATP destruction from the substrate cycling
is small.

Glucagon causes the concentration of liver fructose
2,6-P2 to drop precipitously from its normal value.
This, in turn, causes a rapid drop in glycolysis rate
and shifts metabolism toward gluconeogenesis.  At the
same time, liver glycogen breakdown is inceased and
glucose is released into the bloodstream more rapidly.
The effect on fructose 2,6-P2 is mediated by a cAMP-
dependent protein kinase which phosphorylates the
bifunctional kinase/phosphatase in the liver.254  This
modification greatly reduces the kinase activity and
strongly activates the phosphatase, thereby destroying
the fructose 2,6-P2.  The changes in activity appear
to be largely a result of changes in the appropriate
Km values which are increased for fructose 6-P and
decreased for fructose 2,6-P2.255

L.  Regulation of Biosynthesis
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3. Gluconeogenesis

If a large amount of lactate enters the liver, it is
oxidized to pyruvate which enters the mitochondria.
There, part of it is oxidized through the tricarboxylic
acid cycle.  However, if [ATP] is high, pyruvate dehy-
drogenase is inactivated by phosphorylation (Eq. 17-9)
and the amount of pyruvate converted to oxaloacetate
and malate (Eq. 17-46) may increase.  Malate may leave
the mitochondrion to be reoxidized to oxaloacetate,
which is then converted to PEP and on to glycogen
(heavy green arrows in Fig. 17-20).  When [ATP] is
high, phosphofructokinase is also blocked, but the
fructose 1,6-bisphosphatase, which hydrolyzes one
phosphate group from fructose 1,6-P2 (Fig. 11-2, step
d), is active.  If the glucose content of blood is low, the
glucose 6-P in the liver is hydrolyzed and free glucose
is secreted.  Otherwise, most of the glucose 6-P is
converted to glycogen.  Muscle is almost devoid of
glucose 6-phosphatase, the export of glucose not being
a normal activity of that tissue.

Gluconeogenesis in liver is strongly promoted by
glucagon and adrenaline.  The effects, mediated by
cAMP, include stimulation of fructose 1,6-bisphospha-
tase and inhibition of phosphofructo-1-kinase, both
caused by the drop in the level of fructose 2,6-P2.254,256

The conversion of pyruvate to PEP via oxaloacetate is
also promoted by glucagon.  This occurs primarily by
stimulation of pyruvate carboxylase (Eq. 14-3).257,258

However, it has been suggested that the most impor-
tant mechanism by which glucagon enhances gluco-
neogenesis is through stimulation of mitochondrial
respiration, which in turn may promote gluconeo-
genesis.257

The conversion of oxaloacetate to PEP by PEP-
carboxykinase (PEPCK, Eq. 14-43; Fig. 17-20) is
another control point in gluconeogenesis.  Insulin
inhibits gluconeogenesis by decreasing transcription
of the mRNA for this enzyme.259– 261a  Glucagon and
cAMP stimulate its transcription.   The activity of PEP
carboxykinase262 is also enhanced by Mn2 + and by
very low concentrations of Fe2+.  However, the enzyme
is readily inactivated by Fe2 + and oxygen.263  Any
regulatory significance is uncertain.

Although the regulation of gluconeogenesis in
the liver may appear to be well understood, some
data indicate that the process can occur efficiently
in the presence of high average concentrations of
fructose 2,6-P2.  A possible explanation is that liver
consists of several types of cells, which may contain
differing concentrations of this inhibitor of gluconeo-
genesis.264  However, mass spectroscopic studies
suggest that glucose metabolism is similar throughout
the liver.265

4. Substrate Cycles

The joint actions of phosphofructokinase and
fructose 1,6-bisphosphatase (Fig. 11-2, steps b and c;
see also Fig. 17-20) create a substrate cycle of the type
discussed in Chapter 11, Section F.  Such cycles appar-
ently accomplish nothing but the cleavage of ATP to
ADP and Pi (ATPase activity).  There are many cycles
of this type in metabolism and the fact that they do not
ordinarily cause a disastrously rapid loss of ATP is a
consequence of the tight control of the metabolic path-
ways involved.  In general, only one of the two enzymes
of Fig. 11-2, steps b and c, is fully activated at any time.
Depending upon the metabolic state of the cell, degra-
dation may occur with little biosynthesis or biosynthesis
with little degradation.  Other obvious substrate cycles
involve the conversion of glucose to glucose 6-P and
hydrolysis of the latter back to glucose (Fig. 17-20,
upper left-hand corner), the synthesis and breakdown
of glycogen (upper right), and the conversion of PEP
to pyruvate and the reconversion of the latter to PEP
via oxaloacetate and malate (partially within the mito-
chondria).

 While one might suppose that cells always keep
substrate cycling to a bare minimum, experimental
measurements on tissues in vivo have indicated sur-
prisingly high rates for the fructose 1,6-bisphosphatase–
phosphofructokinase cycle in mammalian tissues
when glycolytic flux rates are low and also for the
pyruvate → oxaloacetate → PEP → pyruvate cycle.266

As pointed out in Chapter 11, by maintaining a low
rate of substrate cycling under conditions in which the
carbon flux is low (in either the glycolytic or gluco-
genic direction) the system is more sensitive to allos-
teric effectors than it would be otherwise.  However,
when the flux through the glycolysis pathway is high
the relative amount of cycling is much less and the
amount of ATP formed approaches the theoretical 2.0
per glucose.267

Substrate cycles generate heat, a property that is
apparently put to good use by cold bumblebees whose
thoracic temperature must reach at least 30°C before
they can fly.   The insects apparently use the fructose
bisphosphatase–phosphofructokinase substrate cycle
(Fig. 11-2, steps b and c) to warm their flight muscles.268

It probably helps to keep us warm, too.

5. Nuclear Magnetic Resonance, Isotopomer
Analysis, and Modeling of Metabolism

As as been pointed out in Boxes 3-C and 17-C,
the use of 13C and other isotopic tracers together with
NMR and mass spectroscopy have provided powerful
tools for understanding the complex interrelationships
among the various interlocking pathways of metabo-
lism.  In Box 17-C  the application of 13C NMR to the

 Ch 17IND page - E - 2/14/03, 11:19 AM1000



1001

Figure 17-20 The interlocking pathways of glycolysis, gluconeogenesis, and fatty acid oxidation and synthesis with indications
of some aspects of control in hepatic tissues. (        ) Reactions of glycolysis, fatty acid degradation, and oxidation by the citric
acid cycle. (        ) Biosynthetic pathways.  Some effects of insulin via indirect action on enzymes  + , – , or on transcription + ,
– .  Effects of glucagon  + , – .
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citric acid cycle was described.  Similar approaches
have been used to provide direct measurement of the
glucose concentration in human brain (1.0 ± 0.1 mM;
4.7 ± 0.3 mM in plasma)226 and to study gluconeo-
genesis269– 271 as well as fermentation.271a  Similar
investigations have been made using mass spectros-
copy.272  The metabolism of acetate through the

glycoylate pathway in yeast has been observed by
13C NMR.200  Data obtained from such experiments
are being used in attempts to model metabolism and
to understand how flux rates through the various
pathways are altered in response to varying condi-
tions.65,273– 276
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BOX 17-F  LACTIC ACIDEMIA AND OTHER DEFICIENCIES IN CARBOHYDRATE METABOLISM

The lactate concentration in blood can rise from
its normal value of 1 – 2 mM to as much as 22 mM
after very severe exercise such as sprinting, but it
gradually returns to normal, requiring up to 6–8 h,
less if mild exercise is continued.  However, continu-
ously high lactic acid levels are observed when
enzymes of the gluconeogenic pathway are deficient
or when oxidation of pyruvate is partially blocked.a,b

Severe and often lethal deficiencies of the four key
gluconeogenic enzymes pyruvate carboxylase, PEP
carboxykinase, fructose 1,6-bisphosphatase, and
glucose 6-phosphatase are known.b  Pyruvate car-
boxylase deficiency may be caused by a defective
carboxylase protein, by an absence of the enzyme
that attaches biotin covalently to the three mitochon-
drial biotin-containing carboxylases (Chapter 14,
Section C), or by defective transport of biotin from
the gut into the blood.  The latter types of deficien-
cy can be treated successfully with 10 mg biotin
per day.

Deficiency of pyruvate dehydrogenase is the
most frequent cause of lactic acidemia.a,c  Since
this enzyme has several components (Fig. 15-15), a
number of forms of the disease have been observed.
Patients are benefitted somewhat by a high-fat, low-
carbohydrate diet.  Transient lactic acidemia may
result from infections or from heart failure.  One
treatment is to administer dichloroacetate, which
stimulates increased activity of pyruvate dehydro-
genase, while action is also taken to correct the
underlying illness.d  Another problem arises if a
lactate transporter is defective so that lactic acid
accumulates in muscles.e

A different problem results from deficiency of
enzymes of glycolysis such as phosphofructokinase
(see Box 20-D), phosphoglycerate mutase, and pyru-
vate kinase.  Lack of one isoenzyme of phospho-
glycerate mutase in muscle leads to intolerance to
strenuous exercise.f  A deficiency in pyruvate kinase
is one of the most common defects of glycolysis in
erythrocytes and leads to a shortened erythrocyte
lifetime and hereditary hemolytic anemia.g

Deficiency of the first enzyme of the pentose
phosphate pathway, glucose 6-phosphate dehydro-
genase, is widespread.h  Its geographical distribu-
tion suggests that, like the sickle-cell trait, it confers
some resistance to malaria.  A partial deficiency of
6-phosphogluconolactonase (Eq. 17-12, step b) has
also been detected within a family and may have
contributed to the observed hemolytic anemia.i

a Robinson, B. H. (1995) in The Metabolic and Molecular Bases of
Inherited Disease, 7th ed., Vol. 1 (Scriver, C. R., Beaudet, A. L., Sly,
W. S., and Valle, D., eds), pp. 1479–1499, McGraw-Hill, New York

b Robinson, B. H. (1982) Trends Biochem. Sci. 7, 151 – 153
c McCartney, R. G., Sanderson, S. J., and Lindsay, J. G. (1997)

Biochemistry 36, 6819 – 6826
d Stacpoole, P. W., 17 other authors, and Dichloroacetate-Lactic

Acidosis Study Group (1992) N. Engl. J. Med. 327, 1564– 1569
e Fishbein, W. N. (1986) Science 234, 1254– 1256
f DiMauro, S., Mirando, A. F., Khan, S., Gitlin, K., and Friedman,

R. (1981) Science 212, 1277 – 1279
g Tanaka, K. R., and Paglia, D. E. (1995) in The Metabolic and

Molecular Bases of Inherited Disease (Scriver, C. R., Beaudet, A. L.,
Sly, W. S., and Valle, D., eds), pp. 3485– 3511, McGraw-Hill,
New York

h Pandolfi, P. P., Sonati, F., Rivi, R., Mason, P., Grosveld, F., and
Luzzatto, L. (1995) EMBO J. 14, 5209 – 5215

i Beutler, E., Kuhl, W., and Gelbart, J. (1985) Proc. Natl. Acad. Sci.
U.S.A. 82, 3876–3878

6. The Fasting State

During prolonged fasting, glycogen supplies are
depleted throughout the body and fats become the
principal fuels.  Both glucose and pyruvate are in short
supply.  While the hydrolysis of lipids provides some
glycerol (which is phosphorylated and oxidized to
dihydroxyacetone-P), the quantity of glucose precursors
formed in this way is limited.  Since the animal body
cannot reconvert acetyl-CoA to pyruvate, there is a
continuing need for both glucose and pyruvate.  The
former is needed for biosynthetic processes, and the
latter is a precursor of oxaloacetate, the regenerating
substrate of the citric acid cycle.  For this reason, during
fasting the body readjusts its metabolism.  As much as
75% of the glucose need of the brain can gradually be
replaced by ketone bodies derived from the breakdown
of fats (Section A,4).277  Glucocorticoids (e.g., cortisol;

Chapter 22) are released from the adrenal glands.  By
inducing enzyme synthesis, these hormones increase
the amounts of a variety of enzymes within the cells
of target organs such as the liver.  Glucocorticoids also
appear to increase the sensitivity of cell responses to
cAMP and hence to hormones such as glucagon.268

The overall effects of glucocorticoids include an
increased release of glucose from the liver (increased
activity of glucose 6-phosphatase), an elevated blood
glucose and liver glycogen, and a decreased synthesis
of mucopolysaccharides.  The reincorporation of amino
acids released by protein degradation is inhibited
and synthesis of enzymes degrading amino acids is
enhanced.  Among these enzymes are tyrosine and
alanine aminotransferases, enzymes that initiate amino
acid degradation which gives rise to the glucogenic
precursors fumarate and pyruvate.

The inability of the animal body to form the glucose
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BOX 17-G  DIABETES MELLITUS

The most prevalent metabolic problem affecting
human beings is diabetes mellitus.a–c  Out of a million
people about 400 develop type I (or juvenile-onset)
insulin-dependent diabetes mellitus (IDDM)
between the ages of 8 and 12.  Another 33,000 (over
3%) develop diabetes by age 40 – 50, and by the late
70s over 7% are affected.  A propensity toward
diabetes is partially hereditary, and recessive sus-
ceptibility genes are present in a high proportion
of the population.  The severity of the disease varies
greatly.  About half of the type I patients can be
treated by diet alone, while the other half must
receive regular insulin injections because of the
atrophy of the insulin-producing cells of the pan-
creas.  Type I diabetes sometimes develops very
rapidly with only a few days of ravenous hunger
and unquenchable thirst  before the onset of keto-
acidosis.  Without proper care death can follow
quickly.  This suggested that a virus infection might
cause the observed death of the insulin-secreting
β cells of the pancreatic islets.  However, the disease
appears to be a direct result of an autoimmune
response (Chapter 31).  Antibodies directed against
such proteins as insulin, glutamate decarboxyl-
ase,d,e and a tyrosine phosphatasef of the patient’s
own body are present in the blood.  There may also
be a direct attack on the β cells by T cells of the
immune system (see Chapter 31).g,h  The events
that trigger such autoimmune attacks are not clear,
but there is a strong correlation with susceptibility
genes, in both human beingsi,j and mice.k,l

Adults seldom develop type I diabetes but often
suffer from type II or non-insulin-dependent
diabetes mellitus (NIDDM).  This is not a single
disease but a syndrome with many causes.  There is

usually a marked decrease in sensitivity to insulin
(referred to as insulin resistance) and poor uptake
and utilization of glucose by muscles.m  In rare
cases this is a result of a mutation in the gene for
the insulin molecule precursors (Eq. 10-8) or in the
gene regulatory regions of the DNA.n,o  Splicing of
the mRNAp may be faulty or there may be defects in
the structure or in the mechanisms of activation of
the insulin receptors (Figs. 11-11 and 11-12).q  The
number of receptors may be too low or they may be
degraded too fast to be effective.  About 15% of
persons with NIDDM have mutations in the insulin
substrate protein IRS-1 (Chapter 11, Section G) but
the significance is not clear.m,r  Likewise, the causes
of the loss of sensitivity of insulin receptors as well
as other aspects of insulin resistance are still poorly
understood.s  In addition, prolonged high glucose
concentrations result in decreased insulin synthesis
or secretion, both of which are also complex processes.
After synthesis the insulin hexamer is stored as
granules of the hexamer (insulin)6Zn2 (Fig. 7-18)
in vesicles at low pH.  For secretion to occur the
vesicles must first dock at membrane sites and
undergo exocytosis.  The insulin dissolves, releasing
the Zn2+, and acts in the monomeric form.t  Because
the mechanisms of action of insulin are still not fully
understood, it is difficult to interpret the results of
the many studies of diabetes mellitus.

A striking symptom of diabetes is the high blood
glucose level which may range from 8 to 60 mM.
Lower values are more typical for mild diabetes
because when the glucose concentration exceeds the
renal threshold of ~ 8 mM the excess is secreted into
the urine.  Defective utilization of glucose seems to
be tied to a failure of glucose to exert proper

L.  Regulation of Biosysnthesis

precursors pyruvate or oxaloacetate from acetyl units
is sometimes a cause of severe metabolic problems.
Ketosis, which was discussed in Section A,4,  develops
when too much acetyl-CoA is produced and not
efficiently oxidized in the citric acid cycle.  Ketosis
occurs during starvation, with fevers, and in insulin-
dependent diabetes (see also Box 17-G).  In cattle, whose
metabolism is based much more on acetate than is
ours, spontaneously developing ketosis is a frequent
problem.

7. Lipogenesis

A high-carbohydrate meal leads to an elevated
blood glucose concentration.  The glycogen reserves
within cells are filled.  The ATP level rises, blocking

the citric acid cycle, and citrate is exported from mito-
chondria (Fig. 17-20).  Outside the mitochondria citrate
is cleaved by the ATP-requiring citrate lyase (Eq. 14-37)
to acetyl-CoA and oxaloacetate.  The oxaloacetate can
be reduced to malate and the latter oxidized with
NADP+ to pyruvate (Eq. 17-46), which can again enter
the mitochondrion.  In this manner acetyl groups are
exported from the mitochondrion as acetyl-CoA which
can be carboxylated, under the activating influence of
citrate, to form malonyl-CoA, the precursor of fatty
acids.  The NADPH formed from oxidation of the
malate provides part of the reducing equivalents
needed for fatty acid synthesis.  Additional NADPH
is available from the pentose phosphate pathway.
Thus, excess carbohydrate is readily converted into 
fat by our bodies.  These reactions doubtless occur to
some extent in most cells, but they are quantitatively
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feedback control.  The result is that gluconeogenesis
is increased with corresponding breakdown of pro-
teins and amino acids.  The liver glycogen is deplet-
ed and excess nitrogen from protein degradation
appears in the urine.  In IDDM diabetes the products
of fatty acid degradation accumulate, leading to
ketosis.  The volume of urine is excessive and tissues
are dehydrated.

Although the acute problems of diabetes, such
as coma induced by ketoacidosis, can usually be
avoided, it has not been possible to prevent long-
term complications that include cataract formation
and damage to the retina and kidneys.  Most diabetics
eventually become blind and half die within 15 – 20
years.  Many individuals with NIDDM develop
insulin-dependent diabetes in later life as a result of
damage to the pancreatic β cells.  The high glucose
level in blood appears to be a major cause of these
problems.  The aldehyde form of glucose reacts
with amino groups of proteins to form Schiff bases
which undergo the Amadori rearrangement to form
ketoamines (Eq. 4-8).  The resulting modified proteins
tend to form abnormal disulfide crosslinkages.
Crosslinked aggregates of lens proteins may be a
cause of cataract.  The accumulating glucose-modified
proteins may also induce autoimmune responses
that lead to the long-term damage to kidneys and
other organs.  Another problem results from reduction
of glucose to sorbitol (Box 20-A).  Accumulation
of sorbitol in the lens may cause osmotic swelling,
another factor in the development of cataracts.w,x

Excessive secretion of the 37-residue polypeptide
amylin, which is synthesized in the β cells along
with insulin, is another frequent complication of
diabetes.u,v  Amylin precipitates readily within islet
cells to form amyloid deposits which are character-
istic of NIDDM.

For many persons with diabetes regular injec-
tions of insulin are essential.  Insulin was discovered
in 1921 in Toronto by Banting and Best, with a con-
troversial role being played by Professor J. J. R.
Macleod, who shared the Nobel prize with Banting
in 1923.y,z  In 1922 the first young patients received
pancreatic extracts and a new, prolonged life.z– bb

Persons with IDDM are still dependent upon daily
injections of insulin, but attempts are being made
to treat the condition with transplanted cells from
human cadavers.cc Animal insulins are suitable for
most patients, but allergic reactions sometimes make
human insulin essential.  The human hormone,
which differs from bovine insulin in three positions
(Thr in human vs Ala in bovine at positions 8 of the A
chain and 30 of the B chain and Ile vs Val at position
10 of the A chain), is now produced in bacteria using

recombinant DNA.  Nonenzymatic laboratory syn-
thesis of insulin has also been achieved, but it is
difficult to place the disulfide crosslinks in the
proper positions.  New approaches mimic the natu-
ral synthesis, in which the crosslinking takes place
in proinsulin (Fig. 10-7).

 NIDDM is strongly associated with obesity,dd

and dieting and exercise often provide adequate
control of blood glucose.  Sulfonylurea drugs such
as the following induce an increase in the number of
insulin receptors formed and are also widely used in
treatment of the condition.ee,ff  These drugs bind to
and inhibit ATP-sensitive K+  channels in the β cell
membranes.  A defect in this sulfonylurea receptor
has been associated with excessive insulin secretion

H2N C

N

NH

NH2
H

Aminoguanidine

a Atkinson, M. A., and Maclaren, N. K. (1990) Sci. Am. 263(Jul), 62–71
b Taylor, S. I. (1995) in The Metabolic and Molecular Bases of Inherited

Disease, 7th ed., Vol. 1 (Scriver, C. R., Beaudet, A. L., Sly, W. S.,
and Valle, D., eds), pp. 843–896, McGraw-Hill, New York
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242–246
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in infants.17  New types of drugs are being tested.gg–kk

These include inhibitors of aldose reductase,ii which
forms sorbitol; compounds such as aminoguanidine,
which inhibit formation of advanced products of
glycation and newly discovered fungal metabolites
that activate insulin receptors.jj
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BOX 17-G  (continued)

L.  Regulation of Biosysnthesis

most important in the liver, in fat cells of adipose
tissue, and in mammary glands.  The process is also
facilitated by insulin, which promotes the activation
of pyruvate dehydrogenase (Eq. 17-9) and of fatty acid
synthase of adipocytes.277a  Activity of fatty acid syn-
thase seems to be regulated by the rate of transcription
of its gene, which is controlled by a transcription
factor designated either as adipocyte determination
and differentiation factor-1 (ADD-1) or sterol
regulatory element-binding protein-1c (SREBP-1c).
This protein (ADD-1/ SREBP-1c) may be a general
mediator of insulin action.277b  The nuclear DNA-
binding protein known as peroxisome proliferator-
activated receptor gamma (PPAR�) is also involved
in the control of insulin action, a conclusion based
directly on discovery of mutations in persons with
type II diabetes.277c  A newly discovered hormone
resistin, secreted by adipocytes, may also play a
role.277d  Another adipocyte hormone, leptin, impairs
insulin action.277e  Recent evidence suggests that both
insulin and leptin may have direct effects on the
brain which also influence blood glucose levels.277f

Malonyl-CoA, which may also play a role in insulin
secretion,278,279 inhibits carnitine palmitoyltransferase I
(CPT I; Fig. 17-2), slowing fatty acid catabolism.280
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Study Questions

1. Write out a complete step-by-step mechanism for
the reactions by which citrate can be synthesized
from pyruvate and then exported from mitochon-
dria for use in the biosynthesis of fatty acids.
Include a chemically reasonable mechanism for
the action of ATP–citrate lyase, which catalyzes
the following reaction:

ATP + citrate + CoA-SH → Acetyl-CoA +
           oxaloacetate + ADP + Pi

Show how this reaction can be incorporated into
an ATP-driven cyclic pathway for generating
NADPH from NADH.

2. Show which parts (if any) of the citric acid cycle
are utilized in each of the following reactions and
what, if any, additional enzymes are needed in
each case.
a. Oxidation of acetyl-CoA to CO2
b. Catabolism of glutamate to CO2
c. Biosynthesis of glutamate from pyruvate
d. Formation of propionate from pyruvate

3. Here is a possible metabolic reaction for a fungus.

L-Leucine + 2-oxoglutarate2– + 2 1/2 O2 →
L-glutamate– + citrate3– + H2O + 2H+

∆G°’ (pH 7) = – 1026 kJ/mol

Suggest a metabolic pathway for this reaction.
Is it thermodynamically feasible?

4. It has been suggested that in Escherichia coli pyru-
vate may act as the regenerating substrate for a
catalytic cycle by which glyoxylate, OHC–COO–,
is oxidized to CO2.  Key enzymes in this cycle are
thought to be a 2-oxo-4-hydroxyglutarate aldolase
and 2-oxoglutarate dehydrogenase.  Propose a
detailed pathway for this cycle.

5. Some bacteria use a “dicarboxylic acid cycle”
to oxidize glyoxylate OHC – COO– to CO2.  The
regenerating substrate for this cycle is acetyl-CoA.
It is synthesized from glyoxylate by a complex
pathway that begins with conversion of two
molecules of glyoxylate to tartronic semialdehyde:
–OOC– CHOH – CHO.  The latter is then dehydro-
genated to D-glycerate.

Write out a detailed scheme for the dicarboxylate
cycle.  Also indicate how glucose and other cell
constituents can be formed from intermediates
created in this biosynthetic pathway.

6. Some bacteria that lack the usual aldolase produce
ethanol and lactic acid in a 1:1 molar ratio via the
“heterolactic fermentation.”  Glucose is converted
to ribulose 5-phosphate via the pentose phosphate
pathway enzymes.  A thiamin diphosphate-
dependent “phosphoketolase” cleaves xylulose
5-phosphate in the presence of inorganic phosphate
to acetyl phosphate and glyceraldehyde 3-phosphate.

Propose a mechanism for the phosphoketolase
reaction and write a balanced set of equations for
the fermentation.

7. Bacteria of the genera Aerobacter and Serratia
ferment glucose according to the following
equation:

1 1/2 Glucose → 2,3-butanediol + 3 CO2 + H2 +
     ethanol

Write out a detailed pathway for the reactions.
Use the pyruvate formate–lyase reaction.  What
yield of ATP do you expect per molecule of
glucose fermented?

8. Some Clostridia ferment glucose as follows:

2 Glucose + 2 H2O → butyrate– + 2 acetate– +
4 CO2 + 6 H2 + 3 H+

∆G°’ (pH 7) = – 479 kJ/ mol of butyrate formed

Write out detailed pathways.  How much ATP do
you think can be formed per glucose molecule
fermented?

9. Propionic acid bacteria use the following fermen-
tation:

1 1/2 Glucose → 2 propionate + acetate– + 3 H+ +
CO2 + H2O

∆G°’ = – 464 kJ/ mol of acetate formed

Write out a detailed pathway for the reactions.
How much ATP can be formed per molecule of
glucose?

10. Consider the following reaction which can occur
in the animal body:

2 Lactate– (C3H5O3
–) + CoASH + 2 NAD+ →
butyryl-CoA (C4H7O–S–CoA) +

2 CO2 + 2 NADH + H2O
∆G°’ (pH 7) ∼ 70 kJ/ mol of butyryl-CoA formed

Outline the sequence of reactions involved in this
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Study Questions

transformation.  Do you think that any ATP will
either be used or generated in the reaction?
Explain.

11. Leucine, an essential dietary constituent for
human beings, is synthesized in many bacteria
and plants using pyruvate as a starting material.
Outline this pathway of metabolism and illustrate
the chemical reaction mechanisms involved in
each step.

12. Write a step-by-step sequence for all of the
chemical reactions involved in the biosynthesis
of l-leucine from 2-oxoisovalerate:

Notice that this compound contains one carbon
atom less than leucine.  Start by condensing
2-oxoisovalerate with acetyl-CoA in a reaction
similar to that of citrate synthase.  Use structural
formulas.  Show all intermediate structures and
indicate what coenzymes are needed.  Use curved
arrows to indicate the flow of electrons in each step.

13. Some fungi synthesize lysine from 2-oxoglutarate
by elongating the chain using a carbon atom
derived from acetyl-CoA to form the 6-carbon
2-oxoadipate.  The latter is converted by an ATP-
dependent reduction to the ε-aldehyde.  Write
out reasonable mechanisms for the conversion
of 2-oxoglutarate to the aldehyde.  The latter is
converted on to L-lysine by a non–PLP-dependent
transamination via saccharopine (Chapter 24).

14. Outline the pathway for biosynthesis of L-leucine
from glucose and NH4

+ in autotrophic organisms.
In addition, outline the pathways for degradation
of leucine to CO2, water, and NH4

+ in the human
body.  For this overall pathway or “metabolic
loop,” mark the locations (one or more) at which
each of the following processes occurs.
a. Synthesis of a thioester by dehydrogenation
b. Substrate-level phosphorylation
c. Thiamin-dependent α condensation
d. Oxoacid chain-elongation process
e. Transamination
f. Oxidative decarboxylation of an α-oxoacid
g. Partial β oxidation
h. Thiolytic cleavage
i. Claisen condensation
j. Biotin-dependent carboxylation

15. A photosynthesizing plant is exposed to 14CO2.
On which carbon atoms will the label first appear
in glucose?

16. The Calvin – Benson cycle and the pentose phos-
phate pathway (Eq. 17-12) have many features in
common but run in opposite directions.  Since the
synthesis of glucose from CO2 requires energy,
the energy expenditure for the two processes
will obviously differ.  Describe the points in each
pathway where a Gibbs energy difference is used
to drive the reaction in the desired direction.

17. Draw the structure of ribulose 1(14C), 5-bisphosphate.
Enter an asterisk (*) next to carbon 1 to show that
this position is 14C-labeled.

Draw the structures of the products of the ribulose
bisphosphate carboxylase reaction, indicating the
radioactive carbon position with an asterisk.

18. A wood-rotting fungus is able to convert glucose to
oxalate approximately according to the following
equation:

Glucose + 5 O2 → 2 Oxalic acid (C2O4H2) +
2 CO2 + 4 H2O

Propose a mechanism.  See Munir et al.281 for details.

H3C CH C COO–

CH3

O
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Electrons flowing through the electron transport chains in the membranes of the mitochondria,
(at the left) in this thin section through the retina of a kangaroo rat (Dipodomys ordi) generates
ATP.  The ATP provides power for the synthesis and functioning of the stacked photoreceptor
disks seen at the right.  The outer segment of each rod cell (See Fig. 23-40), which may be
15 – 20 mm in length, consists of these disks, whose membranes contain the photosensitive
protein pigment rhodopsin.  Absorption of light initiates an electrical excitation which is sent
to the brain.  Micrograph from Porter and Bonneville (1973) Fine Structure of Cells and Tissues,
Lea and Febiger, Philadelphia, Pennsylvania.  Courtesy of Mary Bonneville.
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Electron Transport, Oxidative
Phosphorylation, and Hydroxylation 18

In this chapter we will look at the processes by
which reduced carriers such as NADH and FADH2
are oxidized within cells.  Most familiar to us, because
it is used in the human body, is aerobic respiration.
Hydrogen atoms of NADH, FADH2, and other reduced
carriers appear to be transferred through a chain of
additional carriers of increasingly positive reduction
potential and are finally combined with O2 to form
H2O.  In fact, the hydrogen nuclei move freely as
protons (or sometimes as H– ions); it is the electrons
that are deliberately transferred.  For this reason, the
chain of carriers is often called the electron transport
chain.  It is also referred to as the respiratory chain.

Because far more energy is available to cells from
oxidation of NADH and FADH2 than can be obtained
by fermentation, the chemistry of the electron trans-
port chain and of the associated reactions of ATP
synthesis assumes great importance.  A central ques-
tion becomes “How is ATP generated by flow of elec-
trons through this series of carriers”?  Not only is most
of the ATP formed in aerobic and in some anaerobic
organisms made by this process of oxidative phos-
phorylation, but the solar energy captured during
photosynthesis is used to form ATP in a similar man-
ner.  The mechanism of ATP generation may also be
intimately tied to the function of membranes in the
transport of ions.  In a converse manner, the mecha-
nism of oxidative phosphorylation may be related to
the utilization of ATP in providing energy for the
contraction of muscles.

In some organisms, especially bacteria, energy
may be obtained through oxidation of H2, H2S, CO, or
Fe2+ rather than of the hydrogen atoms removed from
organic substrates.  Furthermore, some bacteria use
anaerobic respiration in which NO3

–, SO4
2–, or CO2

act as oxidants either of reduced carriers or of reduced
inorganic substances.  In the present chapter, we will
consider these energy-yielding processes as well as the
chemistry of reactions of oxygen that lead to incorpo-
ration of atoms from O2 into organic compounds.

The oxidative processes of cells have been hard
to study, largely because the enzymes responsible are
located in or on cell membranes.  In bacteria the sites
of electron transport and oxidative phosphorylation
are on the inside of the plasma membrane or on mem-
branes of mesosomes.  In eukaryotes they are found
in the inner membranes of the mitochondria and, to a
lesser extent, in the endoplasmic reticulum.  For this
reason we should probably start with a closer look at
mitochondria, the “power plants of the cell.”

A.  The Architecture of the Mitochondrion

Mitochondria are present in all eukaryotic cells
that use oxygen in respiration, but the number per cell
and the form and size vary.1– 4  Certain tiny trypano-
somes have just one mitochondrion but some oocytes
have as many as 3 x 105.  Mammalian cells typically
contain several hundred mitochondria and liver cells5

more than 1000.  Mammalian sperm cells may contain
50– 75 mitochondria,6 but in some organisms only one
very large helical mitochondrion, formed by the fusion
of many individual mitochondria, wraps around the
base of the tail.  Typical mitochondria appear to be
about the size of cells of E. coli.  However, study of
ultrathin serial sections of a single yeast cell by elec-
tron microscopy has shown that, under some growth
conditions, all of the mitochondria are interconnected.7

In every case a mitochondrion is enclosed by two

1.0 µm
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concentric membranes, an outer and an inner mem-
brane, each ~ 5 – 7 nm thick (Figs. 18-1, 18-2).  The inner
membrane is folded to form the cristae.  The number
of cristae, the form of the cristae, and the relative
amount of the internal matrix space are variable.  In
liver there is little inner membrane and a large matrix
space, while in heart mitochondria there are more
folds and a higher rate of oxidative phosphorylation.
The enzymes catalyzing the tricarboxylic acid cycle are
also unusually active in heart mitochondria.  A typical
heart mitochondrion has a volume of 0.55 µm3; for
every cubic micrometer of mitochondrial volume there
are 89 µm2 of inner mitochondrial membranes.9

Mitchondria can swell and contract, and forms
other than that usually seen in osmium-fixed electron
micrographs have been described.  In some mitochon-
dria the cristae are swollen, the matrix volume is much
reduced, and the intermembrane space between the
membranes is increased.  Rapidly respiring mitochon-
dria fixed for electron microscopy exhibit forms that
have been referred to as “energized” and “energized-
twisted.”10  The micrograph (Fig. 18-1) and drawing
(Fig. 18-2) both show a significant amount of inter-
membrane space.  However, electron micrographs of
mitochondria from rapidly frozen aerobic tissues show
almost none.11  Recent studies by electron microscopic
tomography show cristae with complex tubular struc-
tures.  The accepted simple picture of mitochondrial

structure (Fig. 18-1) is undergoing revision.12–12b  The
isolated mitochondria that biochemists have studied
may be fragments of an interlinked mitochondrial
reticulum that weaves its way through the cell.12b

However, this reticulum may not be static but may
break and reform.  The accepted view that the mito-
chondrial matrix space is continuous with the internal
space in the cristae is also the subject of doubts.  Perhaps
they are two different compartments.12a

1. The Mitochondrial Membranes and
Compartments

The outer membranes of mitochondria can be
removed from the inner membranes by osmotic rup-
ture.13  Analyses on separated membrane fractions
show that the outer membrane is less dense (density
~ 1.1 g / cm3) than the inner (density ~ 1.2 g / cm3).  It
is highly permeable to most substances of molecular
mass 10 kDa or less because of the presence of pores of
~ 2 nm diameter.  These are formed by mitochondrial
porins,14– 17 which are similar to the outer membrane
porins of gram-negative bacteria (Fig. 8-20).  The ratio
of phospholipid to protein (~ 0.82 on a weight basis) is
much higher than in the inner membrane.  Extraction
of the phospholipids by acetone destroys the mem-
brane.  Of the lipids present, there is a low content of
cardiolipin, a high content of phosphatidylinositol and
cholesterol, and no ubiquinone.

The inner membrane is impermeable to many sub-
stances.  Neutral molecules of <150 Da can penetrate
the membranes, but the permeability for all other
materials including small ions such as H+, K+, Na+,
and Cl– is tightly controlled.  The ratio of phospholipid
to protein in the inner membrane is ~ 0.27, and cardio-
lipin makes up ~ 20% of the phospholipid present.
Cholesterol is absent.  Ubiquinone and other compo-
nents of the respiratory chain are all found in the inner
membrane.  Proteins account for 75% of the mass of
the membrane.

Another characteristic of the inner mitochondrial
membrane is the presence of projections on the inside
surface, which faces the mitochondrial matrix.  See
Fig. 18-14.  These spherical 85-kDa particles, discovered
by Fernandez Moran in 1962 and attached to the mem-
brane through a “stalk”, display ATP-hydrolyzing
(ATPase) activity.  The latter was a clue that the knobs
might participate in the synthesis of ATP during oxida-
tive phosphorylation.  In fact, they are now recognized
as a complex of proteins called coupling factor 1 (F1)
or ATP synthase.

In addition to bacterialike mitochondrial ribosomes
and small circular molecules of DNA, mitochondria
may contain variable numbers of dense granules of
calcium phosphate, either Ca3(PO4)2 or hydroxylapa-
tite (Fig. 8-34),4,18 as well as of phospholipoprotein.4

Figure 18-1  Thin section of mitochondria of a cultured
kidney cell from a chicken embryo.  The small, dark, dense
granules within the mitochondria are probably calcium
phosphate.  Courtesy of Judie Walton.
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Quantitatively the major constituents of the matrix
space are a large number of proteins.  These account
for about 56% by weight of the matrix material and
exist in a state closer to that in a protein crystal than in
a true solution.19–20a  Mitochondrial membranes also
contain proteins, both tightly bound relatively non-
polar intrinsic proteins and extrinsic proteins bound

Figure 18-2  (A) Schematic diagram of mitochondrial structure.  (B) Model
showing organization of particles in mitochondrial membranes revealed by
freeze-fracture electron microscopy.  The characteristic structural features seen
in the four half-membrane faces (EF and PF) that arise as a result of fracturing
of the outer and inner membranes are shown.  The four smooth membrane
surfaces (ES and PS) are revealed by etching.  From Packer.8
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to the membrane surfaces.  The other mitochondrial
compartment, the intermembrane space, may normally
be very small but it is still “home” for a few enzymes.

2.  The Chemical Activities of Mitochondria

Mention of mitochondria usually
brings to the mind of the biochemist
the citric acid cycle, the � oxidation
pathway of fatty acid metabolism,
and oxidative phosphorylation.
In addition to these major processes,
many other chemical events also
occur.  Mitochondria concentrate
Ca2+ ions and control the entrance
and exit of Na+, K+, dicarboxylates,
amino acids, ADP, Pi and ATP, and
many other substances.16  Thus, they
exert regulatory functions both on
catabolic and biosynthetic sequences.
The glycine decarboxylase system
(Fig. 15-20) is found in the mito-
chondrial matrix and is especially
active in plant mitochondria (Fig.
23-37).  Several cytochrome P450-
dependent hydroxylation reactions,
important to the biosynthesis and
catabolism of steroid hormones and
to the metabolism of vitamin D, take
place within mitochondria.  Mito-
chondria make only a few of their
own proteins but take in several
hundred other proteins from the
cytoplasm as they grow and multiply.

Where within the mitochondria
are specific enzymes localized?  One
approach to this question is to see
how easily the enzymes can be dis-
sociated from mitochondria.  Some
enzymes come out readily under
hypotonic conditions.  Some are
released only upon sonic oscillation,
suggesting that they are inside the
matrix space.  Others, including the
cytochromes and the flavoproteins
that act upon succinate and NADH,
are so firmly embedded in the inner
mitochondrial membranes that they
can be dissociated only through the
use of non-denaturing detergents.

Because the enzymes of the citric
acid cycle20a (with the exception of
succinate dehydrogenase) and β
oxidation are present in the matrix,
the reduced electron carriers must
approach the inner membrane from

A.  The Architecture of the Mitochondrion
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the matrix side (the M side).  Thus, the embedded
enzymes designed to oxidize NADH, succinate, and
other reduced substrates must be accessible from
the matrix side.  However, sn-glycerol 3-phosphate
dehydrogenase, a flavoprotein, is accessible from the
“outside” of the cytoplasmic (C side) of the inner
membrane.21  Fluorescent antibodies to cytochrome c
bind only to the cytoplasmic (intermembrane) side of
the inner membrane, but antibodies to cytochrome
oxidase label both sides, which suggested that this
protein complex spans the membrane.22  However,
oxidation of cytochrome c by cytochrome oxidase
occurs only on the cytoplasmic surface.22  Antibodies
to the ATP synthase that makes up the knobs bind
strictly to the matrix side.

The outer mitochondrial membrane contains
monoamine oxidase, cytochrome b5, fatty acyl-CoA
synthase, and enzymes of cardiolipin synthesis22a as
well as other proteins.  Cardiolipin (diphosphatidyl-
glycerol; Fig. 21-4) is found only in the inner mito-
chondrial membrane and in bacteria.  It is functionally
important for several mitochondrial enzymes including
cytochrome oxidase and cytochome bc1.22a–c  It is also

essential to photosynthetic membranes for which an
exact role in an interaction between the lipid mem-
brane and the associated protein has been revealed by
crystallography.22d  In other respects the composition
of the inner mitochondrial membrane resembles that
of the membranes of the endoplasmic reticulum.
Isoenzyme III of adenylate kinase, a key enzyme in-
volved in equilibrating ATP and AMP with ADP (Eq.
6-65), is one of the enzymes present in the intermem-
brane space.  A number of other kinases, as well as
sulfite oxidase, are also present between the mem-
branes.4

As mentioned in Box 6-D, mitochondria sometimes
take up calcium ions.  The normal total concentration
of Ca2+ is ~1 mM and that of free Ca2+ may be only
~0.1 µM.22e,f  However, under some circumstances
mitochondria accumulate large amounts of calcium,
perhaps acting as a Ca2+ buffer.22g,f  The so called
ryanodine receptors (Fig. 19-21), prominent in the
endoplasmic reticulum, have also been found in heart
mitochondria, suggesting a function in control of calcium
oscillations.22i,j  On the other hand, accumulation of
calcium by mitochondria may be pathological and

the activation of Ca2+-dependent
proteases may be an initial step in
apoptosis.22h,22k

3.  The Mitochondrial Genome

Each mitochondrion contains
several molecules of DNA (mtDNA),
usually in a closed, circular form,
as well as the ribosomes, tRNA
molecules, and enzymes needed for
protein synthesis.1,23– 26  With rare
exceptions almost all of the mito-
chondrial DNA in a human cell is
inherited from the mother.6,26a  The
size of the DNA circles varies from
16– 19 kb in animals27 to over 200 kb
in many higher plants.  Complete
sequences of many mitochondrial
DNAs are known.28,28a  Among
these are the 16,569 bp human
mtDNA,29 the 16,338 bp bovine
mtDNA, the 16,896 bp mtDNA of
the wallaroo Macropus robustus,30

and the 17,533 bp mtDNA of the
amphibian Xenopus laevis.31,32  The
sea urchin Paracentotus lividus has
a smaller 15,697 bp genome.  How-
ever, the order of the genes in this
and other invertebrate mtDNA is
different from that in mammalian
mitochondria.33  Protozoal mtDNAs
vary in size from ~ 5900 bp for the

TABLE 18-1
Catalog of Mitochondrial Genesa

a Data from Palmer, J. D. (1997) Nature (London) 387, 454 – 455.1
b One for each amino acid of the genetic code but two each for serine and leucine.

Name and symbol Homo
sapiens

Reclino-
monas

americana

Saccharo-
myces

cerevisiae

Arabi-
dopsis

thaliana

Ribosomal RNA

s rRNA (small, 12s) 1 1 1 1

l rRNA (large, 16s) 1 1 1 1

5 S RNA 1 1

Transfer RNAs 22b 26 24 22

NADH dehydrogenase

Subunits ND1– 6, ND4L  7 12 0 9

Cytochrome b 1 1 1 1

Cytochrome oxidase

Subunits I, II, III  3 3 3 3

ATP synthase

Subunits 6, 8, others 2 5 3 4

Total protein coding genes 13 62 8 27

Total genes 37 92 35 53

Size of DNA (kbp) 16.596 69 75 367
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parasitic malaria organism Plasmodium falciparum34,35 to
41,591 bp for Acanthamoeba castellani36 and 69,034 bp for
the fresh water flagellate Reclinomonas americana.26,37

All of the mammalian mtDNAs are organized as
shown in Fig. 18-3.  The two strands of the DNA can
be separated by virtue of their differing densities.  The
heavy (H) strand has a 5'→3' polarity in a counter-
clockwise direction in the map of Fig. 18-3, while the
light (L) strand has a clockwise polarity.  From the
sequences 13 genes for specific proteins, 2 genes for
ribosomal RNA molecules, and 22 genes for transfer
RNAs have been identified.  The genes are listed in
Table 18-1 and have also been marked on the map
in Fig. 18-3.  The map also shows the tRNA genes,
labeled with standard one-letter amino acid abbrevia-
tions, and the directions of transcription.  Most of the
protein genes are on the H-strand.  One small region,
the D-loop, contains an origin of replication and control
signals for transcription (see Chapters 27 and 28).

The genes in mammalian mtDNA are closely
packed with almost no nucleotides between them.
However, the 19.5-kb mtDNA of Drosophila contains an

(A+T)-rich region, which varies among species.38  In
the much larger 78-kb genome of yeast Saccharomyces
cerevisiae many (A+T)-rich spacer regions are present.39

The yeast mitochondrial genome also contains genes
for several additional proteins.  Mitochondria of
Reclinomonas americana contain 97 genes, including
those for 5S RNA, the RNA of ribonuclease P as well
as a variety of protein coding genes.  Perhaps this
organism is primitive, resembling the original progeni-
tor of eukaryotic life.26  The mtDNA of trypanosomes
is present in the large mitochondrion or kinetoplast as
40– 50 “maxicircles” ~ 20 – 35 kb in size, together with
5000– 10,000 “minicircles”, each of 645 – 2500 bp (see
Fig. 5-16).  The latter encode guide RNA for use in
RNA editing (Chapter 28).  The large mitochondrial
DNAs of higher plants, e.g., Arabidopsis (Table 18-1),
also contain additional protein genes as well as large
segments of DNA between the genes.  The genome of
the turnip (Brassica campestris) exists both as a 218-kb
master chromosome and smaller 83- and 135-kb
incomplete chromosomes, a pattern existing for most
land plants.40– 42  The muskmelon contains 2500 kb of

mitochondrial DNA (mtDNA).  On
the other hand, most mtDNA of the
liverwort Marchantia polymorpha
consists of 186-kb linear duplexes.42a

The compact size of the mam-
malian genome is dependent, in
part, on alterations in the genetic
code, as shown in Table 18-2, and a
modification of tRNA structures that
permits mitochondria to function
with a maximum of  22 tRNAs
(Chapter 28).43– 45  However, the
more primitive Reclinomonas utilizes
the standard genetic code in its
mitochondria.26  The mammalian
mitochondrial genes contain no
introns, but some yeast mitochon-
drial genes do.  Furthermore, some
of the introns contain long open
reading frames.  At least two of
these genes-within-genes encode
enzymes that excise the introns.

Why does mtDNA contain any
protein genes, or why does mtDNA
even exist?  It seems remarkable that
the cells of our bodies make the 100
or so extra proteins (encoded in the
nucleus) needed for replication,
transcription, amino acid activation,
and mitochondrial ribosome forma-
tion and bring these into the mito-
chondria for the sole purpose of
permitting the synthesis there of
13 proteins.  The explanation is not
evident.  What are the 13 proteins?

Figure 18-3  Genomic map of mammalian mitochondrial DNA.  The stippled
areas represent tRNA genes which are designated by the single-letter amino
acid code; polarity is counterclockwise except for those marked by green
arrow heads.  All protein-coding genes are encoded on the H strand (with
counterclockwise polarity), with the exception of ND6, which is encoded on
the L strand. COI, COII, and COIII:  cytochrome oxidase subunits I, II, and III;
Cyt b:  cytochrome b; ND:  NADH dehydrogenase; ATP:ATP synthase.  OH and
OL:  the origins of H and L strand replication, respectively.  After Wallace46 and
Shoffner and Wallace.45  Positions of a few of many known mutations that
cause serious diseases are marked using abbrevations defined in Box 18-B.
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Three are the large functional subunits of cytochrome
oxidase, one is cytochrome b, and seven are subunits
of the NADH dehydrogenase system (Complex I).
Two are subunits of ATP synthase.  These are all vitally
involved in the processes of electron transport and
oxidative phosphorylation, but so are other proteins
that are imported from the cytoplasm.

One gene in yeast mtDNA is especially puzzling.
The var 1 gene encodes a mitochondrial ribosomal
protein, whose sequence varies with the strain of
yeast.  The gene is also involved in unusual recombi-
national events.47  Another unusual aspect of yeast
mitochondrial genetics is the frequent appearance of
“petite” mutants, which grow on an agar surface as
very small colonies.  These have lost a large fraction
of their mitochondrial DNA and, therefore, the ability
to make ATP by oxidative phosphorylation.  The
remaining petite mtDNA may sometimes become
integrated into nuclear DNA.48  A few eukaryotes
that have no aerobic metabolism also have no mito-
chondria.49

4.  Growth and Development

Mitochondria arise by division and growth of
preexisting mitochondria.  Because they synthesize
only a few proteins and RNA molecules, they must
import many proteins and other materials from the
cytoplasm.  A mitochondrion contains at least 100
proteins that are encoded by nuclear genes.50,50a  The
mechanisms by which proteins are taken up by mito-
chondria are complex and varied.  Many of the newly
synthesized proteins carry, at the N terminus, pre-
sequences that contain mitochondrial targeting
signals51– 53 (Chapter 10).  These amino acid sequences
often lead the protein to associate with receptor pro-
teins on the outer mitochondrial membrane and sub-
sequently to be taken up by the mitochondria.  While
the targeting sequences are usually at the N terminus
of a polypeptide, they are quite often internal.  The
N-terminal sequences are usually removed by action
of the mitochondrial processing peptidase (MPP) in

the matrix, but internal targeting sequences are not
removed.52  Targeting of proteins to mitochondria may
be assisted by mRNA binding proteins that guide
appropriate mRNAs into the vicinity of mitochondria
or other organelles.53

In addition to targeting signals, polypeptides
destined for the inner mitochondrial membrane contain
additional topogenic signals that direct the polypep-
tide to its destination.  These topogenic signals are
distinct from the targeting signals, which they some-
times follow.  Topogenic signals are usually hydro-
phobic sequences, which may become transmembrane
segments of the protein in its final location.52,54  The
uptake of many proteins by mitochondria requires
the electrical potential that is usually present across
the inner membrane (Section E).  The fact that mito-
chondrial proteins usually have higher isoelectric
points and carry more positive charges at neutral pH
favors uptake.55  In addition, chaperonins assist in

TABLE 18-2
Alterations in the Genetic Code in the DNA of
Animal Mitochondria

Codons Nuclear DNAa Mitochondrial DNA

AGA, ACG Arg Termination

AUA Ile Met

UGA Termination Trp

a See Table 5-5 for the other “standard” codons.

Figure 18-4  Schematic diagram of the protein transport
machinery of mitochondrial membranes labeled according to
the uniform nomenclature.57  Subunits of outer membrane
receptors and translocase are labeled Tom (translocase of
outer membrane) and those of the inner membrane Tim
(translocase of inner membrane).  They are designated
Tom70, etc., according to their sizes in kilodaltons (kDa).
Preproteins are recognized by receptor Tom70·Tom 37 and /
or by Tom22·Tom20.  Clusters of negative charges on many
components help guide the preprotein through the uptake
pores in one or both membranes.50,58  See Pfanner et al.,57

Schatz,50,50a and Gabriel et al.50b
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unfolding the protein to be taken up, assist in trans-
port of some proteins,50a and may help the imported
proteins to assemble into oligomeric structures.51– 53,56

Protein uptake also requires a set of special pro-
teins described as the translocase of the outer mito-
chondrial membrane (Tom) and translocase of the
mitochondrial inner membrane (Tim).  Subunits
that form the receptor targets and transport pores are
designated, according to their approximate molecular
masses in kD as Tom70, Tim23, etc. (Fig. 18-4).57  Pre-
proteins are recognized by the receptor complexes
Tom70 · Tom37 and / or Tom22 · Tom20 on the mito-
chondrial surface.  They then enter the general import
pore formed by Tom40, Tom6, and Tom7 with the
assistance of a small integral membrane protein Tom5,
which has a positively charged C-terminal membrane
anchor segment and a negatively charged N-terminal
portion that may bind to the positively charged mito-
chondrial targeting sequences.50,59  A number of other
translocase components, including Tom20 and Tom22
of the outer membrane and Tim23 of the inner mem-
brane, also have acidic extramembranous domains.58

This suggested an “acid chain” hypothesis according
to which the targeting signal interacts consecutively
with a series of acidic protein domains that help to
guide it across the two membranes.50a,58,59  A series of
small proteins, Tim8, 9, 10, 12, 13, function in yeast
mitochondria to mediate the uptake of metabolite
transporters.  A defect in the human nuclear gene for a
protein that resembles Tim8 causes deafness dystonia,
a recessive X-linked neurodegenerative disorder.59a,b

B.  Electron Transport Chains

During the 1940s, when it had become clear that
formation of ATP in mitochondria was coupled to
electron transport, the first attempts to pick the system
apart and understand the molecular mechanism began.
This effort led to the identification and at least partial
characterization of several flavoproteins, iron-sulfur
centers, ubiquinones, and cytochromes, most of which
have been described in Chapters 15 and 16.  It also
led to the picture of mitochondrial electron transport
shown in Fig. 10-5 and which has been drawn in a
modern form in Fig. 18-5.

1. The Composition of the Mitochondrial
Electron Transport System

Because of the difficulty of isolating the electron
transport chain from the rest of the mitochondrion, it
is easiest to measure ratios of components (Table 18-3).
Cytochromes a, a3, b, c1, and c vary from a 1:1 to a 3:1
ratio while flavins, ubiquinone, and nonheme iron
occur in relatively larger amounts.  The much larger

B.  Electron Transport Chains

TABLE 18-3
Ratios of Components in the Electron Transport
Chain of Mitochondriaa,b

Electron carrier

a From Wainio, W. W. (1970) The Mammalian Mitochondrial Respiratory
Chain, Academic Press, New York, and references cited therein.

b Molecular ratios are given. Those for the cytochromes refer to the
relative numbers of heme groups.

Rat liver
mitochondria

Beef heart
mitochondria

Cytochrome a3 1.0 1.1

Cytochrome a 1.0 1.1

Cytochrome b 1.0 1.0

Cytochrome c1 0.63 0.33–0.51

Cytochrome c 0.78 0.66–0.85

Pyridine nucleotides 24

Flavins 3 1

Ubiquinone 3–6 7

Copper 2.2

Nonheme iron 5.5

amount of pyridine nucleotides is involved in carrying
electrons from the various soluble dehydrogenases of
the matrix to the immobile carriers in the inner mem-
brane, while ubiquinone has a similar function within
the lipid bilayer of mitochondrial membranes.

What are the molar concentrations of the electron
carriers in mitochondrial membranes?  In one experi-
ment, cytochrome b was found in rat liver mitochon-
dria to the extent of 0.28 µmol/g of protein.  If we take
a total mitochondrion as about 22% protein, the average
concentration of the cytochrome would be ~ 0.06 mM.
Since all the cytochromes are concentrated in the inner
membranes, which may account for 10% or less of the
volume of the mitochondrion, the concentration of
cytochromes may approach 1 mM in these membranes.
This is sufficient to ensure rapid reactions with sub-
strates.

2.  The Sequence of Electron Carriers

Many approaches have been used to deduce the
sequence of carriers through which electron flow takes
place (Fig. 18-5).  In the first place, it seemed reason-
able to suppose that the carriers should lie in order of
increasing oxidation–reduction potential going from
left to right of the figure.  However, since the redox
potentials existing in the mitochondria may be some-
what different from those in isolated enzyme prepara-
tions, this need not be strictly true.
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Figure 18-5  A current concept of the electron transport chain of mitochondria.  Complexes I, III, and IV pass electrons from
NADH or NADPH to O2, one NADH or two electrons reducing one O to H2O.  This electron transport is coupled to the trans-
fer of about 12 H+ from the mitochondrial matrix to the intermembrane space.  These protons flow back into the matrix
through ATP synthase (V), four H+ driving the synthesis of one ATP.  Succinate, fatty acyl-CoA molecules, and other substrates
are oxidized via complex II and similar complexes that reduce ubiquinone Q, the reduced form QH2 carrying electrons to
complex III.  In some tissues of some organisms, glycerol phosphate is dehydrogenated by a complex that is accessible from
the intermembrane space.
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The development by Chance of a dual wavelength
spectrophotometer permitted easy observation of the
state of oxidation or reduction of a given carrier within
mitochondria.60  This technique, together with the study
of specific inhibitors (some of which are indicated in
Fig. 18-5 and Table 18-4), allowed some electron trans-
port sequences to be assigned.  For example, blockage
with rotenone and amytal prevented reduction of the
cytochrome system by NADH but allowed reduction
by succinate and by other substrates having their own
flavoprotein components in the chain.  Artificial elec-
tron acceptors, some of which are shown in Table 18-5,

were used to bypass parts of the chain as indicated in
Fig. 18-5.

Submitochondrial particles and complexes.
Many methods have been employed to break mito-
chondrial membranes into submitochondrial particles
that retain an ability to catalyze some of the reactions
of the chain.61  For example, the Keilin–Hartree prepa-
ration of heart muscle is obtained by homogenizing
mitochondria and precipitation at low pH.62  The
resulting particles have a low cytochrome c content
and do not carry out oxidative phosphorylation.
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However, they do transport electrons and react with
O2.  Other electron transport particles have been pre-
pared by sonic oscillation.  Under the electron micro-
scope such particles appear to be small membranous
vesicles resembling mitochondrial cristae.

Many detergents are strong denaturants of pro-
teins, but some of them disrupt mitochondrial mem-
branes without destroying enzymatic activity.  A
favorite is digitonin (Fig. 22-12), which causes disinte-
gration of the outer membrane.  The remaining frag-
ments of inner membrane retain activity for oxidative
phosphorylation.  Such submitochondrial particles can
be fractionated further by chemical treatments.  Sepa-
rate complexes can be obtained by treating the inner
membranes with the nondenaturing detergent cholate
(Fig. 22-10) and isolating the complexes by differential
salt fractionation using ammonium sulfate. The isolated
complexes I – IV catalyze reactions of four different
portions of the electron transport process63– 65 as indi-
cated in Eq. 18-1:

These complexes are usually named as follows:  I,
NADH-ubiquinone oxidoreductase; II, succinate-
ubiquinone oxidoreductase; III, ubiquinol-
cytochrome c oxidoreductase; IV, cytochrome c
oxidase.  The designation complex V is sometimes
applied to ATP synthase (Fig. 18-14).  Chemical analy-
sis of the electron transport complexes verified the
probable location of some components in the intact
chain.  For example, a high iron content was found in
both complexes I and II and copper in complex IV.

We now recognize not only that these complexes
are discrete structural units but also that they are
functional units.  Complete X-ray crystallographic
structures are available for complexes III and IV and
for much of the ATP synthase complex.  As is indicated
in Fig. 18-5, complexes I – IV are linked by two soluble
electron carriers, ubiquinone and cytochrome c.

The lipid-soluble ubiquinone (Q) is present in both
bacterial and mitochondrial membranes in relatively
large amounts compared to other electron carriers
(Table 18-2).  It seems to be located at a point of con-
vergence of the NADH, succinate, glycerol phosphate,
and choline branches of the electron transport chain.
Ubiquinone plays a role somewhat like that of NADH,
which carries electrons between dehydrogenases in
the cytoplasm and from soluble dehydrogenases in
the aqueous mitochondrial matrix to flavoproteins
embedded in the membrane.  Ubiquinone transfers
electrons plus protons between proteins within the
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TABLE 18-4
Some Well-Known Respiratory Inhibitorsa

Rotenone, an insecticide and
fish poison from a plant root

a See Fig. 18-5 for sites of inhibition.

Progesterone (See Fig. 22-11)

Antimycin A, a Streptomyces
antibiotic

Piericidin A, a structural
analog of ubiquinone

Thenoyltrifluoroacetone
(TTB, 4,4,4-trifluoro-
1-(2-thienyl)-1,3-
butadione

Cyanide –C N
Azide N N N–

Carbon monoxide CO

Amytal
(amobarbital)
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BOX 18-A  HISTORICAL NOTES ON RESPIRATION

Animal respiration has been of serious interest
to scientists since 1777, when Lavoisier concluded
that foods undergo slow combustion within the body,
supposedly in the blood.  In 1803–1807, Spallanzani
established for the first time that the tissues were
the actual site of respiration, but his conclusions
were largely ignored.  In 1884, MacMunn discovered
that cells contain the heme pigments, which are
now known as cytochromes.  However, the leading
biochemists of the day dismissed the observations
as experimental error, and it was not until the present
century that serious study of the chemistry of bio-
logical oxidations began.a,b

 Recognition that substrates are oxidized
by dehydrogenation is usually attributed to H.
Wieland.  During the years 1912–1922 he showed
that synthetic dyes, such as methylene blue, could
be substituted for oxygen and would allow res-
piration of cells in the absence of O2.  Subsequent
experiments (see Chapter 15) led to isolation of the
soluble pyridine nucleotides and flavoproteins and
to development of the concept of an electron trans-
port chain.

Looking at the other end of the respiratory
chain, Otto Warburgc,d noted in 1908 that all aerobic
cells contain iron.  Moreover, iron-containing char-
coal prepared from blood catalyzed nonenzymatic
oxidation of many substances, but iron-free charcoal
prepared from cane sugar did not.  Cyanide was
found to inhibit tissue respiration at low concentra-
tions similar to those needed to inhibit nonenzymat-
ic catalysis by iron salts.  On the basis of these
investigations, Warburg proposed in 1925 that aerobic
cells contain an iron-based Atmungsferment (respira-
tion enzyme), which was later called cytochrome
oxidase.  It was inhibited by carbon monoxide.

Knowing that carbon monoxide complexes of
hemes are dissociated by light, Warburg and Negelein,
in 1928, determined the photochemical action
spectrum (see Chapter 23) for reversal of the carbon
monoxide inhibition of respiration of the yeast
Torula utilis.  The spectrum closely resembled the
absorption spectrum of known heme derivatives
(Fig. 16-7).  Thus, it was proposed that O2, as well as
CO, combines with the iron of the heme group in
the Atmungsferment.

Meanwhile, during 1919–1925, David Keilin,
while peering through a microscope equipped with
a spectroscopic ocular at thoracic muscles of flies
and other insects, observed a pigment with four
distinct absorption bands.  At first he thought it
was derived by some modification of hemoglobin,
but when he found the same pigment in fresh
baker’s yeast, he recognized it as an important new

substance.  In his words:e

One day while I was examing a suspension of yeast
freshly prepared from a few bits of compressed yeast
shaken vigorously with a little water in a test-tube, I
failed to find the characteristic four-banded absorption
spectrum, but before I had time to remove the suspension
from the field of vision of the microspectroscope the four
absorption bands suddenly reappeared.  This experiment
was repeated time after time and always with the same
result: the absorption bands disappeared on shaking the
suspension with air and reappeared within a few seconds
on standing.

I must admit that this first visual perception of an
intracellular respiratory process was one of the most
impressive spectacles I have witnessed in the course of
my work.  Now I have no doubt that cytochrome is not
only widely distributed in nature and completely inde-
pendent of haemoglobin, but that it is an intracellular
respiratory pigment which is much more important than
haemoglobin.

Keilin soon realized that three of the absorption
bands, those at 604, 564, and 550 nm (a, b, and c),
represented different pigments, while the one at 521
nm was common to all three.  Keilin proposed the
names cytochromes a, b, and c.  The idea of an elec-
tron transport or respiratory chain followede quickly
as the flavin and pyridine nucleotide coenzymes
were recognized to play their role at the dehydro-
genase level.  Hydrogen removed from substrates
by these carriers could be used to oxidize reduced
cytochromes.  The latter would be oxidized by
oxygen under the influence of cytochrome oxidase.

In 1929, Fiske and Subbarow,d,f–h curious about
the occurrence of purine compounds in muscle
extracts, discovered and characterized ATP.  It
was soon shown (largely through the work of
Lundsgaard and Lohman)f that hydrolysis of ATP
provided energy for muscular contraction.  At about
the same time, it was learned that synthesis of ATP
accompanied glycolysis.  That ATP could also be
formed as a result of electron transport became clear
following an observation of Engelhardth,i in 1930,
that methylene blue stimulated ATP synthesis by
tissues.

The study of electron transport chains and of
oxidative phosphorylation began in earnest after
Kennedy and Lehninger,j in 1949, showed that
mitochondria were the site not only of ATP synthe-
sis but also of the operation of the citric acid cycle
and fatty acid oxidation pathways.  By 1959, Chance
had introduced elegant new techniques of spectro-
photometry that led to formulation of the electron
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BOX 18-A  (continued)

transport chain as follows:

Substrate → pyridine nucleotides → flavoprotein →
cyt b → cyt c → cyt a → cyt a3 → O2

Since that time, some new components have
been added, notably the ubiquinones and iron-
sulfur proteins, but the basic form proposed for the
chain was correct.

a Kalckar, H. M. (1969) Biological Phosphorylations, Prentice-Hall,
Englewood Cliffs, New Jersey

b Kalckar, H. M. (1991) Ann. Rev. Biochem. 60, 1–37
c Edsall, J. T. (1979) Science 205, 384 – 385
d Fiske, C. H., and Subbarow, Y. (1929) Science 70, 381 –382
e Keilin, D. (1966) The History of Cell Respiration and Cytochrome,

Cambridge Univ. Press, London and New York
f Kalckar, H. (1980) Trends Biochem. Sci. 5, 56– 57
g Schlenk, F. (1987) Trends Biochem. Sci. 12, 367– 368
h Saraste, M. (1998) Science 283, 1488– 1493
i Slater, E. C. (1981) Trends Biochem. Sci. 6, 226 – 227
j Talalay, P., and Lane, M. D. (1986) Trends Biochem. Sci. 11, 356–358

membrane bilayer.  Membranes also contain ubiqui-
none-binding proteins,66,67 which probably hold the
ubiquinone that is actively involved in electron trans-
port.  Perhaps some ubiquinone molecules function
as fixed carriers.  There is also uncertainty about the
number of sites at which ubiquinone functions in the
chain.

Mitochondrial electron transport in plants and
fungi. Plant mitochondria resemble those of mammals
in many ways, but they contain additional dehydro-
genases and sometimes utilize alternative pathways of
electron transport,68– 73 as do fungi.74  Mitochondria are
impermeable to NADH and NAD+.  Animal mitochon-
dria have shuttle systems (see Fig. 18-16) for bringing
the reducing equivalents of NADH into mitochondria

and to the NADH dehydrogenase that faces the matrix
side of the inner membrane.  However, plant mito-
chondria also have an NADH dehydrogenase on
the outer surface of the inner membrane (Fig. 18-6).
This enzyme transfers electrons to ubiquinone, is not
inhibited by rotenone (see Fig. 18-5), and also acts on
NADPH.  Inside the mitochondria a high-affinity
NADH dehydrogenase resembles complex I of animal
mitochondria and is inhibited by rotenone.73  There is
also a low-affinity NADH dehydrogenase, which is
insensitive to rotenone.  Some plant mitochondria
respire slowly in the presence of cyanide.  They utilize
an alternative oxidase that replaces complex III and
cytochome c oxidase and which is not inhibited by
antimycin or by cyanide (Fig. 18-6).68,71,75  It is especially
active in thermogenic plant tissues (Box 18-C).  A

DI III IV

Q QH2

Succinate

Fumarate

b

FeS
c

NADH
NAD+

NADH
NAD+

Glycerol-P
Dihydroxy-
acetone-P NAD(P)H

NAD(P)+

O2 H2O
O2 H2O

Matrix

C

B
c1

Cytosol (Intermembrane)

II

A

Figure 18-6  Schematic diagram of some mitochondrial dehydrogenase and oxidase complexes of plants and also the glycerol
phosphate dehydrogenase of animals, which is embedded in the inner membrane.  Complexes I–IV are also shown.  (A)  The
glycerol phosphate dehydrogenase of some animal tissues.  It is accessible from the intermembrane space on the cytosolic
side.  (B)  The rotenone-insensitive NAD(P)H dehydrogenase of the external membrane surface of plants.  (C)  The rotenone-
insensitive NADH dehydrogenase facing the matrix side in some plants.  (D)  The plant alternative oxidase. Ubiquinone, Q.
The three green stippled dehydrogenases are not coupled to proton pumps or ATP synthesis.  After Hoefnagel et al.73

B.  Electron Transport Chains
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BOX 18-B  DEFECTS OF MITOCHONDRIAL DNA

A mutation in any of the 13 protein subunits, the
22 tRNAs, or the two rRNAs whose genes are carried
in mitochondrial DNA may possibly cause disease.
The 13 protein subunits are all involved in electron
transport or oxidative phosphorylation.  The syn-
dromes resulting from mutations in mtDNA fre-
quently affect oxidative phosphorylation (OXPHOS)
causing what are often called “OXPHOS diseases.”a– g

Mitochondrial oxidative phosphorylation also de-
pends upon ~ 100 proteins encoded in the nucleus.
Therefore, OXPHOS diseases may result from defects
in either mitochondrial or nuclear genes.  The former
are distinguished by the fact that they are inherited
almost exclusively maternally.  Most mitochondrial
diseases are rare.  However, mtDNA is subject to
rapid mutation, and it is possible that accumulating
mutants in mtDNA may be an important component
of aging.h– k

The first recognition of mitochondrial disease
came in 1959.  A 30-year old Swedish woman was
found to have an extremely high basal metabolic rate
(180% of normal), a high caloric intake (>3000 kcal /
day), and an enormous perspiration rate.  She had
developed these symptoms at age seven.  Examina-
tion of her mitochondria revealed that electron trans-
port and oxidative phosphorylation were very
loosely coupled.  This explains the symptoms.  How-
ever, the disease (Luft disease) is extremely rare and
the underlying cause isn’t known.i  Its recognition
did focus attention on mitochondria, and by 1988,
120 different mtDNA defects had been described.e,i

Some OXPHOS disorders, including Luft dis-
ease, result from mutations in nuclear DNA.  A sec-
ond group arise from point mutations in mtDNA and
a third group involve deletions, often very large, in
mtDNA.  Persons with these deletions survive be-
cause they have both mutated and normal mtDNA, a
condition of heteroplasmy of mtDNA.  As these
persons age their disease may become more severe
because they lose many normal mitochondria.d,e

The names of mitochondrial diseases are often
complex and usually are described by abbreviations.
Here are a few of them:  LHON, Lebers hereditary
optical neuropathy;  MERRF, myoclonic epilepsy
and ragged-red-fiber disease;  MELAS, mitochondri-
al encephalomyopathy, lactic acidosis, and strokelike
episodes; NARP, neurological muscle weakness,
ataxia, and retinitis pigmentosa;  Leigh disease —
SNE, subacute necrotizing encephalomyelopathy;
KSS, Kearns–Sayre syndrome;  CPEO, chronic
progressive external ophthalmoplegia.  LHON is a
hereditary disease that often leads to sudden blind-
ness from death of the optic nerve especially among
males.  Any one of several point mutations in sub-
units ND1, 2, 4, 5, and 6 of NADH dehydrogenase

(complex I; Figs. 18-3 and 18-5), cytochrome b of
complex II, or subunit I of cytochrome oxidase may
cause this syndrome.  Most frequent is an R340H
mutation of the ND4 gene at position 11,778 of mtD-
NA (Fig. 18-3).e,l,m  It may interfere with reduction of
ubiquinone.n  Mutations in the ND1 gene at position
3460 and in the ND6 gene at position 14484 or in the
cytochrome b gene at position 15257 cause the same
disease.l  The most frequent (80 – 90%) cause of MER-
RF, which is characterized by epilepsy and by the
appearance of ragged red fibers in stained sections of
muscle, is an A → G substitution at position 8344 of
mtDNA in the TψC loop (Fig. 5-30) of mitochondrial
tRNALys.  A similar disease, MELAS, is accompanied
by strokes (not seen in MERRF) and is caused in 80%
of cases by an A → G substitution in the dihydrouri-
dine loop (Fig. 5-30) of mitochondrial tRNALeu.o

CPEO, Leigh disease, and KSS often result from large
deletions of mtDNA.p  NARP and related conditions
have been associated with an L156R substitution in
the ATPase 6 gene of ATP synthase.q

Can mitochondrial diseases be treated?  At-
tempts are being made to improve the function of
impaired mitochondria by adding large amounts of
ubiquinone, vitamin K, thiamin, riboflavin, and
succinate to the diet.e  One report suggests that mito-
chondrial decay during aging can be reversed by
administration of N-acetylcarnitine.k

a Palca, J. (1990) Science 249, 1104– 1105
b Capaldi, R. A. (1988) Trends Biochem. Sci. 13, 144 – 148
c Darley-Usmar, V., ed. (1994) Mitochondria:  DNA, Proteins and

Disease, Portland Press, London
d Wallace, D. C. (1999) Science 283, 1482– 1488
e Shoffner, J. M., and Wallace, D. C. (1995) in The Metabolic and

Molecular Bases of Inherited Disease, 7th ed., Vol. 1 (Scriver, C. R.,
Beaudet, A. L., Sly, W. S., and Valle, D., eds), pp. 1535– 1609,
McGraw-Hill, New York

f Schon, E. A. (2000) Trends Biochem. Sci. 25, 555 – 560
g Tyler, D. D. (1992) The Mitochondrion in Health and Disease, VCH

Publ., New York
h Wallace, D. C. (1992) Science 256, 628 –632
i Luft, R. (1994) Proc. Natl. Acad. Sci. U.S.A. 91, 8731– 8738
j Tanhauser, S. M., and Laipis, P. J. (1995) J. Biol. Chem. 270,

24769– 24775
k Shigenaga, M. K., Hagen, T. M., and Ames, B. N. (1994) Proc.

Natl. Acad. Sci. U.S.A. 91, 10771– 10778
l Hofhaus, G., Johns, D. R., Hurko, O., Attardi, G., and Chomyn,

A. (1996) J. Biol. Chem. 271, 13155 –13161
m Brown, M. D., Trounce, I. A., Jun, A. S., Allen, J. C., and Wallace,

D. C. (2000) J. Biol. Chem. 275, 39831– 39836
n Zickermann, V., Barquera, B., Wikström, M., and Finel, M.

(1998) Biochemistry 37, 11792 –11796
o Hayashi, J.-I., Ohta, S., Kagawa, Y., Takai, D., Miyabayashi, S.,

Tada, K., Fukushima, H., Inui, K., Okada, S., Goto, Y., and
Nonaka, I. (1994) J. Biol. Chem. 269, 19060– 19066

p Moraes, C. T., and 19 other authors. (1989) N. Engl. J. Med. 320,
1293 –1299

q Hartzog, P. E., and Cain, B. D. (1993) J. Biol. Chem. 268, 12250–12252
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TABLE 18-5
Some Artificial Electron Acceptorsa,b

Compound Structure E°’(pH 7)
30°C

a From Wainio, W. W. (1970) The Mammalian Mitochondrial Respiratory Chain, Academic
Press, New York, pp. 106 – 111.

b See Fig. 18-5 for sites of action.

Tetrazolium
salts, e.g.,
“neotetrazolium
chloride”

Menadione

Methylene blue

Ascorbate

Phenazine
methosulfate (PMS)

2,6-Dichlorophenol-
indophenol (DCIP)

Oxidized form
of tetramethyl-p-
phenylenediamine

Ferricyanide

–0.125 V

+0.008 V
(°25C)

+0.011 V

+0.058 V

+0.080 V

+0.217 V

+0.260 V

+0.36 V
(25°C)

(See Box 18-D)

similar oxidase is present in try-
panosomes.72  Neither the rotenone-
insensitive dehydrogenases nor the
alternative oxidases are coupled to
synthesis of ATP.

Electron transport chains of
bacteria.  The bacterial electron
transport systems are similar to that
of mitochondria but simpler.  Bacte-
ria also have a variety of alternative
pathways that allow them to adapt
to various food sources and envi-
ronmental conditions.76,77  The
gram-negative soil bacterium Para-
coccus denitrificans, which has been
called “a free-living mitochondrion,”
has a mammalian-type respiratory
system.  Its complexes I–IV resemble
those of animals and of fungi,78–79

but Paracoccus has fewer subunits in
each complex.  Complex I of E. coli
is also similar to that of our own
bodies.79–80  However, other major
flavoprotein dehydrogenases in E.
coli act on D-lactate and sn-3-glycerol
phosphate.81  Pyruvate is oxidized
by a membrane-bound flavoprotein
(Fig. 14-2).  All of these enzymes
pass electrons to ubiquinone-8 (Q8).82

Succinate dehydrogenase of E. coli
resembles that of mitochondria,83

and the ubiquinol oxidase of Para-
coccus resembles complexes III + IV
of mitochondria.  It can be resolved
into a three-subunit bc1 complex, a
three-subunit c1aa3 complex, and
another 57-kDa peptide.84  The last
contains a 22-kDa cytochrome c552,
which is considerably larger than
mitochondrial cytochrome c.

The cytochrome aa3 terminal
oxidase is produced constitutively,
i.e., under all conditions.  However,
when cells are grown on succinate
or H2 another set of enzymes is
produced with the b-type cyto-
chrome o3 as the terminal quinol
oxidase (Eq. 18-2).85

(18-2)

H2

Succinate Q cytochrome b

cytochrome o3

O2

→ →

→

→
→

B.  Electron Transport Chains
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unidentified cofactors.79  Complex I from E. coli is
smaller, containing only 14 subunits.  These are encoded
by a cluster of 14 genes, which can be directly related
by their sequences to subunits of mitochondrial com-
plex I and also to the corresponding genes of Paracoc-
cus denitrificans.80,91  Complex I of Neurospora contains
at least 35 subunits.89  The 14 subunits that are present
both in bacteria and in mitochondria probably form
the structural core of the complex.  The other subunits
thicken, strengthen, and rigidify the arms.   Some of
the “extra” subunits have enzymatic activities that are
not directly related to electron transport.  Among these
are a 10-kDa prokaryotic type acyl carrier protein
(ACP), which may be a relic of a bacterial fatty acid
synthase, reflecting the endosymbiotic origin of mito-
chondria.92  Also present is a 40-kDa NAD(P)H depen-
dent reductase / isomerase, which may be involved in
a biosynthetic process, e.g., synthesis of a yet unknown
redox group.79,92

In all cases, FMN is apparently the immediate
acceptor of electrons from NADH.  From the results
of extrusion of the Fe – S cores (Chapter 16) and EPR
measurements it was concluded that there are three
tetranuclear (Fe4S4) iron–sulfur centers and at least
two binuclear (Fe2S2) centers93,94 as well as bound
ubiquinone.95  Chemical analysis of iron and sulfide
suggested up to eight Fe – S clusters per FMN, while
gene sequences reveal potential sites for formation of
six Fe4S4 clusters and two Fe2S2 clusters.78  Treatment
of complex I with such “chaotropic agents” as 2.5 M
urea or 4 M sodium trichloroacetate followed by frac-
tionation with ammonium sulfate95 gave three fractions:

Two terminal quinol oxidase systems, both related to
cytochrome c oxidase, are utilized by E. coli to oxidize
ubiquinol-8.  When cultured at high oxygen tensions,
cytochrome bo3 (also called cytochrome bo) is the major
oxidase. It utilizes heme o (Fig. 16-5) instead of heme
a.  However, at low oxygen tension, e.g., in the late
logarithmic stage of growth, the second oxidase, cyto-
chrome bd, is formed.76,86– 88a  It contains two molecules
of the chlorin heme d (Fig. 16-5), which appear to be
involved directly in binding O2.  This terminal oxidase
system is present in many bacteria and can utilize
either O2 or nitrite as the oxidant.  A simpler electron
transport chain appears to be involved in the oxidation
of pyruvate by E. coli.  The flavoprotein pyruvate oxi-
dase passes electrons to Q8, whose reduced form can
pass electrons directly to cytochrome d.  Incorporation
of these two pure protein complexes and ubiquinone-8
into phospholipid vesicles has given an active recon-
stituted chain.82  Other bacteria utilize a variety of
quinol oxidase systems, which contain various combi-
nations of cytochromes: aa3, caa3, cao, bo3, and ba3.88b,c

3. Structures and Functions of the Individual
Complexes I – IV and Related Bacterial
Assemblies

What are the structures of the individual electron
transport complexes?  What are the subunit composi-
tions?  What cofactors are present?  How are electrons
transferred?  How are protons pumped?  We will con-
sider these questions for each of complexes I– IV, as
found in both prokaryotes and eukaryotes.88d,e

Complex I, NADH-ubiquinone oxidoreductase.
Complex I oxidizes NADH, which is generated within
the mitochondrial matrix by many dehydrogenases.
Among these are the pyruvate, 2-oxoglutarate, malate,
and isocitrate dehydrogenases, which function in the
tricarboxylic acid cycle; the β-oxoacyl-CoA dehydro-
genase of the β oxidation system for fatty acids; and
2-hydroxybutyrate, glutamate, and proline dehydro-
genases.  All produce NADH, which reacts with the
flavoprotein component of complex I.  Whether from
bacteria,79 fungal mitochondria,89 or mammalian
mitochondria89a,90 complex I exists as an L-shaped
object, of which each of the two arms is ~ 23 nm long.
One arm projects into the matrix while the other lies
largely within the inner mitochondrial membrane
(Fig. 18-7).  The mitochondrial complex, which has a
mass of ~ 1 MDa, has the same basic structure as the
530-kDa bacterial complex.  However, the arms are
thicker in the mitochondrial complex.  Analysis of the
denatured proteins by gel electrophoresis revealed at
least 43 peptides.78,90  Bound to some of these are the
electron carriers FMN, Fe2S2, and Fe4S4 clusters, ubi-
quinone or other quinones, and perhaps additional

Figure 18-7  Three-dimensional image of bovine NADH-
Ubiquinone oxidoreductase (complex I) reconstructed from
individual images obtained by electron cyro-microscopy.
The resolution is 2.2 nm.  The upper portion projects into the
mitochondrial matrix while the horizontal part lies within
the membrane as indicated.  Courtesy of N. Grigorieff.90
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(1) A soluble NADH dehydrogenase consisting of a
51-kDa peptide that binds both the FMN and also one
tetranuclear Fe – S cluster (designated N3) and a 24-kDa
peptide that carries a binuclear Fe – S center designated
N1b.  (2) A 75-kDa peptide bearing two binuclear Fe – S
centers, one of which is called N1a and also 47-, 30-,
and 13-kDa peptides.  One of these carries tetranuclear
center N4.  (3)  A group of insoluble, relatively nonpolar
proteins, one of which carries tetranuclear cluster N2.
It may be the immediate donor of electrons to a ubiqui-
none held by a ubiquinone-binding protein designated
QP-N.  In bacteria seven of these are homologs of the
seven NADH dehydrogenase subunits encoded by
mtDNA (Fig. 18-3).  A 49-kDa subunit of complex I in
the yeast Yarrowia lipolytica is strikingly similar to the
hydrogen reactive subunit of NiFe hydrogenases (Fig.
16-26).95a  These proteins are thought to lie within the
membrane arm and to form ~ 55 transmembrane α
helices.  Ubiquinone may also function as a carrier
within complex I,96,97 and there may be a new redox
cofactor as well.79 The following tentative sequence
(Eq. 18-3) for electron transfer within complex I (with
apparent E°’ values of carriers) has been suggested.
By equilibration with external redox systems, the redox
potentials of these centers within the mitochondria
have been estimated and are given (in V) in Eq. 18-3.
The presence of a

large fraction of the bound ubiquinone as a free radical
suggests that the quinone functions as a one-electron
acceptor rather than a two-electron acceptor.  A charac-
teristic of complex I is inhibition by rotenone or pier-
icidin, both of which block electron transport at the site
indicated in Fig. 18-5.

Complex II, succinate-ubiquinone oxido-
reductase. Complex II, which carries electrons from
succinate to ubiquinone, contains covalently linked
8α-(N-histidyl)-FAD (Chapter 15) as well as Fe – S
centers and one or more ubiquinone-binding sites.
There are four subunits whose structures and proper-
ties have been highly conserved among mitochondria
and bacteria and also in fumarate reductases.  The
latter function in the opposite direction during anaero-
bic respiration with fumarate as the terminal oxidant,
both in bacteria98–99a and in parasitic helminths and
other eukaryotes that can survive prolonged anaerobic
conditions (Chapter 17, Section F,2).100  Complex II
from E. coli consists of 64-, 27-, 14-, and 13-kDa sub-
units, which are encoded by genes sdhCDAB of a single

operon.101– 103  The two larger hydrophilic subunits
associate to form the readily soluble succinate dehy-
drogenase.  The 64-kDa subunit carries the covalently
bound FAD while the 27-kDa subunit carries three
Fe– S centers.  The two small 13- and 14-kDa subunits
form a hydrophobic anchor and contain a ubiquinol-
binding site (QD-S)103 as well as a heme that may
bridge the two subunits102 to form cytochrome b556.
The functions of the heme is uncertain.  The soluble
mammalian succinate dehydrogenase resembles closely
that of E. coli and contains three Fe – S centers: binuclear
S1 of E°’ 0 V, and tetranuclear S2 and S3 of –0.25 to –0.40
and + 0.065 V, respectively.  Center S3 appears to
operate between the – 2 and – 1 states of Eq. 16-17 just
as does the cluster in the Chromatium high potential
iron protein.  The function of the very low potential S2
is not certain, but the following sequence of electron
transport involving S1 and S3 and the bound ubiqui-
none QD – S66 has been proposed (Eq. 18-4).

Succinate → (FAD*, S1) → S3 → QP – S → Q

In addition to complexes I and II several other
membrane-associated FAD-containing dehydrogenase
systems also send electrons to soluble ubiquinone.
These include dehydrogenases for choline, sn-glycerol
3-phosphate, and the electron-transfer protein (ETF) of
the fatty acyl-CoA β oxidation system (Fig. 18-5).  The
last also accepts electrons from dehydrogenases for
sarcosine (N-methylglycine), dimethylglycine, and
other substrates.  The sn-glycerol 3-phosphate dehy-
drogenase is distinguished by its accessibility from the
intermembrane (cytosolic) face of the inner mitochon-
drial membrane (Fig. 18-6).

Complex III (ubiquinol-cytochrome c oxido-
reductase or cytochrome bc1 complex). Mitochon-
drial complex III is a dimeric complex, each subunit
of which contains 11 different subunits with a total
molecular mass of ~ 240 kDa per monomer.104– 107

However, in many bacteria the complex consists of
only three subunits, cytochrome b, cytochrome c1,
and the high potential (~ 0.3 V) Rieske iron-sulfur
protein, which is discussed in Chapter 16, Section A,7.
These three proteins are present in all bc1 complexes.
In eukaryotes the 379-residue cytochrome b is mito-
chondrially encoded.  Although there is only one
cytochrome b gene in the mtDNA, two forms of cyto-
chrome b can be seen in absorption spectra: bH (also
called b562 or bK) and lower potential bL (also called b566
or bT).107a,b

X-ray diffraction studies have revealed the complete
11-subunit structure of bovine bc1 complex104,106–107 as
well as a nearly complete structure of the chicken bc1
complex (Fig. 18-8).105  The bovine complex contains
2166 amino acid residues per 248-kDa monomer and

B.  Electron Transport Chains

NADH FMN N1a (N3,

Fe2S2
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exists in crystals as a 496-kDa dimer and probably func-
tions as a dimer.106-107  The two hemes of cytochrome b
are near the two sides of the membrane, and the Fe – S
and cytochrome c1 subunits are on the surface next to
the intermembrane space (Fig. 18-8).  On the matrix
side (bottom in Fig. 18-8A) are two large ~ 440 residue
“core” subunits that resemble subunits of the mito-
chondrial processing protease.  They may be evolu-
tionary relics of that enzyme.106,108,108a  Mitochondrial
cytochrome bH has an E°’ value of +0.050 V, while that
of bL is – 0.090 V at pH 7.109  That of the Rieske Fe – S
protein is + 0.28 V.110

The sequence of electron transport within complex
III has been hard to determine in detail.  For reasons
discussed in Section C, the “Q-cycle” shown in Fig. 18-9
has been proposed.111 – 114a  As is indicated in Fig. 18-9,
complex II accepts electrons from QH2 and passes
them consecutively to the Fe – S protein, cytochrome c1,
and the external cytochrome c.  However, half of the
electrons are recycled through the two heme groups of
cytochrome b, as is indicated in the figure and explained
in the legend.  The X-ray structure (Fig. 18-8) is consis-
tent with this interpretation.  Especially intriguing is
the fact that the Fe2S2 cluster of the Rieske protein
subunit has been observed in two or three different
conformations.105– 107,114a-c  In Fig. 18-8C the structures
of two conformations are superimposed.  The position
of the long helix at the right side is unchanged but the
globular domain at the top can be tilted up to bring
the Fe2S2 cluster close to the heme of cytochrome c1, or
down to bring the cluster close to heme bL.  Movement
between these two positions is probably part of the
catalytic cycle.115

The simpler cytochrome bc1 complexes of bacteria
such as E. coli,102 Paracoccus dentrificans,116 and the
photosynthetic Rhodobacter capsulatus117 all appear to
function in a manner similar to that of the large mito-
chondrial complex.  The bc1 complex of Bacillus subtilis
oxidizes reduced menaquinone (Fig. 15-24) rather
than ubiquinol.118  In chloroplasts of green plants
photochemically reduced plastoquinone is oxidized by
a similar complex of cytochrome b, c-type cytochrome
f, and a Rieske Fe – S protein.119–120a  This cytochrome
b6 f complex delivers electrons to the copper protein
plastocyanin (Fig. 23-18).

The electron acceptor for complex III is cytochrome
c, which, unlike the other cytochromes, is water soluble
and easily released from mitochondrial membranes.
Nevertheless, it is usually present in a roughly 1:1 ratio
with the fixed cytochromes, and it seems unlikely that
it is as free to diffuse as are ubiquinone and NAD+.121,122

However, a small fraction of the cytochrome c may
diffuse through the intermembrane space and accept
electrons from cytochrome b5, which is located in the
outer membrane.123  Cytochrome c forms a complex
with cardiolipin (diphosphatidylglycerol), a character-
istic component of the inner mitochondrial membrane.124

Complex IV.  Cytochrome c oxidase (ubiquinol-
cytochrome c oxidoreductase).   Complex IV from
mammalian mitochondria contains 13 subunits.  All of
them have been sequenced, and the three-dimensional
structure of the complete complex is known (Fig. 18-
10).125– 127  The simpler cytochrome c oxidase from
Paracoccus denitrificans is similar but consists of only
three subunits.  These are homologous in sequence to
those of the large subunits I, II, and III of the mito-
chondrial complex.  The three-dimensional structure
of the Paracoccus complex is also known.  Its basic
structure is nearly identical to that of the catalytic core
of subunits I, II, and III of the mitochondrial complex
(Fig. 18-10,A).128  All three subunits have transmem-
brane helices.  Subunit III seems to be structural in
function, while subunits I and II contain the oxido-
reductase centers: two hemes a (a and a3) and two
different copper centers, CuA (which contains two
Cu2+) and a third Cu2+ (CuB) which exists in an EPR-
silent exchange coupled pair with a3.  Bound Mg2+

and Zn2+ are also present in the locations indicated in
Fig. 18-10.

The CuA center has an unusual structure.130– 132  It
was thought to be a single atom of copper until the
three-dimensional structure revealed a dimetal center,
whose structure follows.  The CuB-cytochrome a3
center is also unusual.  A histidine ring is covalently
attached to tyrosine.133– 135a  Like the tyrosine in the
active site of galactose oxidase (Figs. 16-29, 16-30),
which carries a covalently joined cysteine, that of
cytochrome oxidase may be a site of tyrosyl radical
formation.135

Cytochrome c oxidase accepts four electrons, one
at a time from cytochrome c, and uses them to reduce
O2 to two H2O.  Electrons enter the oxidase via the CuA

center and from there pass to the cytochrome a and on
to the cytochrome a3 – CuB center where the reduction
of O2 takes place.  A possible sequence of steps in the
catalytic cycle is given in Fig. 18-11.  Reduction of O2 to
two H2O requires four electrons and also four protons.
An additional four protons are evidently pumped
across the membrane for each catalytic cycle.136– 138

The overall reaction is:

The reaction of O2 with cytochrome c oxidase to form
the oxygenated species A (Fig. 18-11) is very rapid,
occurring with apparent lifetime τ (Eq. 9-5) of ~ 8 – 10
µs.139  Study of such rapid reactions has depended
upon a flow-flash technique developed by Greenwood
and Gibson.136,140,141  Fully reduced cytochrome oxidase
is allowed to react with carbon monoxide, which binds
to the iron in cytochrome a3 just as does O2.  In fact, it
was the spectroscopic observation that only half of the

(18-5)

4 e– + 8 H+
IN + O2 2 H2O + 4 H+

OUT
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Figure 18-8  Stereoscopic ribbon diagrams of the chicken
bc1 complex  (A)  The native dimer.  The molecular twofold
axis runs vertically between the two monomers.  Quinones,
phospholipids, and detergent molecules are not shown for
clarity.  The presumed membrane bilayer is represented by
a gray band.  (B)  Isolated close-up view of the two confor-
mations of the Rieske protein (top and long helix at right)
in contact with cytochrome b (below), with associated heme
groups and bound inhibitors, stigmatellin, and antimycin.
The isolated heme of cytochrome c1 (left, above) is also shown.
(C)  Structure of the intermembrane (external surface) domains
of the chicken bc1 complex.  This is viewed from within the
membrane, with the transmembrane helices truncated at
roughly the membrane surface.  Ball-and-stick models repre-
sent the heme group of cytochrome c1, the Rieske iron–sulfur
cluster, and the disulfide cysteines of subunit 8.  SU, subunit;
cyt, cytochrome.  From Zhang et al.105
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B.  Electron Transport Chains
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Figure 18-9  Proposed routes of
electron transfer in mitochondrial
complex III according to Peter
Mitchell’s Q cycle.  Ubiquinone (Q)
is reduced to QH2 by complex I (left
side of diagram) using two H+ taken
up from the matrix (leaving nega-
tive charges on the inner membrane
surface).  After diffusing across the
bilayer (dashed line) the QH2 is
oxidized in the two steps with
release of the two protons per QH2
on the positive (P) side of the membrane.  In the two-step oxidation via anionic radical Q·– one electron flows via the Rieske Fe
– S protein and the cytochrome c1 heme to external cytochrome c.  The other electron is transferred to heme bL of cytochrome b,
then across the membrane to heme bH which now reduces Q to Q·–.  A second QH2 is dehydrogenated in the same fashion and
the electron passed through the cytochrome b centers is used to reduce Q·– to QH2 with uptake from the matrix of 2 H+.  The
resulting QH2 diffuses back across the membrane to function again while the other Q diffuses back to complex I.  The net
result is pumping of 4 H+ per 2 e– passed through the complex.  Notice that in the orientation used in this figure the matrix is
at the bottom, not the top as in Figs. 18-4 and 18-5.
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cytochrome a combined with CO that led Keilin to
designate the reactive component a3.  This CO com-
plex is mixed with O2-containing buffer and irradiated
with a laser pulse to release the CO and allow O2 to
react.  The first rapid reaction observed is the binding
of  O2 (step c in Fig. 18-11).  Formation of a peroxy
intermediate from the initial oxygenated form (A in
Fig. 18-11) is very fast.  The O – O bond of O2 has already
been cleaved in form P (Fig. 18-11), which has until
recently been thought to be the peroxy intermediate.
In fact, spectroscopic measurements indicate that form
P contains an oxo-ferryl ion with the second oxygen of
the original O2 converted to an OH ion and probably
coordinated with CuB.136a,136c,142,142a– c  P may also con-
tain an organic radical, perhaps formed from tyrosine
244 as indicated in Fig. 18-11.

A second relaxation time of τ = 32 – 45 µs has been
assigned139 to the conversion of the peroxide interme-
diate P to P’.  A third relaxation time (τ = 100 – 140 µs)
is associated with the oxidation of CuA by a (not shown
in Fig. 18-11).143  This electron transfer step limits the
rate of step f of Fig. 18-11.  Another reduction step
with τ ~ 1.2 ms is apparently associated with electron
transfer in step h.  This slowest step still allows a first-
order reaction rate of ~ 800 s–1.

When O2 reacts with cytochrome c oxidase, it may
be bound initially to either the a3 iron or to CuB, but in
the peroxy intermediate P it may bind to both atoms.
Oxyferryl compound F (Fig. 8-11) as well as radical
species, can also be formed by treatment of the oxidized
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Figure 18-10  Structure of
mitochondrial cytochrome c
oxidase.  (A) Stereoscopic Cα
backbone trace for one mono-
meric complex of the core sub-
units I, II, and III.  (B) Stereo-
scopic view showing all 13 sub-
units.  The complete complex is
a dimer of this structure.  From
Tsukihara et al.125  (C) MolScript
ribbon drawing of one mono-
meric unit.  The horizontal lines
are drawn at distances of ± 1.0
and ±  2.0 nm from the center of
the membrane bilayer as estimat-
ed from eight phospholipid
molecules bound in the struc-
ture.  From Wallin et al.127

Courtesy of Arne Elofsson.
(D) Schematic drawing of the
same complex showing positions
of the CuA dimetal center, bound
Mg2+, heme a, the bimetal heme
a3 - CuB center, and bound Zn2+.
The location of an 0.48-nm mem-
brane bilayer is marked.  From
Tsukihara et al.129  (A), (B), and (D)
courtesy of Shinya Yoshikawa.
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enzyme O with hydrogen peroxide.143a-144  Use of
various inhibitors has also been important in studying
this enzyme.  Cyanide, azide, and sulfide ions, as well
as carbon monoxide, are powerful inhibitors.  Cyanide
specifically binds to the Fe3+ form of cytochrome a3
preventing its reduction,145 while CO competes with
O2 for its binding site.  A much-used reagent that
modifies carboxyl groups in proteins, and which
inhibits many proton translocating proteins, is dicyclo-
hexyl carbodiimide (Eq. 3-10).146  The step-by-step
flow of electrons through cytochrome c oxidase seems
quite well defined.  However, one of the most impor-
tant aspects is unclear.  How is the pumping of pro-
tons across the membrane coupled to electron
transport?137,138,142,147,147a  Many recent studies have
employed directed mutation of residues in all four
subunits to locate possible proton pathways or chan-
nels.148– 152  Most ideas involve movement through

Figure 18-11  Possible catalytic cycle of cyto-
chrome c oxidase at the cytochrome a3 – CuB

site.  The fully oxidized enzyme (O; left center)
receives four electrons consecutively from the
cyt c → CuA → cyt a chain.  In steps a and b both
heme a and CuB, as well as the CuA center and
cyt a3, are reduced to give the fully reduced
enzyme (R).  In the very fast step c the cyt a3
heme becomes oxygenated and in step d is
converted to a peroxide with oxidation of both
the Fe and Cu.  Intermediate P was formerly
thought to be a peroxide but is now thought to
contain ferryl iron and an organic radical.  This
radical is reduced by the third electron in step f
to give the ferryl form F, with Cu2+ participating
in the oxidation.  The fourth electron reduces
CuB again (step g) allowing reduction to the
hydroxy form H in step h.  Protonation to form
H2O (step i) completes the cycle which utilizes
4 e– + 4 H+ + O2 to form 2 H2O.  Not shown is
the additional pumping of 4 H+ across the mem-
brane from the matrix to the intermembrane
space.
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hydrogen bonded chains (Eq. 9-94), which may include
the carboxylate groups of the bound hemes.153  Con-
formational changes may be essential to the gating of
proton flow by electron transfers.143

The surface of the matrix side of cytochrome
oxidase contains histidine and aspartate side chains
close together.  It has been suggested that they form a
proton collecting antenna that contains groups basic
enough to extract protons from the buffered matrix
and guide them to a proton conduction pathway.154

Calcium ions also affect proton flow.153a,b  We will
return to this topic in Section C,3 (p. 1040).

C.  Oxidative Phosphorylation

During the 1940s when it had become clear that
formation of ATP from ADP and inorganic phosphate

Net charge on Fe(II)a3 is shown as zero
because the charge 2+ shown by some
authors is balanced by 2– from nitrogen
atoms in heme ring.

Structure originally proposed for form P.
Movement of one electron to form tyrosinate
radical is indicated by single-headed arrows
(see p. 1030)
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was coupled to electron transport in mitochondria,
intensive efforts were made to discover the molecular
mechanisms.  However, nature sometimes strongly
resists attempts to pry out her secrets, and the situation
which prevailed was aptly summarized by Ephraim
Racker: “Anyone who is not confused about oxidative
phosphorylation just doesn’t understand the situa-
tion.”155  The confusion is only now being resolved.

1. The Stoichiometry (P/O Ratio) and Sites of
Oxidative Phosphorylation

Synthesis of ATP in vitro by tissue homogenates
was demonstrated in 1937 by Kalckar, who has written
a historical account.156  In 1941, Ochoa157 obtained the
first reliable measurement of the P/O ratio, the number
of moles of ATP generated per atom of oxygen utilized in
respiration.  The P/O ratio is also equal to the number
of moles of ATP formed for each pair of electrons
passing through an electron transport chain.  Ochoa
established that for the oxidation of pyruvate to acetyl-
CoA and CO2, with two electrons passed down the
mitochondrial electron transport chain, the P/O ratio
was ~ 3.  This value has since been confirmed many
times.158– 160  However, experimental difficulties in
measuring the P/O ratio are numerous.161  Many
errors have been made, even in recent years, and some
investigators162 have contended that this ratio is closer
to 2.5 than to 3.  One method for measuring the P/O
ratio is based on the method of determining the amount
of ATP used that is described in the legend to Fig. 15-2.

The experimental observation of a P/O ratio of ~ 3
for oxidation of pyruvate and other substrates that
donate NADH to the electron transport chain led to
the concept that there are three sites for generation of
ATP.  It was soon shown that the P/ O ratio was only
2 for oxidation of succinate.  This suggested that one
of the sites (site I) is located between NADH and
ubiquinone and precedes the diffusion of QH2 formed
in the succinate pathway to complex III.

In 1949, Lehninger used ascorbate plus tetramethyl-
phenylene-diamine (TMPD, Table 18-4) to introduce
electrons into the chain at cytochrome c.  The sequence
ascorbate → TMPD → cytochrome c was shown to
occur nonenzymatically.  Later, it became possible to
use cytochrome c as an electron donor directly.  In
either case only one ATP was generated, as would be
anticipated if only site III were found to the right of
cytochrome c.  Site I was further localized by Lardy,
who used hexacyanoferrate (III) (ferricyanide) as an
artificial oxidant to oxidize NADH in the presence of
antimycin a.  Again a P/ O ratio of one was observed.
Finally, in 1955, Slater showed that passage of elec-
trons from succinate to cytochrome c also gave only
one ATP, the one generated at site II.  The concept of
three sites of ATP formation became generally accepted.

C.  Oxidative Phosphorylation

However, as we shall see, these sites are actually
proton-pumping sites, and there may be more than
three of them.

Respiratory control and uncoupling. With
proper care relatively undamaged mitochondria can
be isolated.  Such mitochondria are said to be tightly
coupled.  By this we mean that electrons cannot pass
through the electron transport chain without generation
of ATP.  If the concentration of ADP or of Pi becomes
too low, both phosphorylation and respiration cease.
This respiratory control by ADP and Pi is a property
of undamaged mitochondria.  It may seem surprising
that damaged mitochondria or submitochondrial
particles are often able to transfer electrons at a faster
rate than do undamaged mitochondria.  However,
electron transfer in damaged mitochondria occurs
without synthesis of ATP and with no slowdown as
the ADP concentration drops.  A related kind of
uncoupling of electron transport from ATP syn-
thesis is brought about by various lipophilic anions
called uncouplers, the best known of which is 
2,4-dinitrophenol.  Even before the phenomenon
of uncoupling was discovered, it had been known that
dinitrophenol substantially increased the respiration
rates of animals.  The compound had even been used
(with some fatal results) in weight control pills. The
chemical basis of uncoupling will be considered in
Section D.

“States” of mitochondria and spectrophoto-
metric observation. Chance and Williams defined
five states of tightly coupled mitochondria60,163; of
these, states 3 and 4 are most often mentioned.  If no
oxidizable substrate or ADP is added the mitochon-
dria have a very low rate of oxygen uptake and are in
state 1.  If oxidizable substrate and ADP are added
rapid O2 uptake is observed, the rate depending upon
the rate of flow of electrons through the electron trans-
port chain.  This is state 3.  As respiration occurs the
coupled phosphorylation converts ADP into ATP,
exhausting the ADP.  Respiration slows to a very low
value and the mitochondria are in state 4.  If the sub-
strate is present in excess, addition of more ADP will
return the mitochondria to state 3.

Chance and associates employed spectrophoto-
metry on intact mitochondria or submitochondrial
particles to investigate both the sequence of carriers
and the sites of phosphorylation.  Using the dual
wavelength spectrophotometer, the light absorption
at the absorption maximum (λmax) of a particular
component was followed relative to the absorption at
some other reference wavelength (λref).  The principal
wavelengths used are given in Table 18-6.  From these
measurements the state of oxidation or reduction of
each one of the carriers could be observed in the
various states and in the presence of inhibitors.  The
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experiments served to establish that electrons passing
down the chain do indeed reside for a certain length
of time on particular carriers.  That is, in a given state
each carrier exists in a defined ratio of oxidized to
reduced forms ([ox] / [red]).  Such a result would not
be seen if the entire chain functioned in a cooperative
manner with electrons passing from the beginning to
the end in a single reaction.  By observing changes in
the ratio [ox] / [red] under different conditions, some
localization of the three phosphorylation sites could be
made.  In one experiment antimycin a was added to
block the chain ahead of cytochrome c1.  Then tightly
coupled mitochondria were allowed to go into state
4 by depletion of ADP.  Since the concentration of
oxygen was high and cytochrome a3 has a low Km for
O2 (~ 3 µM) cytochrome a3 was in a highly oxidized
state.  Cytochrome a was also observed to be oxidized,
while cytochrome c1 and c remained reduced.  The
presence of this crossover point suggested at the
time that cytochrome c might be at or near one of the
“energy conservation sites.”  Accounts of more recent
experiments using the same approach are given by
Wilson et al.164

2.  Thermodynamics and Reverse Electron Flow

From Table 6-8 the value of ∆G’ for oxidation of
one mole of NADH by oxygen (1 atm) is – 219 kJ.  At a
pressure of ~ 10–2 atm O2 in tissues the value is – 213 kJ.
However, when the reaction is coupled to the synthesis
of three molecules of ATP (∆G’ = +34.5 kJ mol–1) the net
Gibbs energy change for the overall reaction becomes
∆G’ = – 110 kJ mol–1.  This is still very negative.  How-
ever, we must remember that the concentrations of
ATP, ADP, and Pi can depart greatly from the 1:1:1
ratio implied by the ∆G’ value.

An interesting experiment is to allow oxidative
phosphorylation to proceed until the mitochondria
reach state 4 and to measure the phosphorylation
state ratio Rp, which equals the value of [ATP] /
[ADP][Pi] that is attained.  This mass action ratio,
which has also been called the “phosphorylation ratio”
or “phosphorylation potential” (see Chapter 6 and Eq.
6-29), often reaches values greater than 104– 105 M–1 in
the cytosol.164  An extrapolated value for a zero rate
of ATP hydrolysis of log Rp = 6.9 was estimated.  This
corresponds (Eq. 6-29) to an increase in group transfer
potential (∆G of hydrolysis of ATP) of 39 kJ/mol.  It
follows that the overall value of ∆G for oxidation of
NADH in the coupled electron transport chain is less
negative than is ∆G’.  If synthesis of three molecules
of ATP is coupled to electron transport, the system
should reach an equilibrium when Rp = 106.4 at 25°C,
the difference in ∆G and ∆G’ being 3RT ln Rp = 3 x
5.708 x 6.4 = 110 kJ mol–1.  This value of Rp is, within
experimental error, the same as the maximum value
observed.165  There apparently is an almost true equi-
librium among NADH, O2, and the adenylate system
if the P/O ratio is 3.

Within more restricted parts of the chain it is
possible to have reversed electron flow.  Consider the
passage of electrons from NADH, partway through
the chain, and back out to fumarate, the oxidized form
of the succinate–fumarate couple.  The Gibbs energy
change ∆G’ (pH 7) for oxidation of NADH by fumarate
is – 67.7 kJ mol–1.  In uncoupled mitochondria electron
flow would always be from NADH to fumarate.
However, in tightly coupled mitochondria, in which
ATP is being generated at site I, the overall value of
∆G’ becomes much less negative.  If Rp = 104 M–1, ∆G’
for the coupled process becomes approximately zero
(– 67.7 + 68 kJ mol–1).  Electron flow can easily be
reversed so that succinate reduces NAD+.  Such ATP-
driven reverse flow occurs under some physiological
conditions within mitochondria of living cells, and
some anaerobic bacteria generate all of their NADH
by reversed electron flow (see Section E).

Another experiment involving equilibration with
the electron transport chain is to measure the “observed
potential” of a carrier in the chain as a function of the
concentrations of ATP, ADP, and Pi.  The observed

TABLE 18-6
Wavelengths of Light Used to Measure States of
Oxidation of Carriers in the Electron Transport
Chain of Mitochondriaa

NADH 340 374

Flavins 465 510

Cytochromes

b2+ 564(α) 575

530(β)

430(γ)

c1
2+ 534(α)

523(β)

418(γ)

c2+ 550(α) 540

521(β)

416(γ)

a2+ 605(α) 630(590)

450(γ)a

a3
2+ 600(α)a

445(γ) 455

Carrier λmax (nm)b λref (nm)

a After Chance, B. and Williams, G. R. (1955) J. Biol. Chem, 217, 409–
427; (1956) Adv. Enzymol. 17, 409–427.

b The wavelengths used for each carrier in dual wavelength spec-
troscopy appear opposite each other in the two columns.  Some
positions of other absorption bands of cytochromes are also given.
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potential E is obtained by measuring log([ox] / [red])
and applying Eq. 18-6 in which E°’ is the known mid-
point potential of the couple (Table 6-8) and n is the
number of electrons required to reduce one molecule
of the carrier.  If the system is equilibrated with a

C.  Oxidative Phosphorylation

“redox buffer” (Chapter 6), E can be fixed at a pre-
selected value.  For example, a 1:1 mixture of succinate
and fumarate would fix E at +0.03 V while the couple
3-hydroxybutyrate-acetoacetate in a 1:1 ratio would
fix it at E°’ = – 0.266 V.  Consider the potential of cyto-
chrome b562 (bH), which has an E°’ value of 0.030 V.
Substituting this in Eq. 18-7 and using E = – 0.266 V
(as obtained by equilibration with 3-hydroxybutyrate–
acetoacetate), it is easy to calculate that at equilibrium
the ratio [ox] / [red] for cytochrome b562 is about 10–5.

In other words, in the absence of O2
this cytochrome will be kept almost
completely in the reduced form in
an uncoupled mitochondrion.

However, if the electron trans-
port between 3-hydroxybutyrate
and cytochrome b562 is tightly coupled
to the synthesis of one molecule of
ATP, the observed potential of the
carrier will be determined not only
by the imposed potential Ei of the
equilibrating system but also by the
phosphorylation state ratio of the
adenylate system (Eq. 18-7).  Here
∆G’ATP is the group transfer poten-
tial (–∆G’ of hydrolysis) of ATP at
pH 7 (Table 6-6), and n’ is the num-
ber of electrons passing through the
chain required to synthesize one
ATP.  In the upper part of the equa-
tion n is the number of electrons
required to reduce the carrier, namely
one in the case of cytochrome b562.

From Eq. 18-7 it is clear that in
the presence of a high phosphoryla-
tion state ratio a significant fraction
of cytochrome b562 may remain in
the reduced form at equilibrium.
Thus, if Rp = 104, if E°’ for cyto-
chrome b562 is 0.030 V, if n’ = 2, and
the potential E is fixed at – 0.25 V
using the hydroxybutyrate–aceto-
acetate couple, we calculate, from
Eq. 18-7, that the ratio [ox] / [red] for
cytochrome b562 will be 1.75.  Now, if
Rp is varied the observed potential
of the carrier should change as pre-
dicted by Eq. 18-7.  This variation
has been observed.164  For a tenfold
change in Rp the observed potential
of cytochrome b562 changed by 0.030
V, just that predicted if n’ = 2.  On
the other hand, the observed poten-
tial of cytochrome c varied by 0.059
V for every tenfold change in the
ratio.  This is just as expected if n’ = 2,
and if synthesis of two molecules of

E
G

nF
E

n
= − = ′° +

=

∆ 0 0592.
log
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TABLE 18-7
Electrode Potentials of Mitochondrial Electron Carriers and
Gibbs Energy Changes Associated with Passage of Electronsa

Electron carrier
E°’ (pH 7)
isolated

E°’ (pH 7.2)
in mito-
chondria

∆G (kJ mol-1)
for 2 e– flow to
O2 at 10–2 atm,
carriers at pH 7

NADH / NAD+ –0.320 –213

Group I Flavoprotein ~ –0.30

~ –0.30 V Fe–S protein ~ –0.305

β-Hydroxybutyrate–

    acetoacetate –0.266 –203

Lactate–pyruvate –0.185 –187

Succinate-fumarate 0.031 –146

Group II Flavoprotein ~ –0.045

~ 0 V Cytochrome bT –0.030

Cu 0.001

Fe–S protein 0.030

Cytochrome bK 0.030

Ubiquinone 0.10 0.045 –132

Cytochrome a3 + ATP 0.155

Group III Cytochrome c1 0.215

Cytochrome c 0.254 0.235 –102

Cytochrome bT + ATP 0.245

Cytochrome a 0.29 0.210

Cu 0.245

Fe–S protein 0.28

Group IV Cytochrome a3 0.385 –77

O2 (10–2 atm) 0.785 0.00

1 atm 0.815

a Data from Wilson, D. F., Dutton, P. L., Erecinska, M., Lindsay, J. G., and Soto, N. (1972)
Acc. Chem. Res. 5, 234–241 and Wilson, D. F., Erecinska, M., and Sutoon, P. L. (1974)
Ann. Rev. Biophys. Bioeng. 3, 203–230.
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ATP is coupled to the electron transport to cytochrome
c.  Thus, we have experimental evidence that when
one-electron carriers such as the cytochromes are
involved, the passage of two electrons is required to
synthesize one molecule of ATP.  Furthermore, from
experiments of this type it was concluded that the sites
of phosphorylation were localized in or related to
complexes I, III, and IV.

Another kind of experiment is to equilibrate the
electron transport chain with an external redox pair
of known potential using uncoupled mitochondria.
The value of E°’ of a particular carrier can then be
measured by observation of the ratio [ox] / [red] and
applying Eq. 18-7.  While changes in the equilibrating
potential E will be reflected by changes in [ox] / [red]
the value of E°’ will remain constant.  The E°’ values
of Fe – S proteins and copper atoms in the electron
transport chain have been obtained by equilibrating
mitochondria, then rapidly freezing them in liquid
nitrogen, and observing the ratios [ox] / [red] by EPR
at 77K (Table 18-7).

The values of E°’ of the mitochondrial carriers fall
into four isopotential groups at ~ – 0.30, ~ 0, ~ + 0.22,
and ~ + 0.39 V (Table 18-7).  When tightly coupled
mitochondria are allowed to go into state 4 (low ADP,
high ATP, O2 present but low respiration rate), the
observed potentials change.  That of the lowest iso-
potential group (which includes NAD+/ NADH) falls
to ~ – 0.38 V, corresponding to a high state of reduction
of the carriers to the left of the first phosphorylation
site in Fig. 18-4.  Groups 2 and 3 remain close to their
midpoint potentials at ~ – 0.05 and + 0.26 V.  In this
condition the potential difference between each suc-
cessive group of carriers amounts to ~ 0.32 V, just
enough to balance the formation of one molecule of
ATP for each two electrons passed at a ratio Rp ≈ 104

M–1 (Eq. 18-7).
Two cytochromes show exceptional behavior and

appear twice in Table 18-7.  The midpoint potential E°’
of cytochrome b566 (bL) changes from – 0.030 V in the
absence of ATP to + 0.245 V in the presence of a high
concentration of ATP.  On the other hand, E°’ for cyto-
chrome a3 drops from + 0.385 to 0.155 V in the presence
of ATP.  These shifts in potential must be related to the
coupling of electron transport to phosphorylation.

3.  The Mechanism of Oxidative
Phosphorylation

It was natural to compare mitochondrial ATP
synthesis with substrate-level phosphorylations, in
which high-energy intermediates are generated by
the passage of electrons through the substrates.  The best
known example is oxidation of the aldehyde group
of glyceraldehyde 3-phosphate to an acyl phosphate,
which, after transfer of the phospho group to ADP,
becomes a carboxylate group (Fig. 15-6).  The Gibbs
energy of oxidation of the aldehyde to the carboxylate
group provides the energy for the synthesis of ATP.
However, this reaction differs from mitochondrial
electron transport in that the product, 3-phosphoglycerate,
is not reconverted to glyceraldehyde 3-phosphate.  Electron
carriers of the respiratory chain must be regenerated in
some cyclic process.  Because of this, it was difficult to
imagine practical mechanisms for oxidative phospho-
rylation that could be related to those of substrate
level phosphorylation.  Nevertheless, many efforts
were made over a period of several decades to find
such high-energy intermediates.

Search for chemical intermediates. An early
hypothetical model, proposed by Lipmann,166 is
shown in Fig. 18-12.  Here A, B, and C are three electron
carriers in the electron transport chain.  Carrier C is a
better oxidizing agent than B or A.  Carrier B has some
special chemistry that permits it, in the reduced state,
to react with group Y of a protein (step b) to form Y– BH2.
The latter, an unidentified adduct, is converted by
oxidation with carrier C (step c) to a “high energy”
oxidized form indicated as Y ~ B.  Once the possibility
of generating such an intermediate is conceded, it is
easy to imagine plausible ways in which the energy of
this intermediate could be transferred into forms with
which we are already familiar.  For example, another
protein X could react (step d) to form X ~ Y in which
the X ~ Y linkage could be a thioester, an acyl phos-
phate, or other high-energy form.  Furthermore, it
might not be necessary to have two proteins; X and
Y could be different functional groups of the same
protein.  They might be nonprotein components, e.g.,
Y might be a phospholipid.

Generation of ATP by the remaining reactions
(steps e and f of Fig. 18-12) is straightforward.  For
example, if X ~ Y were a thioester the reactions would
be the reverse of Eq. 12-48.  These reaction steps would
also be responsible for observed exchange reactions,
for example, the mitochondrially catalyzed exchange
of inorganic phosphate (H32PO4

2–) into the terminal
position of ATP.  Mitochondria and submitochondrial
particles also contain ATP-hydrolyzing (ATPase)
activity,  which is thought to depend upon the same
machinery that synthesizes ATP in tightly coupled
mitochondria.  In the scheme of Fig. 18-12, ATPase
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activity would be observed if hydro-
lysis of X ~ Y were to occur.  Partial
disruption of the system would lead
to increased ATPase reactivity, as is
observed.  Uncouplers such as the
dinitrophenolate ion or arsenate ion,
acting as nucleophilic displacing
groups, could substitute for a group
such as X.  Spontaneous breakdown
of labile intermediates would permit
oxidation to proceed unimpaired.
Since there are three different sites
of phosphorylation, we might expect
to have three different enzymes of
the type Y in the scheme of Fig. 18-12,
but it would be necessary to have
only one X.

In Lipmann’s original scheme
group Y was visualized as adding
to a carbon–carbon double bond
to initiate the sequence.  Isotopic
exchange reactions ruled out the
possibility that either ADP or Pi
might serve as Y, but it was attrac-
tive to think that a bound phosphate
ion, e.g., in a phospholipid or coen-
zyme, could be involved.  Y ~ B of
Fig. 18-12 would be similar in reac-
tivity to an acyl phosphate or thio-
ester.  However, whatever the nature
of Y ~ B, part of group Y would be
left attached to B after the transfer of
Y to X.  For example, if Y were Y’OH

compound X ~ OY’ would be formed, and the carrier
would be left in step d in the form of B–OH.  Elimination
of a hydroxyl group would be required to regenerate B.
Perhaps nature has shunned this mechanism because
there is no easy way to accomplish such an elimination.
Many variations on the scheme of Fig. 18-12 were
proposed,166  and some were discussed in the first
edition of this textbook.167  However, as attractive as
these ideas may have seemed, all attempts to identify
discrete intermediates that might represent X ~ Y failed.
Furthermore, most claims to have seen Y ~ B by any means
have been disproved.

Peter Mitchell’s chemiosmotic theory. To
account for the inability to identify high energy inter-
mediates as well as the apparent necessity for an intact
membrane, Peter Mitchell, in 1961, offered his chemi-
osmotic theory of oxidative phosphorylation.168– 175a

aThis theory also accounts for the existence of energy-
linked processes such as the accumulation of cations
by mitochondria.  The principal features of the Mitchell
theory are illustrated in Fig. 18-13.  Mitchell proposed

Figure 18-12  An early proposal for formation of ATP via
“high-energy” chemical intermediates.
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f
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Y — BH2 C

CH2
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lysis of intermediate
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the ATPase reaction
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substitute for X in
this reaction

Reactions causing Pi — ATP
and other exchanges and
ATPase reactions

Hypothetical coupling
site for ATP synthesis

ADP

ATP

X

X ~ P

Y

Pi

Y

X

C.  Oxidative Phosphorylation

Figure 18-13  Principal features of Mitchell’s chemiosmotic theory of oxida-
tive phosphorylation.
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that the inner membrane of the mitochondrion is a
closed, proton-impermeable coupling membrane,
which contains proton pumps operated by electron
flow and which cause protons to be expelled through
the membrane from the matrix space.  As indicated
in Fig. 18-13, an oxidized carrier B, upon reduction
to BH2, acquires two protons.  These protons do not
necessarily come from reduced carrier AH2, and
Mitchell proposed that they are picked up from the
solvent on the matrix side of the membrane.  Then, when
BH2 is reoxidized by carrier C, protons are released on
the outside of the membrane.  On the basis of existing
data, Mitchell assumed a stoichiometry of two protons
expelled for each ATP synthesized.  It followed that there
should be three different proton pumps in the electron
transport chain corresponding to the three phosphory-
lation sites.

The postulated proton pumps would lead either to
bulk accumulation of protons in the intermembrane
space and cytoplasm, with a corresponding drop in
pH, or to an accumulation of protons along the membrane
itself.  The latter would be expected if counterions X–

do not pass through the membrane with the protons.
The result in such a case would be the development of
a membrane potential, a phenomenon already well
documented for nerve membranes (Chapter 8).

A fundamental postulate of the chemiosmotic
theory is the presence of an oriented ATP synthase
that utilizes the Gibbs energy difference of the proton
gradient to drive the synthesis of ATP (Fig. 18-9).
Since ∆G’ (pH 7) for ATP synthesis is +34.5 kJ mol–1

and, if as was assumed by Mitchell, the passage of two
protons through the ATP synthase is required to form
one ATP, the necessary pH gradient (given by Eq. 6-25
or Eq. 18-9 with Em = 0) would be 34.5/(2 x 5.708) = 3.0
pH units at 25°C.  On the other hand, if the phospho-
rylation state ratio is ~ 104 M–1, the pH difference
would have to be 5 units.  Most investigators now
think that 4 H+ per ATP are needed by the synthase.
If so, a pH difference of 2.5 units would be adequate.
Various experiments have shown that passage of
electrons does induce a pH difference, and that an
artifically induced pH difference across mitochondrial
membranes leads to ATP synthesis.  However, pH
gradients of the required size have not been observed.
Nevertheless, if the membrane were charged as indi-
cated in Fig. 18-13, without accumulation of protons
in the bulk medium, a membrane potential would be
developed, and this could drive the ATP synthase, just
as would a proton gradient.

The mitochondrial membrane potential Em (or ∆ψ)
is the potential difference measured across a mem-
brane relative to a reference electrode present in the
surrounding solution.176  For both mitochondria and
bacteria Em normally has a negative value.  The Gibbs
energy change ∆ψH+ for transfer of one mole of H+ from
the inside of the mitochondrion to the outside, against

the concentration and potential gradients, is given by
Eq. 18-8.  This equation follows directly from Eqs. 6-25

∆GH + = 2.303 RT ∆pH – EmF
= 5.708 ∆pH – 96.5 Em kJ/ mol at 25°C

where ∆pH = pH (inside) – pH (outside)

and 6-63 with n = 1.  The same information is conveyed
in Eq. 18-9, which was proposed by Mitchell for what
he calls the total protonic potential difference �p.

Mitchell was struck by the parallel between the force
and flow of electrons, which we call electricity, and
the force and flow of protons, which he named 
proticity.174  This led one headline writer in Nature177

to describe Mitchell as “a man driven by proticity,”
but if Mitchell is right, as seems to be the case, we
are all driven by proticity!  Mitchell also talked about
protonmotive processes and referred to ∆p as the
protonmotive force.  Although it is a potential rather
than a force, this latter name is a popular designation
for ∆p.

The reader should be aware that considerable con-
fusion exists with respect to names and definitions.176

For example, the ∆GH+ of Eq. 18-8 can also be called
the proton electrochemical potential ∆µH+, which
is analogous to the chemical potential µ of an ion (Eq.
6-24) and has units of kJ/mol (Eq. 18-10).

–∆GH+= ∆µH+ = F ∆p
= 96.5 ∆p kJ/ mol at 25°C

However, many authors use ∆µH+ as identical to the
protonmotive force ∆p.

From Eq. 18-9 or Eq. 18-10 it can be seen that a
membrane potential Em of – 296 mV at 25°C would be
equivalent to a 5.0 unit change in pH and would be
sufficient, if coupled to ATP synthesis via 2 H+, to raise
Rp to 104 M–1.  Any combination of ∆pH and Em pro-
viding ∆p of – 296 mV would also suffice.  If the ratio
H+/ATP = 4, ∆p of –148 mV would suffice.

The chemiosmotic hypothesis had the great virtue
of predicting the following consequences which could
be tested:  (1) electron-transport driven proton pumps
with defined stoichiometries and (2) a separate ATP
synthase, which could be driven by a pH gradient
or membrane potential.  Mitchell’s hypothesis was
initially greeted with skepticism but it encouraged
many people, including Mitchell and his associate
Jennifer Moyle, to test these predictions, which were
soon found to be correct.178

(18-9)

(18-8)

(18-10)
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Observed values of Em and pH. One of the
problems179 in testing Mitchell’s ideas has been the dif-
ficulty of reliably measuring ∆p.  To evaluate the pH
term in Eq. 18-10 measurements have been made with
microelectrodes and indicator dyes.  However, the
most reliable approach has been to observe the distri-
bution of weak acids and bases across the mitochon-
drial membrane.180  This is usually done with a
suspension of freshly isolated active mitochondria.
The method has been applied widely using, for example,
methylamine.  A newer method employs an isotope
exchange procedure to measure the pH-sensitive
carbonic anhydrase activity naturally present in mito-
chondria.181

The measurement of Em (∆ψ) is also difficult.179

Three methods have been used:  (1) measurement with
microelectrodes; (2) observation of fluorescent probes;
(3) distribution of permeant ions.  Microelectrodes
inserted into mitochondria182 have failed to detect a
significant value for Em.  Fluorescent probes are not
very reliable,179,183 leaving the distribution of permeant
ions the method of choice.  In this method a mitochon-
drial suspension is exposed to an ion that can cross
the membrane but which is not pumped or subject
to other influences that would affect its distribution.
Under such conditions the ion will be distributed
according to Eq. 18-11.  The most commonly used ions
are K+, the same ion that is thought to reflect the mem-
brane potential of nerve axons (Chapter 30), or Rb+.  To
make the inner mitochondrial membrane permeable to
K+, valinomycin (Fig. 8-22) is added.  The membrane
potential, with n = 1 in Eq. 9-1, becomes:

Em = – 59.2 ([K+]inside / [K+]outside)  volts

In these experiments respiring mitochondria are
observed to take up the K+ or Rb+ to give a high ratio
of K+ inside to that outside and consequently a nega-
tive Em.  There are problems inherent in the method.
The introduction of a high concentration of ion perturbs
the membrane potential, and there are uncertainties
concerning the contribution of the Donnan equilibrium
(Eq. 8-5) to the observed ion distribution.184

In most instances, either for mitochondrial suspen-
sions or whole bacteria, ∆pH is less negative than – 0.5
unit making a contribution of, at most, – 30 mV to ∆p.
The exception is found in the thylakoid membranes of
chloroplasts (Chapter 23) in which protons are pumped
into the thylakoid vesicles and in which the internal
pH falls dramatically upon illumination of the chloro-
plasts.185  The ∆pH reaches a value of – 3.0 or more
units and ∆p is ~180 mV, while Em remains ~0.  Reported
values of Em for mitochondria and bacteria range from
– 100 to – 168 mV and ∆p from – 140 to – 230 mV.172,179

Wilson concluded that Em for actively respiring mito-
chondria, using malate or glutamate as substrates,

attains maximum (negative) values of Em= –130 mV and
∆p = –160 mV.179  However, Tedeschi and associates183,184

argued that Em is nearly zero for liver mitochondria
and seldom becomes more negative than –60 mV for
any mitochondria.

A crucially important finding is that submitochon-
drial particles or vesicles from broken chloroplasts will
synthesize ATP from ADP and Pi, when an artificial
pH gradient is imposed.172,186  Isolated purified F1F0
ATPase from a thermophilic Bacillus has been co-
reconstituted into liposomes with the light-driven
proton pump bacteriorhodopsin (Chapter 23).  Illumi-
nation induced ATP synthesis.187  These observations
support Mitchell’s proposal that the ATP synthase is
both spatially separate from the electron carriers in
the membrane and utilizes the protonmotive force
to make ATP.  Thus, the passage of protons from the
outside of the mitochondria back in through the ATP
synthase induces the formation of ATP.  What is the
stoichiometry of this process?

It is very difficult to measure the flux of protons
across the membrane either out of the mitochondria
into the cytoplasm or from the cytoplasm through the
ATP synthase into the mitochondria.  Therefore, esti-
mates of the stoichiometry have often been indirect.
One argument is based on thermodynamics.  If ∆p
attains values no more negative than – 160 mV and Rp
within mitochondria reaches at least 104 M–1, we must
couple ∆GH of – 15.4 kJ/ mol to ∆G of formation of ATP
of +57.3 kJ/ mol.  To do this four H+ must be translo-
cated per ATP formed.  Recent experimental measure-
ments with chloroplast ATP synthase188 also favor four
H+.  It is often proposed that one of these protons is
used to pump ADP into the mitochondria via the
ATP-ADP exchange carrier (Section D).  Furthermore,
if Rp reaches 106 M–1 in the cytoplasm, it must exceed
104 M–1 in the mitochondrial matrix.

Proton pumps driven by electron transport.
What is the nature of the proton-translocating pumps
that link ∆p with electron transport?  In his earliest
proposals Mitchell suggested that electron carriers,
such as flavins and ubiquinones, each of which accepts
two protons as well as two electrons upon reduction,
could serve as the proton carriers.  Each pump would
consist of a pair of oxidoreductases.  One, on the inside
(matrix side) of the coupling membrane, would deliver
two electrons (but no protons) to the carrier (B in Fig.
18-13).  The two protons needed for the reduction
would be taken from the solvent in the matrix.  The
second oxidoreductase would be located on the outside
of the membrane and would accept two electrons from
the reduced carrier (BH2 in Fig. 18-13) leaving the two
released protons on the outside of the membrane.  To
complete a “loop” that would allow the next carrier to
be reduced, electrons would have to be transferred
through fixed electron carriers embedded in the

C.  Oxidative Phosphorylation

(18-11)
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membrane from the reduced electron acceptor (Cred in
Fig. 18-13) to the oxidized form of the oxidoreductase
to be used as reductant for the next loop.  These loops,
located in complexes I and III of Fig. 18-5, would
pump three protons per electron or six H+/ O.  With
a P/ O ratio of three this would provide two H+ per
ATP formed.  Mitchell regarded this stoichiometry as
appropriate.

The flavin of NAD dehydrogenase was an obvious
candidate for a carrier, as was ubiquinone.  However,
the third loop presented a problem.  Mitchell’s solution
was the previously discussed Q cycle, which is shown
in Fig. 18-9.  This accomplishes the pumping in complex
III of 2 H+/e–, the equivalent of two loops.111  However,
as we have seen, the magnitude of ∆p suggests that 4
H+, rather than 2 H+, may be coupled to synthesis of
one ATP.  If this is true, mitochondria must pump 12
H+/ O rather than six when dehydrogenating NADH,
or eight H+/ O when dehydrogenating succinate.

The stoichiometry of proton pumping was measured
by Lehninger and associates using a fast-responding
O2 electrode and a glass pH electrode.189,190  They
observed an export of eight H+/ O for oxidation of
succinate rat liver mitochondria in the presence of a
permeant cation that would prevent the buildup of
Em, and four H+/ O (2 H+/e-) for the cytochrome oxi-
dase system.  These are equivalent to two H+/e– at
each of sites II and III as is indicated in Fig. 18-4.
Some others have found lower H+/e– ratios.

If two H+/e– are pumped out of mitochondria,
where do we find the pumping sites?  One possibility
is that protons are pumped through the membrane by
a membrane Bohr effect, so named for its similarity to
the Bohr effect observed upon oxygenation of hemo-
globin.  In the latter case (Chapter 7), the pKa values
of certain imidazole and terminal amino groups are
decreased when O2 binds.  This may result, in part,
from an electrostatic effect of O2 in inducing a partial
positive charge in the heme.  This partial charge may
then cause a decrease in the pKa values of nearby
groups.  Similarly, complete loss of an electronic charge
from a heme group or an iron–sulfur protein in the
electron transport chain would leave a positive charge,
an electron “hole,” which could induce a large change
in the pKa of a neighboring group.  One manifestation
of this phenomenon may be a strong pH dependence
of the reduction potential (Eq. 16-19).

Protons that could logically be involved in a mem-
brane Bohr effect are those present on imidazole rings
coordinated to Fe or Cu in redox proteins.  Removal of
an electron from the metal ion could be accompanied
by displacement of electrons within the imidazole,
within a peptide group that is hydrogen-bonded to an
imidazole, or within some other acidic group.  A hypo-
thetical example is illustrated in Eq. 18-12 in which a
carboxyl group loses a proton when “handed” a second.
If the transiently enolized peptide linkage formed in

this process is tautomerized back to its original state
before the iron is reduced again, the proton originally
present on the carboxyl group will be released.  It is
easy to imagine that a proton could then be “ferried”
in (as in Eq. 9-96) from the opposite side of the mem-
brane to reprotonate the imidazole group and complete
the pumping process.

In view of the large number of metal-containing
electron carriers in the mitochondrial chain, there are
many possible locations for proton pumps.  However,
the presence of the three isopotential groups of Table
18-7 suggests that the pumps are clustered in complexes
I-III as pictured in Fig. 18-5.  One site of pumping is
known to be in the cytochrome c oxidase complex.
When reconstituted into phospholipid, the purified
complex does pump protons in response to electron
transport, H+/e– ratios of ~1 being observed.136,137,147,191

As mentioned in Section B,3 a large amount of experi-
mental effort has been devoted to identifying proton
transport pathways in cytochrome c oxidase and also
in the cytochrome bc1 (complex II).192  Proton pumping
appears to be coupled to chemical changes occurring
between intermediates P and F of Fig. 18-11, between
F and O,136,193 and possibly between O and R.137,138

Mechanisms involving direct coupling of chemical
changes at the A3CuB center and at the CuA dimetal
center have been proposed.147,194

How do protons move from the pumping sites to
ATP synthase molecules?  Since protons, as H3O+, are
sufficiently mobile, ordinary diffusion may suffice.
Because of the membrane potential they will tend to
stay close to the membrane surface, perhaps being
transported on phosphatidylethanolamine head
groups (see Chapter 8).  According to the view of
R. J. P. Williams protons are not translocated across
the entire membrane by the proton pumps, but flow
through the proteins of the membrane to the ATP
synthase.195  There the protons induce the necessary
conformational changes to cause ATP synthesis.  A
related idea is that transient high-energy intermediates
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generated by electron transport within membranes are
proton-carrying conformational isomers.  When an
electron is removed from an electron-transporting
metalloprotein, the resulting positively charged “hole”
could be stable for some short time, while the protein
diffused within the membrane until it encountered an
F0 protein of an ATP synthase.  Then it might undergo
an induced conformational change at the same time
that it “handed” the Bohr effect proton of Eq. 18-14
to the F0 protein and simultaneously induced a con-
formational change in that protein.  The coupling of
proton transport to conformational changes seems
plausible, when we recall that the induction of confor-
mational changes within proteins almost certainly
involves rearrangement of hydrogen bonds.

A consequence of the chemiosmotic theory is that
there is no need for an integral stoichiometry between
protons pumped and ATP formed or for an integral 
P/ O ratio.  There are bound to be inefficiencies in
coupling, and ∆p is also used in ways other than syn-
thesis of ATP.

4.  ATP Synthase

In 1960, Racker and associates196,197 discovered
that the “knobs” or “little mushrooms” visible in
negatively stained mitochondrial fragments or fragments
of bacterial membranes possess ATP-hydrolyzing
(ATPase) activity.  Earlier the knob protein had been
recognized as one of several coupling factors required
for reconstitution of oxidative phosphorylation by
submitochondrial particles.197  Electron micrographs
showed that the submitochondrial particles consist of
closed vesicles derived from the mitochondrial cristae,
and that the knobs (Fig. 18-14A) are on the outside of
the vesicles.  They can be shaken loose by ultrasonic
oscillation with loss of phosphorylation and can be
added back with restoration of phosphorylation.  The
knob protein became known as coupling factor F1.
Similar knobs present on the outside of the thylakoids
became CF1and those inside thermophilic bacteria
TF1.  The ATPase activity of F1 was a clue that the
knobs were really ATP synthase.  It also became clear
that a portion of the ATP synthase is firmly embedded
in the membranes.  This part became known as F0.
Both the names F1F0 ATP synthase and F1F0 ATPase
are applied to the complex, the two names describing
different catalytic activities.  The ATPase activity is
usually not coupled to proton pumping but is a
readily measurable property of the F1 portion.  In a
well-coupled submitochondrial particle the ATPase
activity will be coupled to proton transport and will
represent a reversal of the ATP synthase activity.

The synthase structure. The F1 complex has been
isolated from E. coli,204,205 other bacteria,206,207 yeast,208a,b

animal tissues,199,209–211 and chloroplasts.212–214  In
every case it consists of five kinds of subunits with the
stoichiometry α3β3γδε.214a,b  The F0 complex of E. coli
contains three subunits designated a,b, and c.  All of
these proteins are encoded in one gene cluster, the unc
operon (named for uncoupled mutants), with the
following order:

Here I is the regulatory gene (as in Fig. 28-1).  The
E. coli F0 appears to have approximately the unusual
stoichiometry ab2c9-11.  This suggested the possibility
that 12 c subunits form a ring with D6 or D12 symmetry,
the latter being illustrated in the structural proposal
shown in Fig. 18-14E.  However, crystallographic
evidence suggests that there may be 10, not 12 sub-
units.214c

Mitochondrial ATP synthase of yeast contains at
least 13 different kinds of subunits208 and that of ani-
mals215 16, twice as many as in E. coli.  Subunits α, β, γ,
a, b, and c of the mitochondrial synthase correspond
to those of E. coli.  However, the mitochondrial homo-
log of E. coli δ is called the oligomycin-sensitivity-
conferring protein (OSCP).216– 218  It makes the ATPase
activity sensitive to oligomycin.  The mitochondrial δ
subunit corresponds to ε of E. coli or of chloroplasts.217,219

Mitochondrial ε has no counterpart in bacteria.209,220

In addition,209,215 mitochondria contain subunits called
d, e, f, g, A6L, F6, and IF1, the last being an 84-residue
inhibitor, a regulatory subunit.221 The subunits of
yeast ATP synthase correspond to those of the animal
mitochondrial synthase but include one additional
protein (h).208a

Six of the relatively large (50–57 kDa) α and β
subunits associate to an α3β3 complex that constitutes
the knobs.202,210  Chemical crosslinking, directed
mutation, electron cryomicroscopy,222,222a and high-
resolution X-ray diffraction measurements199,207,211,223,224

have established that the α and β subunits alternate in
a quasisymmetric cyclic head that contains active sites
for ATP formation in the three β subunits (Fig. 18-14C–E).
The α subunits also contain ATP-binding sites, but
they are catalytically inactive, and their bound MgATP
does not exchange readily with external ATP and can
be replaced by the nonhydrolyzable AMP-PNP (Fig.
12-31) with retention of activity.  The α3β3 complex is
associated with the F0 part by a slender central stalk

C.  Oxidative Phosphorylation

I B E F H A G D C – – – Gene symbol

i a c b δ α γ β ε – – – Subunit symbol

F0

E. coli a cbδα γβ ε
Mitochondria α γβ OSCP δ ε IF1

F1

a cb d fe g A6L F6
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Figure 18-14  ATP synthase and vacuolar ATPase.  (A)
“Knobs” of ATP synthase on mitochondrial membranes
negatively stained with phosphotungstate.  (B)  Vacuolar
proton-pumping ATPase from an intact vacuolar membrane
stained in the same way.  Some images have been marked to
indicate well-resolved head groups (H), stalks (S), and basal
components (B).  (A) and (B) are from Dschida and Bowman.198

Courtesy of Barry J. Bowman.  (C) Ribbon model of the atomic
structure of the F1 part of bovine heart mitochondrial ATP
synthase.  This section through the knob, which is drawn
schematially at the upper right, shows one α subunit, con-
taining bound ADP, αDP, to the left and one empty β subunit,
βE, to the right.  In the center are the N and C termini of
subunit γ.  The arrow points to a disruption in the β sheet of
the subunit structure in the βE  conformation.  The asterisk
marks a loop that would collide with the C-terminal part of
subunit γ if the latter were rotated.  (D)  View of the F1 ATP
synthase from the membrane side.  The section shown
contains the nucleotide binding sites.  Subunits with empty
sites are labeled αE and βE.  Those with bound ADP are
labeled αDP and βDP, and those with bound ATP αTP and βTP.
Deviation from perfect threefold symmetry can be seen in
this view.  (C) and (D) are from Abrahams et al.199  Courtesy
of John E. Walker.  (E)  A recent model of the E. coli ATP
synthase.  The α3β3 head contains the ATP-synthesizing sites
in the β subunits.  The α3β3 complex and also subunits a, b,
and δ remain stationary and form the stator for a protic engine,
whose rotor consists of 12 c subunits and attached γ and ε
subunits.  Rotation is induced by the membrane potential or
difference in H+ activity on the two sides of the membrane.
The carboxylate group of Asp 61 in each c subunit must be
protonated to – COOH in order for it to move away from the
entrance channel in subunit a.  The presence of the positively
charged Arg 210 near the exit channel in subunit a induces
release of the proton when the c subunit has rotated almost
360°.  According to this picture, 12 protons are required for
one rotation with synthesis of three molecules of ATP.  After
Elston et al.200 and Zhou et al.201  See also Junge et al.202 and
Engelbrecht and Junge.203
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or shaft.  Much effort has gone into establishing the
subunit composition of the shaft and the F0 parts of the
structure.  As is indicated in Fig. 18-14E, subunits γ
and ε of the E. coli enzyme are both part of the central
shaft.219,225,226  The same is true for the mitochondrial
complex, in which the δ subunit corresponds to bac-
terial ε.227  The role of this subunit is uncertain.  It is
part of the shaft but is able to undergo conformational
alterations that can permit its C-terminal portion to
interact either with F0 or with the α3β3 head.227,227a The
unique ε subunit of mitochondrial ATPase appears also
to be part of the shaft.220

The most prominent component of the central
shaft is the 270-residue subunit γ, which associates
loosely with the α3β3 head complex but more tightly
with F0.  About 40 residues at the N terminus and 60
at the C terminus form an α-helical coiled coil, which
is visible in Fig. 18-14E199,211 and which protrudes into
the central cavity of the α3β3 complex.  Because it is
asymmetric, the γ subunit apparently acts as a rotating
camshaft to physically alter the α and β subunits in a
cyclic manner.  Asymmetries are visible in Fig. 18-14D.211

The central part of subunit γ forms a more globular
structure, which bonds with the c subunits of F0.205

Exact structures are not yet clear.
The δ subunit of E. coli ATP synthase (OSCP of

mitochondria) was long regarded as part of the central
stalk.  However, more recent results indicate that it is
found in a second stalk, which joins the α3β3 complex
to F0.  The central stalk rotates, relative to the second
stalk.  The second stalk may be regarded as stationary
and part of a stator for a protic engine.228,229  This
stalk has been identified230 in electron micrographs
of chloroplast F1F0 and by crosslinking studies.  As is
depicted in Fig. 18-14E, a major portion of the second
stalk is formed by two molecules of subunit b.  Recent
results indicate that bacterial subunit δ (mitochondrial
OSCP) extends further up than is shown in Fig. 18-14,
and together with subunit F6 may form a cap at the
top of the α3β3 head.230a, 230b

The F0 portion of bacterial ATP synthase, which is
embedded in the membrane, consists of one 271-residue
subunit a, an integral membrane protein probably
with five transmembrane helices,231,232 two 156-residue
b subunits, and ~ twelve 79-residue c subunits.  The c
subunit is a proteolipid, insoluble in water but soluble
in some organic solvents.  The structure of monomeric
c in chloroform:methanol:H2O (4:4:1) solution has been
determined by NMR spectroscopy.  It is a hairpin
consisting of two antiparallel α helices.233  Twelve of
the c subunits are thought to assemble into a ring
with both the N and C termini of the subunit chains
in the periplasmic (or intermembrane) face of the
membrane.234,235  The ratio of c to a subunits has been
difficult to measure but has been estimated as 9 – 12.
The fact that both genetically fused c2 dimers and c3
trimers form function F0 suggested that they assemble

to a c12 ring as shown in Fig. 18-14E.236  However, the
recent crystallographic results that revealed a C10
ring214c raise questions about stoichiometry.

Since ATP synthesis takes place in F1, it has long
been thought that the F0 part of the ATP synthase
contains a “proton channel,” which leads from the
inside of the mitochondria to the F1 assemblage.146

Such a channel would probably not be an open pore
but a chain of hydrogen-bonded groups, perhaps
leading through the interior of the protein and able to
transfer protons via icelike conduction.  One residue
in the c subunit, Asp 61, which lies in the center of
the second of the predicted transmembrane helices,
is critical for proton transport.236a  Natural or artificial
mutants at this position (e.g., D61G or D61N) do not
transport protons.  This carboxyl group also has an
unusually high reactivity and specificity toward the
protein-modifying reagent dicyclohexylcarbodiimide
(DCCD; see Eq. 3-10).146,237  Modification of a single c
subunit with DCCD blocks the proton conductance.

An interesting mutation is replacement of alanine
62 of the c subunit with serine.  This mutant will sup-
port ATP synthase using Li+ instead of H+.237  Certain
alkylophilic bacteria, such as Propionigenium modestum,
have an ATP synthase that utilizes the membrane
potential and a flow of Na+ ions rather than protons
through the c subunits.238– 240c  The sodium transport
requires glutamate 65, which fulfills the same role as
D61 in E. coli, and also Q32 and S66.  Study of mutants
revealed that the polar side chains of all three of these
residues bind Na+, that E65 and S66 are needed to bind
Li+, and that only E65 is needed for function with H+.

The a subunit is also essential for proton translo-
cation.231,232,241  Structural work on this extremely
hydrophobic protein has been difficult, but many
mutant forms have been studied.  Arginine 210 is
essential as are E219 and H245.  However, if Q252 is
mutated to glutamate, E219 is no longer essential.241

One of the OXPHOS diseases (NARP; Box 18-B) is a
result of a leucine-to-arginine mutation in human
subunit a.241a  The b subunit is an elongated dimer,
largely of α-helical structure.242,243  Its hydrophobic
N terminus is embedded in the membrane,229,244

while the hydrophilic C-terminal region interacts with
subunit σ of F1, in the stator structure (Fig. 18-14E).
Some of the F0 subunits (d, e, f, g, A6L) may form a
collar around the lower end of the central stalk.210a,b

How is ATP made?  No covalent intermediates
have been identified, and isotopic exchange studies
indicate a direct dehydration of ADP and Pi to form
bound ATP.245  For the nucleophilic terminal phospho
group of ADP to generate a high-energy linkage
directly by attack on the phosphorus atom of Pi an
OH– ion must be eliminated (Eq. 18-13).  This is not a
probable reaction at pH 7, but it would be reasonable
at low pH.  Thus, one function of the oriented ATP

C.  Oxidative Phosphorylation
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synthase might be to deliver one or more protons
flowing in from F0 specifically to the oxygen that is to
be eliminated (Eq. 18-13).  As we have seen (Section 2),
on thermodynamic grounds 3 – 4 protons would prob-
ably be needed.  Perhaps they could be positioned
nearby to exert a large electrostatic effect, or they
could assist in releasing the ATP formed from the
synthase by inducing a conformational change.  How-
ever, it isn’t clear how protons could be directed to the
proper spots.

Paul Boyer’s binding change mechanism. Boyer
and associates suggested that ATP synthesis occurs
rapidly and reversibly in a closed active site of the 
ATP synthase in an environment that is essentially
anhydrous.  ATP would then be released by an energy-
dependent conformational change in the protein.245– 249

Oxygen isotope exchange studies verified that a rapid
interconversion of  bound ADP, Pi, and ATP does occur.
Studies of soluble ATP synthase, which is necessarily
uncoupled from electron transport or proton flow,
shows that ATP is exceedingly tightly bound to F1 as
expected by Boyer’s mechanism.248  According to his
conformational coupling idea, protons flowing
across the membrane into the ATP synthase would in
some way induce the conformational change necessary
for release of ATP.

The idea of conformational coupling of ATP syn-
thesis and electron transport is especially attractive
when we recall that ATP is used in muscle to carry out
mechanical work.  Here we have the hydrolysis of
ATP coupled to motion in the protein components of
the muscle.  It seems reasonable that ATP should be
formed as a result of motion induced in the protein
components of the ATPase.  Support for this analogy
has come from close structural similarities of the F1
ATPase β subunits and of the active site of ATP cleav-
age in the muscle protein myosin (Chapter 19).

A simple version of Boyer’s binding change
mechanism is shown in Figure 18-15.  The three F1 β
subunits are depicted in three different conformations.
In O the active site is open, in T it is closed, and if ATP
is present in the active site it is tightly bound.  In the
low affinity L conformation ligands are bound weakly.

In step a MgADP and Pi enter the L site while MgATP
is still present in the T site.  In step b a protonic-energy-
dependent step causes synchronous conformational
changes in all of the subunits.  The tight site opens and
MgATP is free to leave.  At the same time MgADP and
Pi in the T site are converted spontaneously to tightly
bound ATP.  The MgATP is in reversible equilibrium
with MgADP + Pi, which must be bound less tightly
than is MgATP.  That is, the high positive value of ∆G’
for formation of ATP must be balanced by a correspond-
ing negative ∆G’ for a conformational or electronic
reorganization of the protein in the T conformation.
Opening of the active site in step b of Fig. 18-15 will
have a high positive ∆G’ unless it is coupled to proton
flow throught F0.  Of three sites in the subunits, one
binds MgATP very tightly (Kd ~ 0.1 µM) while the
other sites bind less tightly (Kd ~ 20 µM).250,251  How-
ever, it has been very difficult to establish binding
constants or Km values for the ATPase reaction.248

Each of the three β sites probably, in turn, becomes
the high-affinity site, consistent with an ATP synthase
mechanism involving protein conformational changes.

Rotational catalysis.  Boyer suggested that there
is a cyclic rotation in the conformations of the three
β subunits of the ATP synthase, and that this might
involve rotation about the stalk.  By 1984, it had been
shown that bacterial flagella are rotated by a protonic
motor (Chapter 19), and a protic rotor for ATP synthase
had been proposed by Cox et al.252 and others.245

However, the b subunits were thought to be in the
central stalk.222  More recently chemical crosslinking
experiments,201,253 as well as electron microscopy,
confirmed the conclusion that an intact stator struc-
ture must also be present as in Fig. 18-14E.202  The
necessary second stalk is visible in CF1F0 ATPase of
chloroplasts230 and also in the related vacuolar ATPase,
a proton or Na+ pump from a clostridium.254  See also
Section 5.  Another technique, polarized absorption
recovery after photobleaching, was applied after
labeling of Cys 322, the penultimate residue at the C
terminus of the γ subunit with the dye eosin.  After
photobleaching with a laser beam the polarization
of the light absorption by the dye molecule relaxed
because of rotation.  Relaxation was observed when
ATP was added but not with ADPPNP.202,255,256

The most compelling experiments were performed
by Noji et al.202,257– 260  They prepared the α3β3γ sub-
complex of ATPase from a thermophilic bacterium.
The complex was produced in E. coli cells from the
cloned genes allowing for some “engineering” of the
proteins.  A ten-histidine “tag” was added at the N
termini of the β subunits so that the complex could
be “glued” to a microscope coverslip coated with a
nickel complex with a high affinity for the His tags.
The γ subunit shafts protrude upward as shown in
Fig. 18-16.  The γ subunit was mutated to replace its
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Figure 18-15  Boyer’s binding change mechanism for ATP
synthase in a simple form.  After Boyer245 but modified to
include a central camshaft which may drive a cyclic alter-
ation in conformations of the subunits.  The small “pointer”
on this shaft is not to be imagined as real but is only an
indicator of rotation with induced conformational changes.
The rotation could occur in 120° steps rather than the smaller
steps suggested here.

C.  Oxidative Phosphorylation

Figure 18-16  (A)  The system used for observation of the
rotation of the γ subunit in the α3β3γ subcomplex.  The
observed direction of the rotation of the γ subunit is indicated

by the arrows.  (B)  Sequential
images of a rotating actin
filament attached as in (A).
(C)  Similar images obtained
with the axis of rotation near
the middle of the filament.
The images correspond to
the view from the top in (A).
Total length of the filament,
2.4 µm; rotary rate, 1.3 revolu-
tions per second; time inter-
val between images, 33 ms.
From Noji et al.258

β β

γ

α

Coverslip coated with nickel nitriloacetate

His-tag

Streptavidin

Actin filament

α3β3γ complex

A

only cysteine by serine and to introduce a cysteine
in place of Ser 107 of the stalk region of γ.  The new
cysteine was biotinylated and attached to streptavidin
(see Box 14-B) which was also attached to a fluorescently
labeled actin filament (Fig. 7-10) ~1–3 µm in length as
shown in Fig. 18-16.  The actin fiber rotated in a counter-
clockwise direction when ATP was added but did not
rotate with AMPPNP.  At low ATP concentrations
the rotation could be seen to occur in discrete 120°
steps.258,261,262  Each 120° step seems to consist of ~ 90°
and ~ 30° substeps, each requiring a fraction of a milli-
second.262a  The ATPase appears to be acting as a
stepper motor, hydrolysis of a single ATP turning
the shaft 120°.  Rotation at a rate of ~14 revolutions
per second would require the hydrolysis of ~ 42 ATP
per second.  If the motor were attached to the F0 part
it would presumably pump four (or perhaps three) H+

across a membrane for each ATP hydrolyzed.  Acting
in reverse, it would make ATP.  A modification of the
experiment of Fig. 18-16 was used to demonstrate
that the c subunits also rotate with respect to the α3β3
head.262b  Other experiments support rotation of the
c ring relative to subunit a.262c,d

Still to be answered are important questions.
How does ATP hydrolysis turn the shaft?  Are four
H+ pumped for each step, or are there smaller single
proton substeps?  Is the simple picture in Fig. 18-15
correct or, as proposed by some investigators,263– 265

must all three β subunits be occupied for maximum
catalytic activity?266  How is the coupling of H+ trans-
port to mechanical motion accomplished?267,267a–d

5.  ATP-driven Proton Pumps

Not all proton pumps are driven by electron trans-
port.  ATP synthase is reversible, and if ∆p is low, hydro-
lysis of ATP can pump protons out of mitochondria
or across bacterial plasma membranes.268  Cells of
Streptococcus faecalis, which have no respiratory chain

B

C
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and form ATP by glycolysis, use an F1F0 ATP synthase
complex to pump protons out to help regulate cyto-
plasmic pH.268  Similar vacuolar (V-type) H+-ATPases
or V1V0 ATPases pump protons into vacuoles, Golgi
and secretory vesicles, coated vesicles, and lyso-
somes198,269-270 in every known type of eukaryotic
cell.271,272  These proton pumps are similar in appear-
ance (Fig. 18-14,B) and in structure to F1F0 ATPases.272a–c

The 65- to 77-kDa A subunits and 55- to 60-kDa B
subunits are larger than the corresponding F1F0 α and
β subunits.  Accessory 40-, 39-, and 33-kDa subunits
are also present in V1.  The V0 portion appears to
contain a hexamer of a 16-kDa proteolipid together
with 110- and 21-kDa subunits.271  V-type ATPases are
also found in archaebacteria271,273 and also in some
clostridia254 and other eubacteria.273a  A type of proton
pump, the V-PPase, uses hydrolysis of inorganic
pyrophosphate as a source of energy.274  It has been
found in plants, in some phototrophic bacteria, and
in acidic calcium storage vesicles (acidocalcisomes) of
trypanosomes.274a

Other ATP-dependent proton pumps are present
in the plasma membranes of yeast and other fungi274b

and also in the acid-secreting parietal cells of the
stomach (Fig. 18-17).  The H+-ATPase of Neurospora
pumps H+ from the cytoplasm without a counterion.
It is electrogenic.275,275a  However, the gastric H+,K+-
ATPase exchanges H3O+ for K+ and cleaves ATP with
formation of a phosphoenzyme.276  It belongs to the
family of P-type ion pumps that includes the mamma-
lian Na+,K+-ATPase (Fig. 8-25) and Ca2+-ATPase (Fig.
8-26).  These are discussed in Chapter 8.  The H+,K+-
ATPases, which are widely distributed within eukary-
otes, are also similar, both in sequence and in the fact
that a phospho group is transferred from ATP onto a
carbox-ylate group of an aspartic acid residue in the
protein.  All of them, including a Mg-ATPase of Salmo-
nella, are two-subunit proteins.  A large catalytic α
subunit contains the site of phosphorylation as well
as the ATP- and ion-binding sites.  It associates nonco-
valently with the smaller heavily glycosylated β sub-
unit.276– 278  For example, the rabbit H+,K+-ATPase
consists of a 1035-residue α chain which has ten trans-
membrane segments and a 290-residue β chain with
a single transmembrane helix and seven N-linked
glycosylation sites.278

6.  Uncouplers and Energy-linked Processes in
Mitochondria

Many compounds that uncouple electron trans-
port from phosphorylation, like 2,4-dinitrophenol, are
weak acids.  Their anions are nucleophiles.  According
to the scheme of Fig. 18-12, they could degrade a high
energy intermediate, such as Y ~ B, by a nucleophilic
attack on Y to give an inactive but rapidly hydrolyzed

Surface mucous cells

Mucous neck cells

Somatostatin cell

Endocrine cell

Chief cells

Parietal cells

derivative of Y.  On the other hand, according to  Mitchell’s
hypothesis uncouplers facilitate the transport of protons
back into the mitochondria thereby destroying ∆p.
The fact that the anions of the uncouplers are large,
often aromatic, and therefore soluble in the lipid bi-
layer supports this interpretation; the protonated
uncouplers can diffuse into the mitochondria and the
anion can diffuse back out.  Mitochondria can also be
uncoupled by a combination of ionophores, e.g., a
mixture of valinomycin (Fig. 8-22), which carries K+

into the mitochondria, plus nigericin, which catalyzes
an exchange of K+ (out) for H+ (in).172

The uncoupler carbonyl cyanide p-(trifluoro-
methoxy)phenylhydrazone (FCCP) and related com-
pounds are widely used in biochemical studies.  Their
action can be explained only partially by increased
proton conduction.

Figure 18-17 Schematic diagram of an acid-producing
oxyntic gland of the stomach.  The normal human stomach
contains about 109 parietal (oxyntic) cells located in the walls
of these glands.  From Wolfe and Soll.279  Modified from Ito.
These glands also produce mucus, whose role in protecting
the stomach lining from the high acidity is uncertain.280

O N

N C

CN

CNF3C
H

Carbonyl cyanide p-(trifluoromethoxy)phenylhydrazone (FCCP)
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Uncoupling is sometimes important to an organism.
The generation of heat by uncoupling is discussed in
Box 18-C.  The fungus Bipolaris maydis caused a crisis
in maize production when it induced pore formation
in mitochondrial membranes of a special strain used
in production of hybrid seeds.281,282

Synthesis of ATP by mitochondria is inhibited by
oligomycin, which binds to the OSCP subunit of ATP
synthase.  On the other hand, there are processes that
require energy from electron transport and that are
not inhibited by oligomycin.  These energy-linked
processes include the transport of many ions across
the mitochondrial membrane (Section E) and reverse
electron flow from succinate to NAD+ (Section C,2).
Dinitrophenol and many other uncouplers block the
reactions, but oligomycin has no effect.  This fact can
be rationalized by the Mitchell hypothesis if we assume
that ∆p can drive these processes.

Another energy-linked process is the transhydro-
genase reaction by which NADH reduces NADP+ to
form NADPH.  In the cytoplasm various other reac-
tions are used to generate NADPH (Chapter 17, Sec-
tion I), but within mitochondria a membrane-bound
transhydrogenase has this function.283– 286a  It couples
the transhydrogenation reaction to the transport of
one (or possibly more than one) proton back into the
mitochondria (Eq. 18-14).  A value of ∆p of – 180 mV
could increase the ratio of [NADPH] / [NADP+] within
mitochondria by a factor of as much as 1000.

Transhydrogenases function in a similar way within
bacteria.  Whether from E. coli, photosynthetic bacteria,
or bovine mitochondria, transhydrogenases have
similar structures.285  Two 510-residue α subunits
associate with two 462-residue β subunits to form an
α2β2 tetramer with 10 – 14 predicted transmembrane
helices.  The α subunits contain separate NAD(H) and
NADP(H) binding sites.  A conformational change
appears to be associated with the binding or release
of the NADP+ or NADPH.287

D. Transport and Exchange across
Mitochondrial Membranes

Like the external plasma membrane of cells, the
inner mitochondrial membrane is selective.  Some

D.  Transport and Exchange across Mitochondrial Membranes
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nonionized materials pass through readily but the
transport of ionic substances, including the anions of
the dicarboxylic and tricarboxylic acids, is restricted.
In some cases energy-dependent active transport is
involved but in others one anion passes inward in
exchange for another anion passing outward.  In either
case specific translocating carrier proteins are needed.

Solutes enter mitochondria through pores in thou-
sands of molecules of the voltage-gated anion-
selective channel VDAC, also known as mitochon-
drial porin.15,16,288,289  In the absence of a membrane
potential these pores allow free diffusion to molecules
up to ~ 1.2 kDa in mass and may selectively permit
passage of anions of 3- to 5-kDa mass.  However, a
membrane potential greater than ~ 20 mV causes the
pores to close.  NADH also decreases permeability.
In the closed state the outer membrane becomes
almost impermeant to ATP.289,290

An example of energy-dependent transport is the
uptake of Ca2+ by mitochondria.  As indicated in the
lower part of Fig. 18-13, there are two possibilities for
preservation of electrical neutrality according to the
chemiosmotic theory.  Counterions X– may flow out to
balance the protons discharged on the outside.  On the
other hand, if a cation such as Ca2+ flows inward to
balance the two protons flowing outward, neutrality
will be preserved and the mitochondrion will accumu-
late calcium ions.  Experimentally such accumulations
via a calcium uniporter4 are observed to accompany
electron transport.  In the presence of a suitable iono-
phore energy-dependent accumulation of potassium
ions also takes place.291  In contrast, an electroneutral
exchange of one Ca2+ for two Na+ is mediated by a
Na+– Ca2+ exchanger.292,293  It permits Ca2+ to leave
mitochondria.  A controversial role of mitochondria in
accumulating Ca2+ postulates a special rapid uptake
mode of exchange (see p. 1049).294

It is thought that glutamate enters mitochondria
as the monoanion Glu– in exchange for the dianion of
aspartate Asp2–.  Like the uptake of Ca2+ this exchange
is driven by ∆p.  Since a membrane potential can be
created by this exchange in the absence of ∆p, the
process is electrogenic.4  In contrast, an electroneutral
exchange of malate2– and 2-oxoglutarate2– occurs by
means of carriers that are not energy-linked.295,296  This
dicarboxylate transporter is only one of 35 structurally
related mitochondrial carriers identified in the complete
genome of yeast.296,297  Another is the tricarboxylic
transporter (citrate transport protein) which exchanges
the dianionic form of citrate for malate, succinate, iso-
citrate, phosphoenolpyruvate, etc.298,298a,b

The important adenine nucleotide carrier
takes ADP into the mitochondrial matrix for phos-
phorylation in a 1:1 ratio with ATP that is exported
into the cytoplasm.299-300b  This is one of the major
rate-determining processes in respiration.  It has been
widely accepted that the carrier is electrogenic,300
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A secondary but important role of metabolism
in warm-blooded animals is to generate heat.  The
heat evolved from ordinary metabolism is often
sufficient, and an animal can control its temperature
by regulating the heat exchange with the environ-
ment.  Shivering also generates heat and is used
from birth by pigs.a However, this is insufficient for
many newborn animals, for most small mammals
of all ages, and for animals warming up after hiber-
nation.  The need for additional heat appears to be
met by brown fat, a tissue which contrasts strikingly
with the more abundant white adipose tissue.  Brown
fat contains an unusually high concentration of
blood vessels, many mitochondria with densely
packed cristae, and a high ratio of cytochrome c
oxidase to ATP synthase.  Also present are a large
number of sympathetic nerve connections, which
are also related to efficient generation of heat.  New-
born humans have a small amount of brown fat,
and in newborn rabbits it accounts for 5 – 6% of the
body weight.b– d  It is especially abundant in species
born without fur and in hibernating animals.
Swordfish also have a large mass of brown adipose
tissue that protects their brains from rapid cooling
when traveling into cold water.a

The properties of brown fat pose an interesting
biochemical question.  Is the energy available from
electron transport in the mitochondria dissipated
as heat because ATP synthesis is uncoupled from
electron transport?  Or does ATP synthesis take
place but the resulting ATP is hydrolyzed wastefully
through the action of ATPases?  Part of the answer
came from the discovery that mitochondria of
brown fat cells synthesize a 32-kDa uncoupling
protein (UCP1 or thermogenin).  It is incorporated
into the inner mitochondrial membranes where it
may account for 10 – 15% of total protein.d– f  This
protein, which is a member of a family of mitochon-
drial membrane metabolic carriers (Table 18-8),
provides a “short-circuit” that allows the protonmo-
tive force to be dissipated rapidly, perhaps by a flow
of protons out through the uncoupling protein.g– i

Synthesis of the uncoupling protein is induced by
exposure to cold, but when an animal is warm the
uncoupling action is inhibited.

The uncoupling protein resembles the ATP/ADP
and phosphate anion carriers (Table 18-8),g,i  which
all have similar sizes and function as homodimers.
Each monomeric subunit has a triply repeated ~100-
residue sequence, each repeat forming two trans-
membrane helices.  Most mitochondrial transporters
carry anions, and UCP1 will transport Cl–.h,i  How-
ever, the relationship of chloride transport to its real
function is unclear.  Does the protein transport H+

BOX 18-C  USING METABOLISM TO GENERATE HEAT:  THERMOGENIC TISSUES

into, or does it carry HO– out from, the mitochon-
drial matrix?g,h  Another possibility is that a fatty
acid anion binds H+ on the intermembrane surface
and carries it across into the matrix as an unionized
fatty acid.  The fatty acid anion could then pass back
out using the anion transporter function and assisted
by the membrane potential.h,i

The uncoupling protein is affected by several
control mechanisms.  It is inhibited by nucleotides
such as GDP, GTP, ADP, and ATP which may bind at
a site corresponding to that occupied by ATP or ADP
in the ADP/ATP carrier.i  Uncoupling is stimulated
by noradrenaline,f which causes a rapid increase in
heat production by brown fat tissues, apparently
via activation of adenylate cyclase.  Uncoupling is
also stimulated by fatty acids.j  Recently UCP1 and
related uncoupling proteins have been found to
require both fatty acids and ubiquinone for
activity.jj,jk

It has been suggested that brown adipose tissue
may also function to convert excess dietary fat into
heat and thereby to resist obesity.k– m  Mice lacking
the gene for the mitochondrial uncoupling protein
are cold-sensitive but not obese.  However, other
proteins, homologous to UCP1, have been discov-
ered.  They may partially compensate for the loss.m,h

The bombardier beetle generates a hot, quinone-
containing defensive discharge, which is sprayed
in a pulsed jet from a special reaction chamber at a
temperature of 100°C.n– p  The reaction mixture of
25% hydrogen peroxide and 10% hydroquinone
plus methylhydroquinone is stored in a reservoir as
shown in the accompanying figure and reacts with
explosive force when it comes into contact with
catalase and peroxidases in the reaction chamber.
The synthesis and storage of 25% H2O2 poses inter-
esting biochemical questions!

Some plant tissues are thermogenic. For exam-
ple, the spadix (or inflorescence, a sheathed floral
spike) of the skunk cabbage Symplocarpus foetidus
can maintain a 15 – 35°C higher temperature than
that of the surrounding air.q  The voodoo lily in a
single day heats the upper end of its long spadex
to a temperature 22°C above ambient, volatilizing
a foul smelling mixture of indoles and amines.r,s

This is accomplished using the alternative oxidase
systems (Box D in Fig. 18-6).  The lotus flower main-
tains a temperature of 30 – 35°C, while the ambient
temperature may vary from 10 – 30°C.t  While the
volatilization of insect attractants may be the primary
role for thermogenesis in plants, the warm flowers
may also offer an important reward to insect polli-
nators.  Beetles and bees require thoracic tempera-
tures above 30°C to initiate flight and, therefore,
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BOX 18-C  (continued)

benefit from the warm flowers.t  While in flight bees
vary their metabolic heat production by altering
their rate of flight, hovering, and other changes in
physical activity.u

a Tyler, D. D. (1992) The Mitochondrion in Health and Disease, VCH
Publ., New York

b Dawkins, M. J. R., and Hull, D. (1965) Sci. Am. 213(Aug), 62–67
c Lindberg, O., ed. (1970) Brown Adipose Tissue, Am. Elsevier,

New York
d Nicholls, D. G., and Rial, E. (1984) Trends Biochem. Sci. 9, 489–491

D.  Transport and Exchange across Mitochondrial Membranes

bringing in ADP3– and exporting ATP4– in an exchange
driven by ∆p.  However, an electroneutral exchange,
e.g., of ADP3– for ATP3–, may also be possible.  The car-
rier is an ~ 300-residue 32-kDa protein, which is spe-
cifically inhibited by the plant glycoside atractyloside
or the fungal antibiotic bongkrekate.  The carrier is
associated with bound cardiolipin.301  This one trans-
porter accounts for ~ 10% of all of the mitochondrial
protein.302,303

A separate dimeric carrier allows Pi to enter, prob-
ably as H2PO4

–.304-305a  This ion enters mitochondria in
an electroneutral fashion, either in exchange for OH–

or by cotransport with H+.  A less important carrier306

exchanges HPO4
2– for malate2–.  Several other trans-

porters help to exchange organic and inorganic ions.
One of them allows pyruvate to enter mitochondria
in exchange for OH– or by cotransport with H+.  Some
of the identified carriers are listed in Table 18-8.  As

discussed in Chapter 8, exchange carriers are also
important in plasma membranes of organisms from
bacteria to human beings.  For example, many meta-
bolites enter cells by cotransport with Na+ using the
energy of the Na+ gradient set up across the membrane
by the Na+,K+ pump.

Under some circumstances the inner membrane
develops one or more types of large-permeability pore.
An increase in Ca2+ may induce opening of an unselective
pore which allows rapid uptake of Ca2+.294,307,307a  A
general anion-specific channel may be involved in
volume homeostasis of mitochondria.308

Mitochondria are not permeable to NADH.  How-
ever, reactions of glycolysis and other dehydrogenations
in the cytoplasm quickly reduce available NAD+ to
NADH.  For aerobic metabolism to occur, the “reducing
equivalents” from the NADH must be transferred into
the mitochondria.  Fungi and green plants have solved

R

OH +

OH

H2O2

Reservoir

Vestibule

R = H, CH3

R
O

H2O2+O2 +

O

m

E

Reservoir and reaction vessel of the bombardier beetle.
From D. J. Aneshansley, et al.n

E, for enzyme
m, muscle that controls valve

e Cooney, G. J., and Newsholme, E. A. (1984) Trends Biochem. Sci.
9, 303 – 305

f Ricquier, D., Casteilla, L., and Bouillaud, F. (1991) FASEB J. 5,
2237 –2242

g Klingenberg, M. (1990) Trends Biochem. Sci. 15, 108 – 112
h Jaburek, M., Varecha, M., Gimeno, R. E., Dembski, M., Jezek, P.,

Zhang, M., Burn, P., Tartaglia, L. A., and Garlid, K. D. (1999) J.
Biol. Chem. 274, 26003 –26007

i González-Barroso, M. M., Fleury, C., Levi-Meyrueis, C.,
Zaragoza, P., Bouillaud, F., and Rial, E. (1997) Biochemistry 36,
10930– 10935

j Hermesh, O., Kalderon, B., and Bar-Tana, J. (1998) J. Biol. Chem.
273, 3937– 3942

jj Echtay, K. S., Winkler, E., and Klingenberg, M. (2000) Nature
(London) 408, 609–613

jk Echtay, K. S., Winkler, E., Frischmuth, K., and Klingenberg, M.
(2001) Proc. Natl. Acad. Sci. U.S.A. 98, 1416– 1421

k Rothwell, N. J., and Stock, M. J. (1979) Nature (London) 281, 31–
35

l Tai, T.-A. C., Jennermann, C., Brown, K. K., Oliver, B. B.,
MacGinnitie, M. A., Wilkison, W. O., Brown, H. R., Lehmann,
J. M., Kliewer, S. A., Morris, D. C., and Graves, R. A. (1996)
J. Biol. Chem. 271, 29909– 29914

m Enerbäck, S., Jacobsson, A., Simpson, E. M., Guerra, C.,
Yamashita, H., Harper, M.-E., and Kozak, L. P. (1997) Nature
(London) 387, 90– 94

n Aneshansley, D. J., Eisner, T., Widom, J. M., and Widom, B.
(1969) Science 165, 61– 63

o Eisner, T., and Aneshansley, D. J. (1999) Proc. Natl. Acad. Sci.
U.S.A. 96, 9705–9709

p Dean, J., Aneshansley, D. J., Edgerton, H. E., and Eisner, T.
(1990) Science 248, 1219– 1221

q Knutson, R. M. (1974) Science 186, 746 –747
r Diamond, J. M. (1989) Nature (London) 339, 258– 259
s Rhoads, D. M., and McIntosh, L. (1991) Proc. Natl. Acad. Sci.

U.S.A. 88, 2122–2126
t Seymour, R. S., and Schultze-Motel, P. (1996) Nature (London)

383, 305
u Harrison, J. F., Fewell, J. H., Roberts, S. P., and Hall, H. G. (1996)

Science 274, 88 – 90
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ADP3– ATP3–

or ADP3– ATP4– Electrogenic symport

H2PO4
– + H+ Electroneutral symport

or H2PO4
– OH–

HPO4
2– Malate2–

Malate2– 2-Oxoglutarate2–

Glutamate2– + H+ Aspartate2–

Glutamate– OH–

Pyruvate– OH–

or Pyruvate– + H+ Electroneutral symport

Citrate3– + H+ Malate2–

Ornithine+ H+

Acylcarnitine Carnitine

2 Na+ Ca2+

H+ K+

H+ Na+

General transporters

   VDAC (porin) Outer membrane

   Large anion pores Inner membrane

TABLE 18-8
Some Mitochondrial Membrane Transportersa

Ion Diffusing In Ion Diffusing Out Commentb

a  From Nicholls and Ferguson172 and Tyler4.
b Unless indicated otherwise the transporters are antiporters that

catalyze an electroneutral ion exchange.

the problem by providing two NADH dehydrogenases
embedded in the inner mitochondrial membranes (Fig.
18-6).  One faces the matrix space and oxidizes the
NADH produced in the matrix while the second faces
outward to the intermembrane space and is able to
oxidize the NADH formed in the cytoplasm.  In ani-
mals the reducing equivalents from NADH enter the
mitochondria indirectly.  There are several mecha-
nisms, and more than one may function simulta-
neously in a tissue.

In insect flight muscle, as well as in many mam-
malian tissues, NADH reduces dihydroxyacetone
phosphate.  The resulting sn-3-glycerol P passes
through the permeable outer membrane of the mito-
chondria, where it is reoxidized to dihydroxyacetone
phosphate by the FAD-containing glycerol-phosphate
dehydrogenase embedded in the outer surface of the
inner membrane (Figs. 18-5, 18-6).  The dihydroxyac-
etone can then be returned to the cytoplasm.  The
overall effect of this glycerol-phosphate shuttle
(Fig. 18-18A) is to provide for mitochondrial oxidation
of NADH produced in the cytoplasm.  In heart and
liver the same function is served by a more complex

malate–aspartate shuttle (Fig. 18-18B).309  Reduction
of oxaloacetate to malate by NADH, transfer of malate
into mitochondria, and reoxidation with NAD+ accom-
plishes the transfer of reduction equivalents into the
mitochondria.  Mitochondrial membranes are not very
permeable to oxaloacetate.  It returns to the cytoplasm
mainly via transamination to aspartate, which leaves
the mitochondria together with 2-oxoglutarate.  At
the same time glutamate enters the mitochondria in
exchange for aspartate. The 2-oxoglutarate presumably
exchanges with the entering malate as is indicated in
Fig. 18-18B.  The export of aspartate may be energy-
linked as a result of the use of an electrogenic carrier
that exchanges glutamate– + H+ entering mitochondria
for aspartate– leaving the mitochondria.  Thus, ∆p may
help to expel aspartate from mitochondria and to drive
the shuttle.

The glycerol-phosphate shuttle, because it depends
upon a mitochondrial flavoprotein, provides ~ 2 ATP per
electron pair (P/ O = 2), whereas the malate–aspartate
shuttle may provide a higher yield of ATP.  The glycerol-
phosphate shuttle is essentially irreversible, but the
reactions of the malate–aspartate shuttle can be reversed
and utilized in gluconeogenesis (Chapter 17).

E.  Energy from Inorganic Reactions

Some bacteria obtain all of their energy from inor-
ganic reactions.  These chemolithotrophs usually
have a metabolism that is similar to that of hetero-
trophic organisms, but they also have the capacity to
obtain all of their energy from an inorganic reaction.
In order to synthesize carbon compounds they must
be able to fix CO2 either via the reductive pentose
phosphate cycle or in some other way.  The chloro-
plasts of green plants, using energy from sunlight,
supply the organism with both ATP and the reducing
agent NADPH (Chapter 17).  In a similar way the
lithotrophic bacteria obtain both energy and reducing
materials from inorganic reactions.

Chemolithotrophic organisms often grow slowly,
making study of their metabolism difficult.310  Never-
theless, these bacteria usually use electron transport
chains similar to those of mitochondria.  ATP is
formed by oxidative phosphorylation, the amount
formed per electron pair depending upon the number
of proton-pumping sites in the chain.  This, in turn,
depends upon the electrode potentials of the reactions
involved.  For example, H2, when oxidized by O2, leads
to passage of electrons through the entire electron
transport chain with synthesis of ~ 3 molecules of ATP
per electron pair.  On the other hand, oxidation by O2
of nitrite, for which E°’ (pH 7) = +0.42 V, can make use
only of the site III part of the chain.  Not only is the
yield of ATP less than in the oxidation of H2 but also
there is another problem.  Whereas reduced pyridine
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nucleotides needed for biosynthesis can be generated
readily from H2, nitrite is not a strong enough reducing
agent to reduce NAD+ to NADH.  The only way that
reducing agents can be formed in cells utilizing oxi-
dation of nitrite as an energy source is via reverse
electron flow driven by hydrolysis of ATP or by ∆p.
Such reverse electron flow is a common process for
many chemolithotrophic organisms.

Let us consider the inorganic reactions in two
groups:  (1) oxidation of reduced inorganic compounds
by O2 and (2) oxidation reactions in which an inorganic
oxidant, such as nitrate or sulfate, substitutes for O2.
The latter reactions are often referred to as anaerobic
respiration.

1. Reduced Inorganic Compounds as
Substrates for Respiration

The hydrogen-oxidizing bacteria.  Species from
several genera including Hydrogenomonas, Pseudomonas,
and Alcaligenes oxidize H2 with oxygen:

   H2 + 1/2 O2 → H2O
∆G° = – 237.2 kJ mol–1

Figure 18-18  (A) The glycerol-
phosphate shuttle and (B) the
malate–aspartate shuttle for trans-
port from cytoplasmic NADH into
mitochondria.  The heavy arrows
trace the pathway of the electrons
(as 2H) transported.

Inner membrane Mitochondrial matrixCytoplasm

Dihydroxyacetone
phosphate FADH2

FAD + 2H+

Malate
NAD+

NADH + H+

Oxaloacetate

aminotransferase

Aspartate

Glutamate

exchange
carriers

2-oxoglutarate2-oxoglutarate

Glutamate

Aspartate

aminotransferase

Oxaloacetate

Malate

NAD+

H+ + NADH

NAD+

H+ + NADH

sn-Glycerol
3-phosphate

E.  Energy from Inorganic Reactions

A

B Malate-aspartate shuttle

Glycerol phosphate shuttle

Some can also oxidize carbon monoxide:

   CO + 1/2 O2 → CO2
∆G° = – 257.1 kJ mol–1

The hydrogen bacteria can also oxidize organic
compounds using straightforward metabolic path-
ways.  The key enzyme is a membrane-bound nickel-
containing hydrogenase (Fig. 16-26), which delivers
electrons from H2 into the electron transport chain.310a

A second soluble hydrogenase (sometimes called hy-
drogen dehydrogenase) transfers electrons to NADP+

to form NADPH for use in the reductive pentose phos-
phate cycle and for other biosynthetic purposes.

Nitrifying bacteria.  Two genera of soil bacteria
oxidize ammonium ion to nitrite and nitrate (Eqs. 18-17
and 18-18).311

NH4
+ + 3/2 O2 → NO2

– + 2 H+ + H2O (Nitrosomonas)
∆G’ (pH 7) = – 272 kJ mol–1

NO2
– + 1/2 O2 → NO3

– (Nitrobacter)
∆G’ (pH 7) = – 76 kJ mol–1

The importance of these reactions to the energy
metabolism of the bacteria was recognized in 1895
by Winogradsky, who first proposed the concept of
chemiautotrophy.  Because the nitrifying bacteria grow

(18-15)

(18-16)

(18-17)

(18-18)
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slowly (generation time ~ 10 – 12 h) it has been hard to
get enough cells for biochemical studies and progress
has been slow.  The reaction catalyzed by Nitrosomonas
(Eq. 18-17) is the more complex; it occurs in two or
more stages and is catalyzed by two enzymes as illus-
trated in Fig. 18-19.  The presence of hydrazine blocks
oxidation of hydroxylamine (NH2OH) in step b and
permits that intermediate to accumulate.  The oxida-
tion of ammonium ion by O2 to hydroxylamine (step a)
is endergonic with ∆G’ (pH 7) = 16 kJ mol–1 and is
incapable of providing energy to the cell.  It occurs by
a hydroxylation mechanism (see Section G).  On the
other hand, the oxidation of hydroxylamine to nitrite
by O2 in step b is highly exergonic with ∆G’ (pH 7) =
– 228 kJ mol–1.  The hydroxylamine oxidoreductase
that catalyzes this reaction is a trimer of 63-kDa sub-
units, each containing seven c-type hemes and an
unusual heme P450, which is critical to the enzyme’s
function312– 314a and which is covalently linked to a
tyrosine as well as to two cysteines.

The electrode potentials for the two- and four-
electron oxidation steps are indicated in Fig. 18-19.  It
is apparent that step b can feed four electrons into the
electron transport system at about the potential of
ubiquinone.  Two electrons are needed to provide a
cosubstrate (Section G) for the ammonia monooxy-
genase and two could be passed on to the terminal
cytochrome aa3 oxidase.  The stoichiometry of proton
pumping in complexes III and IV is uncertain, but if it
is assumed to be as shown in Fig. 18-19 and similar to
that in Fig. 18-5, there will be ~ 13 protons available to
be passed through ATP synthase to generate ~ 3 ATP
per NH3 oxidized.  However, to generate NADH for
reductive biosynthesis Nitrosomonas must send some
electrons to NADH dehydrogenase (complex I) using
reverse electron transport, a process that depends
upon ∆p to drive the reaction via a flow of protons
through the NADH dehydrogenase from the peri-
plasm back into the bacterial cytoplasm (Fig. 18-19).

Nitrobacter depends upon a simpler energy-
yielding reaction (Eq. 18-18) with a relatively small
Gibbs energy decrease.  The two-electron oxidation
delivers electrons to the electron transport chain at
E°’ = +0.42 V.  The third oxygen in NO3

– originates
from H2O, rather than from O2 as might be suggested
by  Eq. 18-18.316,317  It is reasonable to anticipate that a
single molecule of ATP should be formed for each pair
of electrons reacting with O2.  However, Nitrobacter
contains a confusing array of different cytochromes in
its membranes.311  Some of the ATP generated by pas-
sage of electrons from nitrite to oxygen must be used to
drive a reverse flow of electrons through both a bc1-type
complex and NADH dehydrogenases.  This generates
reduced pyridine nucleotides required for biosynthetic
reactions (Fig. 18-20).

An interesting feature of the structure of Nitrobacter
is the presence of several double-layered membranes

a

b

INADH
dehydrogenase

III
Cytochrome bc1

complex

MembranePeriplasm Cytoplasm

H+ H+
NADH

NAD+ + H+
Reversed
electron
transport

+ 0.06 VHydroxylamine
oxidoreductase

QH2

8H+

Q

8H+

+ 0.90 V
Ammonia

monooxygenase

IV

Cytochrome aa3
oxidase

4H+4H+

H2O

2H+
O2

1 2

Cyt c552

2e–

2e–

NH2OH
H2O

5H+

NO2
–

NH3

2H+
O2

NH2OH
H2O

4e–

Cyt c554

Figure 18-19  The ammonia oxidation system of the bac-
terium Nitrosomonas.  Oxidation of ammonium ion (as free
NH3) according to Eq. 18-17 is catalyzed by two enzymes.
The location of ammonia monooxygenase (step a) is uncer-
tain but hydroxylamine oxidoreductase (step b) is periplas-
mic.  The membrane components resemble complexes I, III,
and IV of the mitochondrial respiratory chain (Fig. 18-5) and
are assumed to have similar proton pumps.  Solid green lines
trace the flow of electrons in the energy-producing reactions.
This includes flow of electrons to the ammonia monoxy-
genase.  Complexes III and IV pump protons out but complex
I catalyzes reverse electron transport for a fraction of the
electrons from hydroxylamine oxidoreductase to NAD+.
Modified from Blaut and Gottschalk.315

which completely envelop the interior of the cell.
Nitrite entering the cell is oxidized on these mem-
branes and cannot penetrate to the interior, where it
might have toxic effects.

The sulfur-oxidizing bacteria.  Anaerobic condi-
tions prevail in marine sediments, in poorly stirred
swamps, and around hydrothermal vents at the bottom
of the sea.  Sulfate-reducing bacteria form high con-
centrations (up to mM) of H2S (in equilibrium with
HS– and S2–)318– 320  This provides the substrate for bac-
teria of the genus Thiobacillus, which are able to oxidize
sulfide, elemental sulfur, thiosulfate, and sulfite to sulfate
and live where the aerobic and anaerobic regions
meet.311,321 – 323  Most of these small gram-negative
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organisms, found in water and soil, are able to grow in
a simple salt medium containing an oxidizable sulfur
compound and CO2.  One complexity in understanding
their energy-yielding reactions is the tendency of sulfur
to form chain molecules.  Thus, when sulfide is oxi-
dized, it is not clear that it is necessarily converted to
monoatomic elemental sulfur as indicated in Eq. 18-19.
Elemental sulfur (S8

0) often precipitates.  In Beggiotoa,
another sulfide-oxidizing bacterium, sulfur is often
seen as small globules within the cells.  Fibrous sulfur
precipitates are often abundant in the sulfide-rich
layers of ponds, lakes, and oceans.318

The reactions of Eq. 18-19 occur in the periplasmic
space of some species.315,323a,324  Steps a and b of

Figure 18-20  Electron transport system for oxidation of the
nitrite ion to the nitrate ion by Nitrobacter.  Only one site of
proton pumping for oxidative phosphorylation is available.
Generation of NADH for biosynthesis requires two stages of
reverse electron transport.
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Eq.  18-19 are catalyzed by a 67-kDa sulfide dehydro-
genase in the periplasm of a purple photosynthetic
bacterium.324  The enzyme consists of a 21-kDa sub-
unit containing two cytochrome c-like hemes, presum-
ably the site of binding of S2–, and a larger 46-kDa
FAD-containing flavoprotein resembling glutathione
reductase.324  The molybdenum-containing sulfite
oxidase (Fig. 16-32), which is found in the intermem-
brane space of mitochondria, may be present in the
periplasmic space of these bacteria.  However, there is
also an intracellular pathway for sulfite oxidation (see
Eq. 18-22).

The sulfide-rich layers inhabited by the sulfur
oxidizers also contain thiosulfate, S2O3

2–.  It may arise,
in part, from reaction of glutathione with elemental
sulfur:

GSH + S8
0 → G — S — S8— H

The linear polysulfide obtained by this reaction may
be oxidized, the sulfur atoms being removed from the
chain either one at a time to form sulfite or two at a
time to form thiosulfate.322,322a  Thiosulfate is oxidized
by all species, the major pathway beginning with
cleavage to S0 and SO3

2– (Eq. 18-21, step a).  At high
thiosulfate concentrations some may be oxidized to
tetrathionate (step b), which is hydrolyzed to sulfate
(step c).

Oxidation of sulfite to sulfate within cells occurs
by a pathway through adenosine 5'-phosphosulfate
(APS, adenylyl sulfate).  Oxidation via APS (Eq. 18-22)
provides a means of substrate-level phosphorylation,

H2S
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a

b
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–
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(18-25)

the only one known among chemolithotrophic bacteria.
No matter which of the two pathways of sulfite oxi-
dation is used, thiobacilli also obtain energy via elec-
tron transport.  With a value of E°’ (pH 7) of – 0.454 V
[E°’ (pH 2) = – 0.158 V] for the sulfate–sulfite couple
an abundance of energy may be obtained.  Oxidation
of sulfite to sulfate produces hydrogen ions. Indeed,
pH 2 is optimal for the growth of Thiobacillus thiooxidans,
and the bacterium withstands 5% sulfuric acid.322

The “iron bacterium” Thiobacillus ferrooxidans
obtains energy from the oxidation of Fe2+ to Fe3+ with
subsequent precipitation of ferric hydroxide (Eq. 18-23).
However, it has been recognized recently that a pre-
viously unknown species of Archaea is much more
important than T. ferrooxydans in catalysis of this
reaction.324a

Since the reduction potential for the Fe(II) / Fe(III)
couple is + 0.77 V at pH 7, the energy obtainable in
this reaction is small.  These bacteria always oxidize
reduced sulfur compounds, too.  Especially interesting
is their oxidation of pyrite, ferrous sulfide (Eq. 18-24).
The Gibbs energy change was calculated from pub-
lished data325 using a value of Gf° for Fe (OH)3 of

2 FeS + 41/2 O2 + 5 H2O → 2 Fe (OH)3 + 2 SO4
2– + 4 H+

∆G’ (pH 2) = – 1340 kJ

– 688 kJ mol–1 estimated from its solubility product.
Because sulfuric acid is generated in this reaction, a
serious water pollution problem is created by the
bacteria living in abandoned mines.  Water running
out of the mines often has a pH of 2.3 or less.326

Various invertebrates live in S2–-containing waters.
Among these is a clam that has symbiotic sulfur-
oxidizing bacteria living in its gills.  The clam tissues
apparently carry out the first step in oxidation of the
sulfide.327  Among the animals living near sulfide-rich
thermal vents in the ocean floor are giant 1-meter-long
tube worms.  Both a protective outer tube and sym-
biotic sulfide-oxidizing bacteria protect them from
toxic sulfides.319,320

2.  Anaerobic Respiration

Nitrate as an electron acceptor.  The use of nitrate
as an alternative oxidant to O2 is widespread among
bacteria.  For example, E. coli can subsist anaerobically

by reducing nitrate to nitrite (Eq. 18-25).311,328  The
respiratory (dissimilatory) nitrate reductase that

NO3
– + 2 H+ + 2e– → NO2

– + H2O
E°’ (pH7) = +0.421 V

catalyzes the reaction is a large three-subunit molyb-
denum-containing protein.  The enzyme is present in
the plasma membrane, and electrons flow from
ubiquinone through as many as six heme and Fe–S
centers to the molybdenum atom.328-329  A second
molybdoenzyme, formate dehydrogenase (discussed
in Chapter 16), appears to be closely associated with
nitrate reductase.  Formate is about as strong a reduc-
ing agent as NADH (Table 6-8) and is a preferred
electron donor for the reduction of NO3

– (Eq. 18-26).329a,b

Since cytochrome c oxidase of the electron transport
chain is bypassed, one less ATP is formed than when
O2 is the oxidant.  Nitrate is the oxidant preferred by
bacteria grown under anaerobic conditions.  The

HCOO– + NO3
– + H+ → NO2

– + CO2 + H2O
∆G’ (pH 7) = 165 kJ mol–1

presence of NO3
– induces the synthesis of nitrate

reductase and represses the synthesis of alternative
enzymes such as fumarate reductase,330,331 which
reduces fumarate to succinate (see also p. 1027).  On
the other hand, if NO3

– is absent and fumarate, which
can be formed from pyruvate, is present, synthesis of
fumarate reductase is induced.  Although it is a much
weaker oxidant than is nitrate (Eo’ = 0.031 V), fumarate
is still able to oxidize H2 or NADH with oxidative
phosphorylation.  Like the related succinate dehydro-
genase, fumarate reductase of E. coli is a flavoprotein
with associated Fe / S centers.  It contains covalently
linked FAD and Fe2S2, Fe4S4, and three-Fe iron–sulfur
centers.332  In some bacteria a soluble periplasmic
cytochrome c3 carried out the fumarate reduction
step.332a  Trimethylamine N-oxide330,333 or dimethyl-
sulfoxide (DMSO; Eq. 16-62)334,335 can also serve as
alternative oxidants for anaerobic respiration using
appropriate molybdemum-containing reductases
(Chapter 16).

Reduction of nitrite: denitrification. The nitrite
formed in Eq. 18-25 is usually reduced further to ammo-
nium ions (Eq. 18-27).  The reaction may not be impor-
tant to the energy metabolism of the bacteria, but it
provides NH4

+ for biosynthesis.  This six-electron
reduction is catalyzed by a hexaheme protein containing
six c-type hemes bound to a single 63-kDa polypeptide
chain.336,337

NO2
– + 8 H+ + 6 e– → 2 H2O + NH4

+

Several types of denitrifying bacteria315,338– 340

2 Fe2+

H2O

2 H+

2 Fe3+
6 H2O

6 H+

2 Fe (OH)3

O2
1/2

(18-23)

(18-24)

(18-26)

(18-27)
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use either nitrate or nitrite ions as oxidants and reduce
nitrite to N2.  A typical reaction for Micrococcus denitri-
ficans is oxidation of H2 by nitrate (Eq. 18-28). Thioba-
cillus denitrificans, like other thiobacilli, can oxidize

5 H2 + 2 NO3
– + 2 H+ → N2 + 6 H2O

∆G’ (pH 7) = – 561 kJ mol–1 of nitrate reduced or
– 224 kJ mol–1 of H2 oxidized

sulfur as well as H2S or thiosulfate using nitrate as the
oxidant (Eq. 18-29):

5 S + 6 NO3
– + 2 H2O → 5 SO4

2– + 3 N2 + 4 H+

∆G’ (pH 7) = – 455 kJ mol–1 of nitrate reduced or
– 546 kJ mol–1 of S oxidized

The reactions begin with reduction of nitrate to nitrite
(Eq. 18-25) and continue with further reduction of
nitrite to nitric oxide, NO; nitrous oxide, N2O; and
dinitrogen, N2.  A probable arrangement of the four
enzymes needed for the reactions of Eq. 18-30 in Para-
coccus denitrificans is shown in Fig. 18-21.  See also pp.
884, 885.

Two types of dissimilatory nitrite reductases cata-
lyze step b of Eq. 18-30.  Some bacteria use a copper-
containing enzyme, which contains a type 1 (blue)
copper bound to a β barrel domain of one subunit
and a type 2 copper at the catalytic center.  The type 1
copper is thought to receive electrons from the small
copper-containing carrier pseudoazurin (Chapter
16).341–342b

More prevalent is cytochrome cd1 nitrite reduc-
tase.340,343– 346  The water-soluble periplasmic enzyme
is a homodimer of ~ 60-kDa subunits, each containing
a c-type heme in a small N-terminal domain and heme
d1, a ferric dioxoisobacteriochlorin (Fig. 16-6).  The

E.  Energy from Inorganic Reactions

(18-28)

(18-29)

Figure 18-21  Organization of the nitrate reduction system
in the outer membrane of the bacterium Paracoccus dinitrifi-
cans as outlined by Blaut and Gottschalk.315  The equations
are not balanced as shown but will be balanced if two NO3

–

ions are reduced to N2 by five molecules of NADH (see also
Eq. 18-28).  Although this will also require seven protons,
about 20 additional H+ will be pumped to provide for ATP
synthesis.
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latter is present in the central channel of an eight-blad-
ed β-sheet propeller345-346g similar to that in Fig. 15-23A.
The heme d1 is unusual in having its Fe atom ligated by
a tyrosine hydroxyl oxygen, which may
be displaced to allow binding of NO3

–.  The electron
required for the reduction is presumably transferred
from the electron transfer chain in the membrane to the
heme d, via the heme c group.347  Cytochrome cd1 nitrite
reductases have an unexpected second enzymatic activ-
ity.  They catalyze the four-electron reduction of O2 to
H2O, as does cytochrome c oxidase.  However, the rate
is much slower than that of nitrite reduction.340,348

The enzyme catalyzing the third step of Eq.
18-30 (step c), nitric oxide reductase, is an unstable
membrane-bound protein cytochrome bc complex.349,350

(18-30)
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It has been isolated as a two-subunit protein, but
genetic evidence suggests the presence of additional
subunits.350  The small subunit is a cytochrome c, while
the larger subunit is predicted to bind two protohemes
as well as a nonheme iron center.  This protein also
shows sequence homology with cytochrome c oxidase.
It contains no copper, but it has been suggested that a
heme b–nonheme Fe center similar to the heme a–CuB

center of cytochrome c oxidase may be present.  It may
be the site at which the nitrogen atoms of two molecules
of NO are joined to form N2O.350,351  A different kind of
NO reductase is utilized by the denitrifying fungus
Fusarium oxysporum.  It is a cytochrome P450 but with
an unusually low redox potential (– 0.307 V).  This
cytochrome P450nor does not react with O2 (as in Eq.
18-57) but binds NO to its heme Fe3+, reduces the com-
plex with two electrons from NADH, then reacts with
a second molecule of NO to give N2O and H2O.352

Reduction of N2O to N2 by bacteria (Eq. 18-30, step
d) is catalyzed by the copper-containing nitrous oxide
reductase.  The purple enzyme is a dimer of 66-kDa
subunits, each containing four atoms of Cu.353  It has
spectroscopic properties similar to those of cytochome
c oxidase and a dinuclear copper–thiolate center simi-
lar to that of CuA in cytochrome c oxidase (p. 1030).
The nature of the active site is uncertain.354

Sulfate-reducing and sulfur-reducing bacteria.
A few obligate anaerobes obtain energy by using
sulfate ion as an oxidant.355–356a  For example, Desulfo-
vibrio desulfuricans catalyzes a rapid oxidation of H2
with reduction of sulfate to H2S (Eq. 18-31).

4 H2 + SO4
2– + 2 H+ → H2S + 4 H2O

∆G’ (pH 7) = – 154 kJ mol–1 of sulfate reduced

While this may seem like an esoteric biological process,
the reaction is quantitatively significant.  For example,
it has been estimated that within the Great Salt Lake
basin bacteria release sulfur as H2S in an amount of
104 metric tons (107 kg) per year.357

The reduction potential for sulfate is extremely low
(E°’, pH 7 = – 0.454 V), and organisms are not known
to reduce it directly to sulfite.  Rather, a molecule of
ATP is utilized to form adenosine 5'-phosphosulfate
(APS) through the action of ATP sulfurylase
(ATP:sulfate adenylyltransferase, Eq. 17-38).358,359

APS is then reduced by cytochrome c3 (Eq. 18-32,
step b).  The 13-kDa low-potential (E°’, pH 7 = 0.21 V)
cytochrome c3 contains four heme groups (Figure 16-8C)
and is found in high concentration in sulfate-reducing
bacteria.360,361  Some of these bacteria have larger poly-
heme cytochromes c.361a  For example, Desulfovibrio
vulgaris forms a 514-residue protein carrying 16 hemes
organized as four cytochrome c3-like domains.362  Each
heme in cytochrome c3 has a distinct redox potential

within the range – 0.20 to – 0.40 V.361– 363

APS is reduced (Eq. 18-32, step b) by APS reductase,
a 220-kDa iron–sulfur protein containing FAD and
several Fe – S clusters.  An intermediate in the reaction
may be the adduct of sulfite with FAD, which may
be formed as in Eq. 18-32.  The initial step in this
hypothetical mechanism is displacement on sulfur
by a strong nucleophile generated by transfer of elec-
trons from reduced ferredoxin to cytochrome c3 to the
flavin.364

Bisulfite produced according to Eq. 18-32 is reduced
further by a sulfite reductase, which is thought to
receive electrons from flavodoxin, cyt c3, and a hydro-
genase.  ATP synthesis is coupled to the reduction.
Sulfite reductases generally contain both siroheme and
Fe4S4 clusters (Fig. 16-19).  They appear to be able to
carry out the 6-electron reduction to sulfide without
accumulation of intermediates.365,366  However, in
contrast to the assimilatory sulfite reductases present
in many organisms, the dissimilatory nitrite reductases
of sulfur-reducing bacteria may also release some
thiosulfate S2O3

2–.367  A possible role of menaquinone
(vitamin K2), present in large amounts in Desulfovibrio,
has been suggested.311  Although Desulfovibrio can
obtain their energy from Eq. 18-31, they are not true
autotrophs and must utilize compounds such as acetate
together with CO2 as a carbon source.

(18-31)
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Some thermophilic archaeobacteria are able to live
with CO2 as their sole source of carbon and reduction
of elemental sulfur with H2 (Eq. 18-33) as their sole
source of energy.368,369

H2 + S0 → H2S
∆G° = – 27.4 kJ mol–1

This is remarkable in view of the small standard Gibbs
energy decrease.  Some species of the archaeobacteri-
um Sulfolobus are able either to live aerobically oxidiz-
ing sulfide to sulfate with O2 (Eq. 18-22) or to live
anaerobically using reduction of sulfur by Eq. 18-33 as
their source of energy.369

The sulfate-reducing bacterium Desulfovibrio sulfo-
dismutans carries out what can be described as “inor-
ganic fermentations” which combine the oxidation of
compounds such as sulfite or thiosulfate (as observed
for sulfur-oxidizing bacteria; Eq. 18-22), with reduction
of the same compounds (Eq. 18-34).370,370a  Dismutation
of S2O3

2– plus H2O to form SO4
2– and H2S also occurs

but with a less negative Gibbs energy change.

4 SO3
2– + H+ → 3 SO4

2– + HS–

∆G’ (pH 7) = – 185 kJ/mol

A strain of Pseudomonas obtains all of its energy by
reducing sulfate using phosphite, which is oxidized
to phosphate.370b

Methane bacteria.  The methane-producing
bacteria (Chapter 15) are also classified as chemi-
autotrophic organisms.  While they can utilize sub-
stances such as methanol and acetic acid, they can
also reduce CO2 to methane and water using H2 (Fig.
15-22).  The electron transport is from hydrogenase,
perhaps through ferredoxin to formate dehydrogen-
ase and via the deazaflavin F420 and NADP+ to the
methanopterin-dependent dehydrogenases that carry
out the stepwise reduction of formate to methyl
groups (Fig. 16-28).  Generation of ATP probably
involves proton pumps, perhaps in internal coupling
membranes .315,371

F.  Oxygenases and Hydroxylases

For many years the idea of dehydrogenation
dominated thinking about biological oxidation.
Many scientists assumed that the oxygen found in
organic substances always came from water, e.g.,
by addition of water to a double bond followed by
dehydrogenation of the resulting alcohol.  Neverthe-
less, it was observed that small amounts of O2 were
essential, even to anaerobically growing cells.372

In 1955, Hayaishi and Mason independently demon-
strated that 18O was sometimes incorporated into

(18-33)

(18-34)

organic compounds directly from 18O2 as in Eq. 18-35.
Today a bewildering variety of oxygenases are

known to function in forming such essential metabo-
lites as sterols, prostaglandins, and active derivatives
of vitamin D.  Oxygenases are also needed in the
catabolism of many substances, often acting on non-
polar groups that cannot be attacked readily by other
types of enzyme.372

Oxygenases are classified either as dioxygenases
or as monooxygenases.  The monooxygenases are
also called mixed function oxidases or hydroxylases.
Dioxygenases catalyze incorporation of two atoms of
oxygen as in Eq. 18-35, but monooxygenases incorpo-
rate only one atom.  The other oxygen atom from the
O2 is converted to water.  A typical monooxygenase-
catalyzed reaction is the hydroxylation of an alkane
to an alcohol (Eq. 18-36).

A characteristic of the monooxygenases is that an
additional reduced substrate, a cosubstrate (BH2 in
Eq. 18-36), is usually required to reduce the second
atom of the O2 molecule to H2O.

Since O2 exists in a “triplet” state with two un-
paired electrons, it reacts rapidly only with transition
metal ions or with organic radicals (Chapter 16).  For
this reason, most oxygenases contain a transition metal
ion, usually of iron or copper, or contain a cofactor,
such as FAD, that can easily form a radical or act on a
cosubstrate or substrate to form a free radical.

1.  Dioxygenases

Among the best known of the oxygenases that
incorporate both atoms of O2 into the product are
those that participate in the biological degradation
of aromatic compounds by cleaving double bonds at
positions between two OH groups as in Eq. 18-35 or
adjacent to one OH group of an ortho or para hydroxyl
pair.373  A much studied example is protocatechuate
3,4-dioxygenase,373– 375 which cleaves its substrate

F.  Oxygenases and Hydroxylases
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between the two OH groups (intradiol cleavage) as in
Eq. 18-35.  A different enzyme, protocatechuate 4,5-
dioxygenase,357 cleaves the same substrate next to just
one of the two OH groups (extradiol cleavage; Eq. 18-37)
to form the aldehyde α-hydroxy-δ-carboxymuconic
semialdehyde.  Another extradiol cleaving enzyme,
protocatechuate 2,3-dioxygenase, acts on the same
substrate.  Many other dioxygenases attack related
substrates.376– 380  Intradiol-cleaving enzymes are usually
iron-tyrosinate proteins (Chapter 16) in which the

iron is present in the Fe(III) oxidation state and remains
in this state throughout the catalytic cycle.375  The
enzymes usually have two subunits and no organic
prosthetic groups.  For example, a protocatechuate
3,4-dioxygenase from Pseudomonas has the composi-
tion (αβFe)12 with subunit masses of 23 (α) and 26.5
(β) kDa.  The iron is held in the active site cleft between
the α and β subunits by Tyr 408, Tyr 447, His 460, and
His 462 of the β subunit and a water molecule.375

These enzymes and many other oxygenases probably
assist the substrate in forming radicals that can react
with O2 to form organic peroxides.  Some plausible
intermediate species are pictured in Fig. 18-22.  The
reactions are depicted as occurring in two-electron
steps.  However, O2 is a diradical, and it is likely that
the Fe3+, which is initially coordinated to both pheno-
late groups of the ionized substrate, assists in forming
an organic free radical that reacts with O2.

Extradiol dioxygenases have single Fe2+ ions in
their active sites.   The O2 probably binds to the Fe2+ and
may be converted transiently to an Fe3+-superoxide
complex which adds to the substrate.  Some extradiol
dioxygenases require an Fe2S2 ferredoxin to reduce
any Fe3+-enzyme that is formed as a side reaction back
to the Fe2+ state.381  Possible intermediates are given in
Fig. 18-22 (left side) with two-electron steps used to
save space and to avoid giving uncertain details about
free radical intermediates.  Formation of the organic
radical is facilitated by the iron atom, which may be
coordinated initially to both phenolate groups of the
ionized substrate.  The peroxide intermediates, for both
types of dioxygenases, may react and be converted
to various final products by several mechanisms.382

Tryptophan dioxygenase (indoleamine 2,3-
dioxygenase)383 is a heme protein which catalyzes the
reaction of Eq. 18-38.  The oxygen atoms designated by
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Figure 18-22 Some possible intermediates in the action of
extradiol (left) and intradiol (right) aromatic dioxygenases.
Although the steps depict the flow of pairs of electrons during
the formation and reaction of peroxide intermediates, the
mechanisms probably involve free radicals whose formation
is initiated by O2.  The asterisks show how two atoms of
labeled oxygen can be incorporated into final products.
After  Ohlendorf et al.374
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the asterisks are derived from O2.  Again, the first step
is probably the formation of a complex between Fe(II)
and O2, but tryptophan must also be present before
this can occur.  At 5°C the enzyme, tryptophan, and O2
combine to give an altered spectrum reminiscent of
that of compound III of peroxidase (Fig. 16-14).  This
oxygenated complex may, perhaps, then be converted
to a complex of Fe(II) and superoxide ion.

There is much evidence, including inhibition by
superoxide dismutase and stimulation by added potas-
sium superoxide,384 that the superoxide anion radical
is the species that attacks the substrate (Eq. 18-39).  In
this reaction one electron is returned to the Fe(III) form
of the enzyme to regenerate the original Fe(II) form.
Subsequent reaction of the hydroperoxide anion  would
give the observed products.

Some dioxygenases require a cosubstrate.  For
example, phthalate dioxygenase385 converts phthalate
to a cis-dihydroxy derivative with NADH as the co-
substrate (Eq. 18-40).  Similar double hydroxylation
reactions catalyzed by soil bacteria are known for ben-
zene, benzoate,386 toluene, naphthalene, and several
other aromatic compounds.386a  The formation of the
cis-glycols is usually followed by dehydrogenation or
oxidative decarboxylation by NAD+ to give a catechol,
whose ring is then opened by another dioxygenase
reaction (Chapter 25).  An elimination of Cl– follows
dioxygenase action on p-chlorophenylacetate and
produces 3,4-dihydroxyphenylacetate as a product.
Pthalate dioxygenases consist of two subunits.  The
50-kDa dioxygenase subunits receive electrons from
reductase subunits that contain a Rieske-type Fe – S

centers and bound FMN.387  The dioxygenase also
contains an Fe2S2 center, and electrons flow from
NADH to FMN and through the two Fe – S centers to
the Fe2+ of the active site.387–388

Lipoxygenases catalyze oxidation of polyunsatu-
rated fatty acids in plant lipids.  Within animal tissues
the lipoxygenase-catalyzed reaction of arachidonic acid
with O2 is the first step in formation of leukotrienes
and other mediators of inflammation.  These reactions
are discussed in Chapter 21.

2.  Monooxygenases

Two classes of monooxygenases are known.  Those
requiring a cosubstrate (BH2 of Eq. 18-36) in addition
to the substrate to be hydroxylated are known as
external monooxygenases.  In the other group, the
internal monooxygenases, some portion of the sub-
strate being hydroxylated also serves as the cosubstrate.
Many internal monooxygenases contain flavin cofactors
and are devoid of metal ions.

Flavin-containing monooxygenases.  One group
of flavin-dependent monooxygenases form H2O2 by
reaction of O2 with the reduced flavin and use the H2O2
to hydroxylate 2-oxoacids.  An example is lactate
monooxygenase, which apparently dehydrogenates
lactate to pyruvate and then oxidatively decarboxylates
the pyruvate to acetate with H2O2 (Eq. 15-36).  One
atom of oxygen from O2 is incorporated into the acetate
formed.389,390  In a similar manner, the FAD-containing
bacterial lysine monooxygenase probably catalyzes
the sequence of reactions shown in Eq. 18-41.391  When
native lysine monooxygenase was treated with sulf-
hydryl-blocking reagents the resulting modified enzyme
produced a 2-oxoacid, ammonia, and H2O2, just the
products predicted from the hydrolytic decomposition
of the bracketed intermediate of Eq. 18-41.  Similar bacte-
rial enzymes act on tryptophan and phenylalanine.392

NADPH can serve as a cosubstrate of flavoprotein
monooxygenase by first reducing the flavin, after
which the reduced flavin can react with O2 to generate
the hydroxylating reagent.393  An example is the bacte-
rial 4-hydroxybenzoate hydroxylase which forms
3,4-dihydroxybenzoate.394  The 43-kDa protein consists
of three domains, the large FAD-binding domain being
folded in nearly the same way as that of glutathione
reductase (Fig. 15-10).  The 4-hydroxybenzoate binds

F.  Oxygenases and Hydroxylases
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first into a deep cleft below the N-5 edge of the isoallox-
azine ring of the FAD; then the NADH binds.  Spectro-
scopic studies have shown the existence of at least three
intermediates.  The first of these has been identified as
the 4a-peroxide whose formation (Eq. 15-31) is discussed
in Chapter 15.  The third intermediate is the correspond-
ing 4a-hydroxyl compound.  The substrate hydroxyla-
tion must occur in a reaction with the flavin peroxide,
presumably with the phenolate anion form of the
substrate (Eq. 18-42).395  The initial hydroxylation
product is tautomerized to form the product 3,4-
dihydroxybenzoate.

N

N

NH

N

R

O

O

O
OH

OC

O

O

H

4a

H
+

–
–

OC

O

O–

H

OH H

+3

4

Substrate

b

N
O

O
H

H

a

E·flavin·S

E·flavin·H2·S

NADPH + H+
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Eq. 15-31
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3,4-Dihydroxybenzoate

S = substrate

(18-42)

According to this mechanism, one of the two
oxygen atoms in the hydroperoxide reacts with the
aromatic substrate, perhaps as OH+ or as a superoxide
radical.  A variety of mechanisms for activating the
flavin peroxide to give a more potent hydroxylating
reagent have been proposed. These include opening of
the central ring of the flavin to give a carbonyl oxide
intermediate which could transfer an oxygen atom to
the substrate,396 elimination of H2O to form an oxazir-
idine,397 or rearrangment to a nitroxyl radical.398

Any of these might be an active electrophilic hydroxy-
lating reagent.  However, X-ray structural studies
suggest that conformational changes isolate the sub-
strate–FAD-enzyme complex from the medium stabi-
lizing the 4a peroxide via hydrogen bonding399–400 in
close proximity to the substrate.  Reaction could occur
by the simple mechanism of Eq. 18-42, a mechanism
also supported by 19F NMR studies with fluorinated
substrate analogs401 and other investigations.401a,b

Related flavin hydroxylases act at nucleophilic
positions on a variety of molecules393,402 including
phenol,403 salicylate,404 anthranilate,405 p-cresol,406 4-
hydroxyphenylacetate,407,408 and 4-aminobenzoate.409

Various microsomal flavin hydroxylases are also
known.410  Flavin peroxide intermediates are also
able to hydroxylate some electrophiles.411  For exam-
ple, the bacterial cyclohexanone oxygenase catalyzes
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the ketone to lactone conversion of Eq. 18-43.411a  The
mechanism presumably involves the nucleophilic attack
of the flavin hydroperoxide on the carbonyl group of the
substrate followed by rearrangement. This parallels
the Baeyer–Villiger rearrangement that results from
treatment of ketones with peracids.393  Cyclohexanone
oxygenase also catalyzes a variety of other reactions,412

including conversion of sulfides to sulfoxides.

Reduced pteridines as cosubstrates.  A dihydro
form of biopterin (Fig. 15-17) serves as a cosubstrate,
that is reduced by NADPH (Eq. 18-44) in hydroxylases
that act on phenylalanine, tyrosine, and tryptophan. 

F.  Oxygenases and Hydroxylases
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The tetrahydrobiopterin formed in this reaction is
similar in structure to a reduced flavin.  The mechanism
of its interaction with O2 could reasonably be the same
as that of 4-hydroxybenzoate hydroxylase.  However,
phenylalanine hydroxylase, which catalyzes the for-
mation of tyrosine (Eq. 18-45), a dimer of 451-residue
subunits, contains one Fe per subunit,413– 415a whereas
flavin monooxygenases are devoid of iron.  Tyrosine
hydroxylase416– 419a and tryptophan hydroxylase420

have very similar properties.  All three enzymes con-
tain regulatory, catalytic, and tetramerization domains
as well as a common Fe-binding motif in their active
sites.413,421,421a

The role of the iron atom in these enzymes must
be to accept an oxygen atom from the flavin peroxide,
perhaps forming a reactive ferryl ion and transferring
the oxygen atom to the substrate, e.g., as do cytochromes
P450 (see Eq. 18-57).  The 4a-hydroxytetrahydrobiop-
terin, expected as an intermediate if the mechanism
parallels that of Eq. 18-42, has been identified by its
ultraviolet absorption spectrum.422    A ring-opened
intermediate has also been ruled out for phenylalanine
hydroxylase.423  However, the 4a – OH adduct has been
observed by 13C-NMR spectroscopy.  Its absolute config-
uration is 4a(S) and the observation of an 18O-induced
shift in the 13C resonance of the 4a-carbon atom424

confirms the origin of this oxygen from 18O2 (see Eq.
18-42).  A “stimulator protein” needed for rapid reac-
tion of phenylalanine hydroxylase has been identified
as a 4a-carbinolamine dehydratase (Eq. 18-46).425–426

This protein also has an unexpected function as part of
a complex with transcription factor HNF1 which is
found in nuclei of liver cells.425a,426

Dihydrobiopterin can exist as a number of isomers.
The quinonoid form shown in Eqs. 18-44 and 18-46 is(18-44)
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a tautomer of 7,8-dihydrobiopterin, the form gener-
ated by dihydrofolate reductase (Chapter 15).  A pyri-
dine nucleotide-dependent dihydropteridine reduc-
tase427– 429 catalyzes the left-hand reaction of Eq. 18-44.

The hereditary absence of phenylalanine hydroxyl-
ase, which is found principally in the liver, is the cause
of the biochemical defect phenylketonuria (Chapter
25, Section B).430,430a  Especially important in the me-
tabolism of the brain are tyrosine hydroxylase, which
converts tyrosine to 3,4-dihydroxyphenylalanine, the
rate-limiting step in biosynthesis of the catechola-
mines (Chapter 25), and tryptophan hydroxylase,
which catalyzes formation of 5-hydroxytryptophan,
the first step in synthesis of the neurotransmitter 5-
hydroxytryptamine (Chapter 25).  All three of the
pterin-dependent hydroxylases are under complex
regulatory control.431,432  For example, tyrosine hydrox-
ylase is acted on by at least four kinases with phosphor-
ylation occurring at several sites.431,433,433a  The kinases
are responsive to nerve growth factor and epidermal
growth factor,434 cAMP,435 Ca2+ + calmodulin, and Ca2+

+ phospholipid (protein kinase C).436  The hydroxylase
is inhibited by its endproducts, the catecholamines,435

and its activity is also affected by the availability of
tetrahydrobiopterin.436

Hydroxylation-induced migration.  A general
result of enzymatic hydroxylation of aromatic com-
pounds is the intramolecular migration of a hydrogen
atom or of a substituent atom or group as is shown
for the 3H atom in Eq. 18-45.437  Dubbed the NIH shift
(because the workers discovering it were in a National
Institutes of Health laboratory), the migration tells us
something about possible mechanisms of hydroxyla-
tion.  In Eq. 18-45 a tritium atom has shifted in response
to the entering of the hydroxyl group.  The migration
can be visualized as resulting from electrophilic attack
on the aromatic system, e.g., by an oxygen atom from
Fe(N) = O or by OH+ (Eq. 18-47).

Such an attack could lead in step a either to an
epoxide (arene oxide) or directly to a carbocation as
shown in Eq. 18-47.  Arene oxides can be converted,
via the carbocation step b, to end products in which
the NIH shift has occurred.438  The fact that phenylala-
nine hydroxylase also catalyzes the conversion of the
special substrate shown in Eq. 18-48 to a stable epoxide,
which cannot readily undergo ring opening, also
supports this mechanism.

Operation of the NIH shift can cause migration of
a large substituent as is illustrated by the hydroxylation
of 4-hydroxyphenylpyruvate (Eq. 18-49), a key step
in the catabolism of tyrosine (Chapter 25).  Human
4-hydroxyphenylpyruvate dioxygenase is a dimer of
43-kDa subunits.439  A similar enzyme from Pseudo-
monas is a 150-kDa tetrameric iron-tyrosinate protein,
which must be maintained in the reduced Fe(II) state
for catalytic activity.440  Although this enzyme is a

dioxygenase, it is probably related in its mechanism
of action to the 2-oxoglutarate-dependent monooxy-
genases discussed in the next section (Eqs. 18-51, 18-52).
It probably uses the oxoacid side chain of the substrate
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to generate a reactive oxygen intermediate such as
Fe(IV) = O by the decarboxylative mechanism of Eqs.
18-50 and 18-51.  The iron-bound oxygen attacks C1 of

 Ch 18IND page - E 2/14/03, 11:10 AM1062



1063

the aromatic ring, the electron-donating p-hydroxyl
group assisting.  This generates a hydroxylated carbo-
cation of the type shown in Eq. 18-47 in which the
whole two-carbon side chain undergoes the NIH shift.

2-Oxoglutarate as a decarboxylating cosub-
strate.  Several oxygenases accept hydrogen atoms
from 2-oxoglutarate, which is decarboxylated in the
process to form succinate.  Among these are enzymes
catalyzing hydroxylation of residues of proline in both
the 3- and 4-positions (Eq. 8-6)441– 444 and of lysine in
the 5-position (Eq. 8-7)445,446 in the collagen precursor
procollagen.  The hydroxylation of prolyl residues
also takes place within the cell walls of plants.447

Similar enzymes hydroxylate the β-carbon of aspartyl
or asparaginyl side chains in EGF domains (Table 7-3)
of proteins.441  Thymine448 and taurine449,449a are
acted on by related dioxygenases.  A bacterial
oxygenase initiates the degradation of the herbicide
2,4-dichlorophenoxyacetic acid (2,4-D) using another
2-oxoglutarate-dependent hydroxylase.450,451  In
the human body a similar enzyme hydroxylates 
γ-butyrobetaine to form carnitine (Eq. 18-50).452  All of

these enzymes contain iron and require ascorbate,
whose function is apparently to prevent the oxidation
of the iron to the Fe(III) state.

When 18O2 is used for the hydroxylation of γ-
butyrobetaine (Eq. 18-51), one atom of 18O is found in
the carnitine and one in succinate.  The reaction is
stereospecific and occurs with retention of configura-
tion at C-3, the pro-R hydrogen being replaced by OH
while the pro-S hydrogen stays.453  Under some condi-
tions these enzymes decarboxylate 2-oxoglutarate in
the absence of a hydroxylatable substrate, the iron
being oxidized to Fe3+ and ascorbate being consumed
stoichiometrically.454  A plausible mechanism (Eq. 18-51)
involves formation of an Fe(II)–O2 complex, conversion
to Fe(III)+ .O2

–, and addition of the superoxide ion to
2-oxoglutarate to form an adduct.451,455  Decarboxyla-
tion of this adduct could generate the oxidizing reagent,
perhaps Fe(IV)=O.  In the absence of substrate S the
ferryl iron could be reconverted to Fe(II) by a suitable
reductant such as ascorbate.  In the absence of ascorbate
the Fe(IV) might be reduced to a catalytically inert
Fe(III) form.

An unusual oxygenase with a single Fe2+ ion in its
active site closes the four-membered ring in the bio-
synthesis of penicillins (Eq. 18-52).  It transfers four
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F.  Oxygenases and Hydroxylases
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hydrogen atoms from its dipeptide substrate to form 
two molecules of water and the product isopenicillin
N.456,457  Sequence comparison revealed several regions
including the Fe-binding sites that are homologous
with the oxoacid-dependent oxygenases.  A postulated
mechanism for isopenicillin N synthase involves
formation of an Fe3+ superoxide anion complex as in
Eq. 18-51.  However, instead of attack on an oxoacid as
in Eq. 18-51, it removes a hydrogen from the substrate
to initiate the reaction sequence.457  Other related oxy-
genases include aminocyclopropane-1-carboxylate
oxidase (Eq. 24-35); deacetoxycephalosporin C
synthase,457a an enzyme that converts penicillins to
cephalosporins (Box 20-G); and clavaminate syn-
thase,458,459 an enzyme needed for synthesis of the
β-lactamase inhibitor clavulanic acid, and clavaminate
synthase.458,459  This 2-oxoglutarate-dependent oxy-
genase catalyzes three separate reactions in the syn-
thesis of the clinically important β-lactamase inhibitor
clavulanic acid.  The first step is similar to that in Eq.
18-50.  The second is an oxidative cyclization and the
third a desaturation reaction.

Copper-containing hydroxylases.  Many Fe(II)-
containing hydroxylases require a reducing agent to
maintain the iron in the reduced state, and ascorbate
is often especially effective.  In addition, ascorbate is
apparently a true cosubstrate for the copper-containing
dopamine �-hydroxylase, an enzyme required in
the synthesis of noradrenaline according to Eq. 18-53.
This reaction takes place in neurons of the brain and
in the adrenal gland, a tissue long known as especially
rich in ascorbic acid.  The reaction requires two mole-
cules of ascorbate, which are converted in two one-
electron steps to semidehydroascorbate.460  Both
the structure of this free radical and that of the fully
oxidized form of vitamin C, dehydroascorbic acid,
are shown in Box 18-D.  Dopamine β-hydroxylase is
a 290-kDa tetramer, consisting of a pair of identical
disulfide-crosslinked homodimers, which contains
two Cu ions per subunit.461

A similar copper-dependent hydroxylase consti-
tutes the N-terminal domain of the peptidylglycine
�-amidating enzyme (Eq. 10-11).  This bifunctional
enzyme hydroxylates C-terminal glycines in a group
of neuropeptide hormones and other secreted pep-
tides.  The second functional domain of the enzyme
cleaves the hydroxylated glycine to form a C-terminal
amide group and glyoxylate.462– 464b  The three-
dimensional structure of a 314-residue catalytic core
of the hydroxylase domain is known.463  Because of
similar sequences and other properties, the structures
of this enzyme and of dopamine β-hydroxylase are
thought to be similar.  The hydroxylase domain of the
α-amidating enzyme is folded into two eight-stranded
antiparallel jelly-roll motifs, each of which binds one
of the two copper ions.  Both coppers can exist in a
Cu(II) state and be reduced by ascorbate to Cu(I).
One Cu (CuA) is held by three imidazole groups and
is thought to be the site of interaction with ascorbate.
The other copper, CuB, which is 1.1 nm away from CuA,
is held by two imidazoles.  The substrate binds adja-
cent to CuB.463

The reaction cycle of these enzymes begins with
reduction of both coppers from Cu(II) to Cu(I) (Eq.
18-54, step a).  Both O2 and substrate bind (steps b and
c, but not necessarily in this order).  The O2 bound to
CuB is reduced to a peroxide anion that remains bound
to CuB.  Both CuA and CuB donate one electron, both
being oxidized to Cu(II).  These changes are also in-
cluded in step c of Eq. 18-54.  One proposal is that the
resulting peroxide is cleaved homolytically while
removing the pro-S hydrogen of the glycyl residue.
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The resulting glycyl radical couples with the oxygen
radical that is bound to CuB (step e).

A variety of other copper hydroxylases are known.
For example, tyrosinase, which contains a binuclear
copper center, catalyzes both hydroxylation of phenols
and aromatic amines and dehydrogenation of the
resulting catechols or o-aminophenols (Eq. 16-57).  As
in hemocyanin, the O2 is thought to be reduced to a
peroxide which bridges between the two copper atoms.
Methane-oxidizing bacteria, such as Methylococcus
capsulatus, oxidize methane to methanol to initiate its
metabolism.  They do this with a copper-containing
membrane-embedded  monooxygenase whose active
site is thought to contain a trinuclear copper center.
Again a bridging peroxide may be formed and may
insert an oxygen atom into the substrate.465,466  The
same bacteria produce a soluble methane monooxy-
genase containing a binuclear iron center.

Hydroxylation with cytochrome P450.  An
important family of heme-containing hydroxylases,
found in most organisms from bacteria to human
beings, are the cytochromes P450.  The name comes
from the fact that in their reduced forms these enzymes
form a complex with CO that absorbs at 450 nm.  In
soil bacteria cytochromes P450 attack compounds of
almost any structure.  In the adrenal gland they par-
ticipate in steroid metabolism,467,468 and in the liver
microsomal cytochromes P450 attack drugs, carcinogens,
and other xenobiotics (foreign compounds).469– 471

They convert cholesterol to bile acids472 and convert
vitamin D,473 prostaglandins, and many other metabo-
lites to more soluble and often biologically more active
forms.  In plants cytochromes P450 participate in
hydroxylation of fatty acids at many positions.474

They play a major role in the biosynthetic phenyl-
propanoid pathway (Fig. 25-8) and in lignin synthe-
sis.475  More than 700 distinct isoenzyme forms have
been described.476,476a

Cytochromes P450 are monooxygenases whose
cosubstrates, often NADH or NADPH, deliver electrons
to the active center heme via a separate flavoprotein
and often via an iron-sulfur protein as well.476a,b  A
typical reaction (Eq. 18-55) is the 11 β-hydroxylation
of a steroid, an essential step in the biosynthesis of
steroid hormones (Fig. 22-11).  The hydroxyl group is
introduced without inversion of configuration.  The
same enzyme converts unsaturated derivatives to
epoxides (Eq. 18-56), while other cytochromes P450

H

H CH3

H

HO CH3
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O2

2e–
+2H+

H2O

(18-55)

F.  Oxygenases and Hydroxylases

epoxidize olefins.477  Epoxide hydrolases, which act by
a mechanism related to haloalkane dehalogenase (Fig.
12-1), convert the epoxides to diols.478  Cytochromes
P450 are able to catalyze a bewildering array of other

reactions479– 481 as well.  Most of these, such as conver-
sion of amines and thioesters to N- or S- oxides, also
involve transfer of an oxygen atom to the substrate.
Others, such as the reduction of epoxides, N- oxides,
or nitro compounds, are electron-transfer reactions.

Several different cytochromes P450 are present
in mammalian livers.470  All are bound to membranes
of the endoplasmic reticulum and are difficult to
solubilize.  Biosynthesis of additional forms is in-
duced by such agents as phenobarbital,470 3-methyl-
cholanthrene,469 dioxin,482 and ethanol.483  These
substances may cause as much as a 20-fold increase
in P450 activity.  Another family of cytochrome P450
enzymes is present in mitochondria.483a  A large num-
ber of cytochrome P450 genes have been cloned and
sequenced.  Although they are closely related, each
cytochrome P450 has its own gene.  There are at least
ten families of known P450 genes and the total number
of these enzymes in mammals may be as high as 200.
Microorganisms, from bacteria to yeast, produce many
other cytochromes P450.

Microsomal cytochromes P450 receive electrons
from an NADPH-cytochrome P450 reductase, a
large 77-kDa protein that contains one molecule each
of FAD and FMN.484–485a It is probably the FAD which
accepts electrons from NADPH and the FMN which
passes them on to the heme of cytochrome P450.  Cyto-
chrome b5 is also reduced by this enzyme,486 and some
cytochromes P450 may accept one electron directly from
the flavin of the reductase and the second electron via
cytochrome b5.  However, most bacterial and mitochon-
drial cytochromes P450 accept electrons only from
small iron–sulfur proteins.  Those of the adrenal gland
receive electrons from the 12-kDa adrenodoxin.487,488

This small protein of the ferredoxin class contains one
Fe2S2 cluster and is, therefore, able to transfer elec-
trons one at a time from the FAD-containing NADPH-
adrenodoxin reductase489 to the cytochrome P450.  The
camphor 5-monoxygenase from Pseudomonas putida
consists of three components:  an FAD-containing re-
ductase, the Fe2S2 cluster-containin putidaredoxin,489a

and cytochrome P450cam.490  Some other bacterial
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BOX 18-D  VITAMIN C:  ASCORBIC ACID

Hemorrhages of skin, gums, and joints were
warnings that death was near for ancient sea voyagers
stricken with scurvy.  It was recognized by the year
1700 that the disease could be prevented by eating
citrus fruit, but it was 200 years before efforts to isolate
vitamin C were made.  Ascorbic acid was obtained in
crystalline form in 1927,a– e  and by 1933 the structure
had been established.  Only a few vertebrates, among
them human beings, monkeys, guinea pigs, and some
fishes, require ascorbic acid in the diet; most species
are able to make it themselves.  Compared to that of
other vitamins, the nutritional requirement is large.e

Ten milligrams per day prevents scurvy, but subclinical
deficiency, as judged by fragility of small capillaries in
the skin, is present at that level of intake.  “Official”
recommendations for vitamin C intake have ranged
from 30 to 70 mg / day.  A more recent studyf suggests
200 mg / day, a recommendation that is controversial.g

The biological functions of vitamin C appear to
be related principally to its well-established reducing
properties and easy one-electron oxidation to a free
radical or two-electron reduction to dehydroascorbic
acid.  The latter is in equilibrium with the hydrated
hemiacetal shown at the beginning of this box as well
as with other chemical species.h– j  Vitamin C is a weak
acid which also has metal complexing properties.

Ascorbate, the anion of ascorbic acid, tends to be
concentrated in certain types of animal tissues and
may reach 3 mM or more in leukocytes, in tissues
of eyes and lungs, in pituitary, adrenal, and parotid
glands,k,l and in gametes.m  Uptake into vesicles of
the endoplasmic reticulum may occur via glucose
transporters.n  Ascorbate concentrations are even
higher in plants and may exceed 10 mM in chloroplasts.o

In animals the blood plasma ascorbate level of 20 – 100
µM is tightly controlled.p,q   Cells take up ascorbate but
any excess is excreted rapidly in the urine.q  Both in
plasma and within cells most vitamin C exists as the
reduced form, ascorbate.  When it is formed, the oxi-
dized dehydroascorbate is reduced back to ascorbate
or is degraded.  The lactone ring is readily hydrolyzed
to 2,3-dioxogulonic acid, which can undergo decar-
boxylation and oxidative degradation, one product
being oxalate (see Fig. 20-2).r  Tissues may also contain
smaller amounts of L-ascorbic acid 2-sulfate, a com-
pound originally discovered in brine shrimp.  It is

more stable than free ascorbate and may be hydrolyzed
to ascorbate in tissues.s

In the chromaffin cells of the adrenal glands and in
the neurons that synthesize catecholamines as neuro-
transmitters, ascorbate functions as a cosubstrate for
dopamine β-hydroxylase (Eq. 18-53).t,u  In fibroblasts it
is required by the prolyl and lysyl hydroxylases and in
hepatocytes by homogentisate dioxygenase (Eq. 18-49).
Any effect of ascorbic acid in preventing colds may be
a result of increased hydroxylation of procollagen and
an associated stimulation of procollagen secretion.v

High levels of ascorbate in guinea pigs lead to more
rapid healing of wounds.w  An important function
of ascorbate in the pituitary and probably in other
endocrine glands is in the α-amidation of peptides (Eq.
10-11).x,y  Together with Fe(II) and O2 ascorbate is a
powerful nonenzymatic hydroxylating reagent for
aromatic compounds.  Like hydroxylases, the reagent
attacks nucleophilic sites, e.g., converting phenylala-
nine to tyrosine.  Oxygen atoms from 18O2 are incorpo-
rated into the hydroxylated products.  While H2O2 is
formed in the reaction mixture, it cannot replace ascor-
bate.  The relationship of this system to biochemical
functions of ascorbate is not clear.  An unusual func-
tion for vitamin C has been proposed for certain
sponges that are able to etch crystalline quartz (SiO2)
particles from sand or rocks.z

Ascorbate is a major antioxidant, protecting cells
and tissues from damage by free radicals, peroxides,
and other metabolites of O2.p,r,aa,bb  It is chemically
suited to react with many biologically important radi-
cals and is present in high enough concentrations to
be effective.  It probably functions in cooperation with
glutathione (Box 11-B),cc α-tocopherol (Fig. 15-24),dd

and lipoic acid.ee  Ascorbate can react with radicals in
one-election transfer reactions to give the monodehy-
droascorbate radicalaa:
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BOX 18-D  (continued)

Two ascorbate radicals can react with each other in a
disproportionation reaction to give ascorbate plus
dehydroascorbate.  However, most cells can reduce
the radicals more directly.  In many plants this is
accomplished by NADH + H+ using a flavoprotein
monodehydroascorbate reductase.o  Animal cells
may also utilize NADH or may reduce dehydroascor-
bate with reduced glutathione.cc,ff  Plant cells also
contain a very active blue copper ascorbate oxidase
(Chapter 16, Section D,5), which catalyzes the opposite
reaction, formation of dehydroascorbate.gg  A heme
ascorbate oxidase has been purified from a fungus.hh

Action of these enzymes initiates an oxidative degra-
dation of ascorbate, perhaps through the pathway of
Fig. 20-2.

Ascorbate can also serve as a signal.  In cultured
cells, which are usually deficient in vitamin C, addition
of ascorbate causes an enhanced response to added
iron, inducing synthesis of the iron storage protein
ferritin.ii  Ascorbate indirectly stimulates transcription
of procollagen genesv and decreases secretion of insulin
by the pancreas.jj  However, since its concentration in
blood is quite constant this effect is not likely to cause
a problem for a person taking an excess of vitamin C.

Should we take extra vitamin C to protect us from
oxygen radicals and slow down aging?  Linus Pauling,
who recommended an intake of 0.25 – 10 g / day, main-
tained that ascorbic acid also has a specific beneficial
effect in preventing or ameliorating symptoms of
the common cold.j,kk  However, critics point out that
unrecognized hazards may exist in high doses of this
seemingly innocuous compound.  Ascorbic acid has
antioxidant properties, but it also promotes the genera-
tion of free radicals in the presence of Fe(III) ions, and
it is conceivable that too much may be a bad thing.ll

Catabolism to oxalate may promote formation of cal-
cium oxalate kidney stones.  Under some conditions
products of dehydroascorbic acid breakdown may
accumulate in the lens and contribute to cataract
formation.i,mm,nn  However, dehydroascorbate, or its
decomposition products, apparently protects low-
density lipoproteins against oxidative damage.bb

Pauling pointed out that nonhuman primates synthe-
size within their bodies many grams of ascorbic acid
daily, and that there is little evidence for toxicity.
Pauling’s claim that advanced cancer patients are
benefited by very high (10 g daily) doses of vitamin C
has been controversial, and some studies have failed
to substantiate the claim.oo,pp

a Hughes, R. E. (1983) Trends Biochem. Sci. 8, 146 – 147
b Staudinger, H. J. (1978) Trends Biochem. Sci. 3, 211 – 212
c Szent-Györgyi, A. (1963) Ann. Rev. Biochem. 32, 1 – 14
d Bradford, H. F. (1987) Trends Biochem. Sci. 12, 344 – 347
e Packer, L., and Fuchs, J., eds. (1997) Vitamin C in Health and Disease,

Dekker, New York
f Levine, M., Conry-Cantilena, C., Wang, Y., Welch, R. W., Washko.PW,

Dhariwal, K. R., Park, J. B., Lazarev, A., Graumlich, J. F., King, J., and
Cantilena, L. R. (1996) Proc. Natl. Acad. Sci. U.S.A. 93, 3704 – 3709
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g Young, V. R. (1996) Proc. Natl. Acad. Sci. U.S.A. 93, 14344 – 14348
h Hroslif, J., and Pederson, B. (1979) Acta Chem. Scand. B33, 503 – 511
i Counsell, J. N., and Horing, D. H., eds. (1981) Vitamin C, Applied

Sciences Publ., London
j Burns, J. J., Rivers, J. M., and Machlin, L. J., eds. (1987) Third Confer-

ence on Vitamin C, Vol. 498, New York Academy of Sciences, New
York

k Washko, P. W., Wang, Y., and Levine, M. (1993) J. Biol. Chem. 268,
15531 – 15535

l Rosen, G. M., Pou, S., Ramos, C. L., Cohen, M. S., and Britigan, B. E.
(1995) FASEB J. 9, 200 – 209

m Moreau, R., and Dabrowski, K. (1998) Proc. Natl. Acad. Sci. U.S.A. 95,
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n Bánhegyi, G., Marcolongo, P., Puskás, F., Fulceri, R., Mandl, J., and
Benedetti, A. (1998) J. Biol. Chem. 273, 2758 – 2762

o Sano, S., Miyake, C., Mikami, B., and Asada, K. (1995) J. Biol. Chem.
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p May, J. M., Qu, Z.-c, and Whitesell, R. R. (1995) Biochemistry 34,
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q Vera, J. C., Rivas, C. I., Velásquez, F. V., Zhang, R. H., Concha, I. I.,
and Golde, D. W. (1995) J. Biol. Chem. 270, 23706 – 23712

r Rose, R. C., and Bode, A. M. (1993) FASEB J. 7, 1135 – 1142
s Benitez, L. V., and Halver, J. E. (1982) Proc. Natl. Acad. Sci. U.S.A. 79,

5445 – 5449
t Dhariwal, K. R., Shirvan, M., and Levine, M. (1991) J. Biol. Chem. 266,

5384 – 5387
u Tian, G., Berry, J. A., and Klinman, J. P. (1994) Biochemistry 33, 226 –

234
v Chojkier, M., Houglum, K., Solis-Herruzo, J., and Brenner, D. A.

(1989) J. Biol. Chem. 264, 16957 – 16962
w Harwood, R., Grant, M. E., and Jackson, D. S. (1974) Biochem. J. 142,
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cytochrome P450s, such as a soluble fatty acid hydrox-
ylase from Bacillus megaterium, have reductase do-
mains with tightly bound FMN and FAD bound to the
same polypeptide chain as is the heme.491

All cytochromes P450 appear to have at their active
sites a molecule of heme with a thiolate anion as an
axial ligand in the fifth position (Fig. 18-23).  These
relatively large heme proteins of ~  45- to 55-kDa mass
may consist of as many as 490 residues.  Only a few
three-dimensional structures are known,490,492– 494  and
among these there are significant differences.  How-
ever, on the basis of a large amount of experimental
effort487,495,496 it appears that all cytochromes P450 act by
basically similar mechanisms.474,496a,b,497  As indicated
in Eq. 18-57, the substrate AH binds to the protein
near the heme, which must be in the Fe(III) form.
An electron delivered from the reductase then reduces
the iron to the Fe(II) state (Eq. 18-57, step b).  Then O2
combines with the iron, the initial oxygenated com-
plex formed in step c being converted to an Fe(III)-
superoxide complex (Eq. 18-57, step d).  Subsequent
events are less certain.497a  Most often a second elec-
tron is transferred in from the reductase (Eq. 18-57,

step e) to give a peroxide complex of Fe(III), which is
then converted in step f to a ferryl iron form, as in the
action of peroxidases (Fig. 16-14).  This requires trans-
fer of two H+ into the active site.  The ferryl Fe(IV) = O
donates its oxygen atom to the substrate regenerating
the Fe(III) form of the heme (step g) and releasing the
product (step h).

Microsomal cytochromes P450 often form hydrogen
peroxide as a side product.  This may arise directly
from the Fe – O – O– intermediate shown in Eq. 18-57.
Some cytochromes P450 use this reaction in reverse to
carry out hydroxylation utilizing peroxides instead of
O2 (Eq. 18-58).

AH + ROOH → AOH + ROH

Cytochromes P450 often convert drugs or other
foreign compounds to forms that are more readily
excreted.499  However, the result is not always bene-
ficial.  For example, 3-methylcholanthrene, a strong
inducer of cytochrome P450, is converted to a power-
ful carcinogen by the hydroxylation reaction.500  See
also Box 18-E.

Other iron-containing oxygenases.
Hydroxylases with properties similar to
those of cytochrome P450 but containing
nonheme iron catalyze ω-oxidation of
alkanes and fatty acids in certain bacteria,
e.g., Pseudomonas oleovarans.  A flavoprotein
rubredoxin reductase, is also required.501

The methylotrophs Methylococcus and
Methylosinus hydroxylate methane using
as cosubstrate NADH or NADPH (Eq. 18-
59).  A soluble complex consists of 38-kDa
reductase containing FAD and an Fe2S2

CH4 + O2 + NADH + H+ →
CH3OH + H2O + NAD+

center, a small 15-kDa component, and a
245-kDa hydroxylase with an (αβγ)2 com-
position and a three-dimensional struc-
ture502–503 similar to that of ribonucleotide
reductase (Chapter 16, Section A,9).  Each
large α subunit contains a diiron center
similar to that shown in Fig. 16-20C.  It is
likely that O2 binds between the two iron
atoms in the Fe(II) oxidation state and,
oxidizing both irons to Fe(III), is converted
to a bridging peroxide group as shown in
Eq. 18-60.  In this intermediate, in which
the two metals are held rigidly by the
surrounding ligands including a bridging
carboxylate side chain, the O–O bond may
be broken as in Eq. 18-60, steps a and b, to
generate an Fe(IV)–O• radical that may
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remove a hydrogen atom from the substrate (step c)
and undergo subsequent reaction steps analogous to
those in the cytochrome P450 reaction cycle.504– 506

A group of related bacterial enzymes hydroxylate
alkanes,507 toluene,508 phenol,509 and other substrates.509a

Eukaryotic fatty acid desaturases (Fig. 16-20B) belong
to the same family.508  Some bacteria use cytochrome
P450 or other oxygenase to add an oxygen atom to an
alkene to form an epoxide.  For example, propylene

may be converted to either R or S epoxypropane
which may be hydrolyzed, rearranged by a coenzyme
M-dependent reaction, and converted to acetoacetate,
which can be used as an energy source.509a,b

Nitric oxide and NO synthases.  Nitric oxide
(NO) is a reactive free radical whose formula is often
written as ·NO to recognize this characteristic.  How-
ever, NO is not only a toxic and sometimes dangerous
metabolite but also an important hormone with func-
tions in the circulatory system, the immune system,
and the brain.510– 512  The hormonal effects of NO are
discussed in Chapter 30, but it is appropriate here to
mention a few reactions.  Nitric oxide reacts rapidly
with O2 to form nitrite (Eq. 18-61).

4 NO + O2 + 2 H2O → 4 NO2
– + 4 H+

It also combines very rapidly with superoxide anion
radical to form peroxynitrite (Eq. 18-62).513  This is
another reactive oxidant which, because of its relatively
high pKa of 6.8, is partially protonated and able to
diffuse through phospholipids within cells.514,515

Figure 18-23  (A)  Stereoscopic
α-carbon backbone model of
cytochrome P450cam showing
the locations of the heme and
of the bound camphor molecule.
(B)  View in the immediate vicinity
of the thiolate ligand from Cys 357.
From Poulos et al.498
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BOX 18-E  THE TOXICITY OF ACETAMINOPHEN

Most drugs, as well as toxins and other xeno-
biotic compounds, enter the body through mem-
branes of the gastrointestinal tract, lungs, or skin.
Drugs are frequently toxic if they accumulate in the
body.  They are often rather hydrophobic and are
normally converted to more polar, water-soluble
substances before elimination from the body.  Two
major types of reaction take place, usually in the liver.
These are illustrated in the accompanying scheme for
acetaminophen (N-acetyl-p-aminophenol), a widely
used analgesic and antipyretic (fever relieving) non-
prescription drug sold under a variety of trade names:
(1)  A large water-soluble group such as sulfatea or
glucuronate is transferred onto the drug by a nucleo-
philic displacement reaction (steps a and b of scheme).
(2)  Oxidation, demethylation, and other alterations
are catalyzed by one or more of the nearly 300 cyto-
chrome P450 monooxygenases present in the liver
(step c).  Oxidation products may be detoxified by
glutathione S-transferases, step d (see also Box 11-B).b,c,cc

These reactions protect the body from the accu-
mulation of many compounds but in some cases can
cause serious problems.  The best known of these
involves acetaminophen. Its oxidation by cytochrome
P450 2E1 or by prostaglandin H synthased yields a

highly reactive quinone imine which reacts with cell
proteins.e  Since the cytochrome P450 oxidation can
occur in two steps, a reactive intermediate radical is
also created.c,f  At least 20 drug-labeled proteins
arising in this way have been identified.c  Both addi-
tion of thiol groups of proteins to the quinone imine
(step e of scheme) and oxidation of protein thiols
occur.g  Mitochondria suffer severe damage,h some
of which is related to induction of Ca2+ release.i

Acetaminophen is ordinarily safe at the recom-
mended dosages, but large amounts exhaust the
reserve of glutathione and may cause fatal liver
damage.  By 1989, more than 1000 cases of accidental
or intentional (suicide) overdoses had been reported
with many deaths.  Prompt oral or intravenous
administration of N-acetylcysteine over a 72-hour
period promotes synthesis of glutathione and is an
effective antidote.j

Similar problems exist for many other drugs.
Both acetaminophen and phenacetin, its ethyl ether
derivative, may cause kidney damage after many
years of use.k,l  Metabolism of phenacetin and several
other drugs varies among individuals.  Effective
detoxification may not occur in individuals lacking
certain isoenzyme forms of cytochrome P450.m  Use
of the anticancer drugs daunomycin (daunorubicin;
Figs. 5-22 and 5-23) and adriamycin is limited by
severe cardiac toxicity arising from free radicals
generated during oxidation of the drugs.n  These are
only a few examples of the problems with drugs,
pesticides, plasticizers, etc.

a Klaassen, C. D., and Boles, J. W. (1997) FASEB J. 11, 404 –418
b Lee, W. M. (1995) N. Engl. J. Med. 333, 1118–1127
c Qiu, Y., Benet, L. Z., and Burlingame, A. L. (1998) J. Biol. Chem.

273, 17940– 17953
cc Chen, W., Shockcor, J. P., Tonge, R., Hunter, A., Gartner, C., and

Nelson, S. D. (1999) Biochemistry 38, 8159 – 8166
d Potter, D. W., and Hinson, J. A. (1987) J. Biol. Chem. 262, 974–980
e Lee, S. S. T., Buters, J. T. M., Pineau, T., Fernandez-Salguero, P.,

and Gonzalez, F. J. (1996) J. Biol. Chem. 271, 12063 –12067
f Rao, D. N. R., Fischer, V., and Mason, R. P. (1990) J. Biol. Chem.

265, 844 –847
g Tirmenstein, M. A., and Nelson, S. D. (1990) J. Biol. Chem. 265,

3059 –3065
h Burcham, P. C., and Harman, A. W. (1991) J. Biol. Chem. 266,

5049 –5054
i Weis, M., Kass, G. E. N., Orrenius, S., and Moldéus, P. (1992)

J. Biol. Chem. 267, 804 –809
j Smilkstein, M. J., Knapp, G. L., Kulig, K. W., and Rumack, B. H.

(1988) N. Engl. J. Med. 319, 1557– 1562
k Stolley, P. D. (1991) N. Engl. J. Med. 324, 191– 193
l Rocha, G. M., Michea, L. F., Peters, E. M., Kirby, M., Xu, Y.,

Ferguson, D. R., and Burg, M. B. (2001) Proc. Natl. Acad. Sci.
U.S.A. 98, 5317–5322

m Distlerath, L. M., Reilly, P. E. B., Martin, M. V., Davis, G. G.,
Wilkinson, G. R., and Guengerich, F. P. (1985) J. Biol. Chem. 260,
9057 –9067

n Davies, K. J. A., and Doroshow, J. H. (1986) J. Biol. Chem. 261,
3060 –3067
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·NO + ·O2
– → O = N– O – O–

NO binds to the iron atoms in accessible heme groups
such as those of hemoglobin516 and of guanylate
cylases,517,518 and in some Fe – S proteins such as aconi-
tase. Some blood-sucking insects utilize salivary heme
proteins called nitrophorins to carry NO into host
tissues where it activates guanylate cyclase causing
vasodilation.  Nitrophorins also bind histamine and
inhibit blood coagulation, which assists feeding.518a,b

In the presence of a suitable oxidant such as O2, nitric
oxide reacts with thiol groups of proteins and small
molecules to give S-nitrosothiols (Eq. 18-63).511,519-520

However, the physiological mechanisms of formation
of these S-nitroso compounds is not clear.520–521  One
mechanism may involve conversion by O2 to nitrous
anhydride.511,522

2 NO + O2 → ON– O –  NO

Nucleophilic attack on this compound by – SH, – NH2,
and other nucleophiles would yield S - nitroso and
N- nitroso compounds with release of nitrous oxide N2O.

The relatively stable S-nitrosothiols derived from
glutathione, cysteine, and proteins such as hemo-
globin516 may be important storage and transport
forms of NO.  If so, mechanisms of release of NO are
important.  A simple homolytic cleavage of R– S – NO to
NO plus a thiyl radical R– S· has often been assumed.
However, rapid cleavage requires catalysis by a transi-
tion metal ion or reaction with reducing agents such
as ascorbate or other thiols.523,524 S-Nitrosothiols may
also give rise to nitrosonium (NO+) or nitroxy (NO–)
ions.524

NO synthases are oxygenases
that carry out a two-step oxidation of
L-arginine to L-citrulline with production
of NO.  In the first step, a normal monooxy-
genase reaction, L-Nγ-hydroxyarginine is
formed (Eq. 18-65, step a).  In the second
step (Eq. 18-65, step b) NO is formed in a
three-electron oxidation.  In this equation
the symbols * and † indicate positions of
incorporation of labeled O2 atoms in the
intermediate and final products.

The human body contains three
types of nitric oxide synthase known as
neuronal (nNOS or NOS1), inducible

(iNOS or NOS2), and endothelial (eNOS or NOS3).511a–f

These enzymes have a broad distribution within
various tissues, but NOS1 is especially active in neurons
and NOS3 in endothelial cells.  The inducible NOS2
originally discovered in macrophages is transcription-
ally regulated.  When these phagocytic cells are at rest
the activity of NOS2 is very low, but it becomes highly
active after induction by cytokines or by the lipopoly-
saccharides of bacterial cell membranes.525,526  Both
NOS1 and NOS2 are constitutively expressed but
require calcium ions, which bind to a calmodulin
domain of the protein.  The inducible NOS2 doesn’t
require added Ca2+ but does contain the calmodulin
domain.  NOS3 carries an N-terminal myristoyl group
as well as cysteines that may be palmitoylated.  It is
located in caveolae of plasma membranes and in Golgi
complexes.527,528

 Nucleotide sequences revealed a close similarity of
NO synthases to cytochrome P450 reductase.525,529,530

Study of spectra suggested that NO synthases, in which
the heme is held by a thiolate sulfur of a cysteine side
chain, might be specialized cytochromes P450.531

However, although the heme in NO synthases is
bound by a thiolate group the protein fold is unlike
that of cytochromes P450.532,533  The NO synthases all
share a three-component structure.534  In the NOS2
from macrophages residues 1–489 form the catalytic
oxygenase domain, residues 499–530 bind calmodulin,
and residues 531–1144 form the reductase domain.535

The last contains a binding site for NADPH as well as
bound FMN and FAD.  The reductase domain structure
can be modeled after that of cytochrome P450 reduc-
tase.533  Electrons from NADPH are apparently trans-
ferred to FAD, then to FMN, and then to the catalytic
site.525

The least understood aspect of NO synthases is
the requirement for tetrahydrobiopterin, BH4, the
same coenzyme required by the other pterin-dependent
monooxygenases (Eq. 18-44).  The presence of this co-
enzyme in the reduced BH4 form is essential for step a
of Eq. 18-65 but not for step b.  This suggests that in
step a an organic peroxide might be generated by BH4
and used to form an oxo-iron hydroxylating reagent.

NO + R SH· R S N OH
O2

O2
–·

R S NO

S-Nitrosothiol

·

F.  Oxygenases and Hydroxylases

(18-63)

(18-64)

H
N

H2N NH2

COOH3N
H

–+

l-Arginine

H
N

H2N N

COOH3N
H

–+

H
N

O NH2

COOH3N
H

–+

OH* †

NADH

a b

NADH

O2
* O2

†

1/2

NO· *

l-Nγ-hydroxyarginine l-Citrulline

(18-65)

(18-62)
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However, there is no evidence for the expected quino-
noid dihydropterin, and the three-dimensional struc-
ture suggested that BH4 plays a structural role in
mediating essential conformational changes.532,535a,b

Nevertheless, newer data indicate a role in electron
transfer.535c

Step b of Eq. 18-65 is an unusual three-electron
oxidation, which requires only one electron  to be
delivered from NADPH by the reductase domain.
Hydrogen peroxide can replace O2 in this step.536

A good possibility is that a peroxo or superoxide
complex of the heme in the Fe(III) state adds to the
hydroxyguanidine group.  For example, the following
structure could arise from addition of Fe(III) – O – O–:

Breakup as indicated by the arrows on this structure
would give Fe(III) – OH, citrulline, and O = N– H,
nitroxyl.  This is one electron (e– + H+) more reduced
than ·NO.  Perhaps the adduct forms from Fe(III) – O – O·.
On the other hand, there is evidence that NO syn-
thases may produce nitroxyl or nitroxyl ion NO– as
the initial product.537–538  NO and other products such
as N2O and NO2

– may arise rapidly in subsequent
reactions.  Nitrite is a major oxidation product of NO
in tissues.538a  The chemistry of NO in biological systems
is complex and not yet fully understood.  See also pp.
1754, 1755.

G. Biological Effects of Reduced Oxygen
Compounds

Although molecular oxygen is essential to the
aerobic mode of life, it is toxic at high pressures.  Oxi-
dative damage from O2 appears to be an important
cause of aging and also contributes to the development
of cancer.  Reduced forms of oxygen such as super-
oxide, hydrogen peroxide, and hydroxyl radicals are
apparently involved in this toxicity.539,540  The same
agents are deliberately used by phagocytic cells such
as the neutrophils (polymorphonuclear leukocytes)
to kill invading bacteria or fungi and to destroy malig-
nant cells.541

The reactions shown with vertical arrows in Eq.
18-66 can give rise to the reduced oxygen compounds.
The corresponding standard redox potential at pH 7
for each is also given.539,542– 544  As indicated by the low
value of the redox potential for the O2/ O2·– couple,

O CO

Fe(III)

H

N H

R

NH2N

O

H

H
+

the formation of superoxide by reduction of O2 is
spontaneous only for strongly reducing one-electron
donors.  Superoxide ion is a strong reductant, but at
the same time a powerful one-electron oxidant, as is
indicated by the high electrode potential of the O2·–/
H2O2 couple.

1.  The Respiratory Burst of Neutrophils

Some 25 x 109 neutrophils circulate in an individual’s
blood, and an equal number move along the surfaces
of red blood cells.  Invading microorganisms are en-
gulfed after they are identified by the immune system
as foreign.  Phagocytosis is accompanied by a rapid
many-fold rise in the rate of oxygen uptake as well as
an increased glucose metabolism.  One purpose of this
respiratory burst545– 548 is the production of reduced
oxygen compounds that kill the ingested microorgan-
isms.  In the very serious chronic granulomatous
disease the normal respiratory burst does not occur,
and bacteria are not killed.549  The respiratory burst
seems to be triggered not by phagocytosis itself, but
by stimulation of the neutrophil by chemotactic for-
mylated peptides such as formyl-Met-Leu-Phe550 and
less rapidly by other agonists such as phorbol esters.

The initial product of the respiratory burst appears
to be superoxide ion O2

–.  It is formed by an NADPH
oxidase, which transports electrons from NADPH to
O2 probably via a flavoprotein and cytochrome b558.
Either the flavin or the cytochrome b558 must donate
one electron to O2 to form the superoxide anion.

NADPH → FAD → cyt b558 → O2

Flavocytochrome b558 (also called b–245) has the
unusually low redox potential of –0.245 V.  It exists
in phagocytic cells as a heterodimer of membrane-
associated subunits p22-phox and gp91-phox where
phox indicates phagocytic oxidase.  The larger 91-kDa

(18-66)

(18-67)

Standard electrode potential,
E01’ (pH 7), Volts

–0.33

+0.94

+0.38

+2.33

O2

H2O2

2  H2O

O2· –

H2O + OH· (hydroxyl radical)

e–

pKa = 4.8
HO2·

e–

e–

2H+ +

H+ +

e–H+ +

HOO–
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NO to form peroxynitrite (Eq. 18-62).559b  Peroxynitrite,
in turn, can react with the ubitquitous CO2 to give
•CO3

– and •NO2 radicals.559c  Peroxynitrite anion also
reacts with metalloenzyme centers559d and causes
nitration and oxidation of aromatic residues in
proteins.559d,e  However, neutrophils contain active
superoxide dismutases, and most of the superoxide
that is formed is converted quickly to O2 and H2O2.
The latter may diffuse into the phagosomes as well as
into the extracellular space.  The H2O2 itself is toxic,
but longer lived, more toxic oxidants are also formed.
Reaction of H2O2 with myeloperoxidase (Chapter 16)
produces hypochlorous acid, (HOCl; Eqs. 16-12, Fig.
18-24) and chloramines such as NH2Cl, RNHCl, and
RNCl2.  An important intracellular chloramine may be
that of taurine.

Chloramine formed from taurine

Human neutrophils use HOCl formed by myelo-
peroxidase to oxidize α-amino acids such as tyrosine
to reactive aldehydes that form adducts with –SH,
–NH2, imidazole, and other nucleophilic groups.560

They also contain NO synthases, which form NO,
peroxynitrite (Fig. 18-24), and nitrite.561,562

Hydroxyl radicals ·OH,  which attack proteins,
nucleic acids, and a large variety of other cellular
constituents, may also be formed.  Although too reac-
tive to diffuse far, they can be generated from H2O2
by Eq. 18-68.  This reaction involves catalysis by Fe
ions as shown.562a

Figure 18-24  Some reactions by which
superoxide anions, hydrogen peroxide
and related compounds are generated
by neutrophils and to a lesser extent
by other cells:  (a) NADPH oxidase, (b)
superoxide dismutase, (c) catalase, (d)
glucose-6-phosphate dehydrogenase,
(e) glutathione reductase, ( f ) glutathione
peroxidase.  Abbrevations: GSH, gluta-
thione; GSSB, oxidized glutathione.

G.  Biological Effects of Reduced Oxygen Compounds

O2

H2O2

O2· –

ab

H2O + O2

b

c

HOCl

Cl–

GSSG
H2O

GSH

e

NO·

Cl2
–·

Cl2

HO+

O N O–O
NADH + H+

NAD+
d

6-P-gluconate

GLC 6-P

f
OH·

Peroxynitrite

COO

C

CH2

H

NCl
SO3

–

–H

H2O2

O2 O2· –

Fe2+ Fe3+

or other reductant

OH·H2O +H+ +

(18-68)

subunit contains two heme groups as well as one FAD
and the presumed NADPH binding site.548,551–552a  The
mechanism of interaction with O2 is unclear.  Unlike
hemoglobin but like other cytochromes b, cytochrome
b558 does not form a complex with CO.553  NADPH
oxidase also requires two cytosolic components p47-phox
and p67-phox.  In resting phagocytes they reside in the
cytosol as a 240-kDa complex with a third component,
p40-phox, which may serve as an inhibitor.548,554  Upon
activation of the phagocyte in response to chemotactic
signals the cytosolic components undergo phospho-
rylation at several sites,554 and protein p47-phox and
p67-phox move to the membrane and bind to and with
the assistance of the small G protein Rac552a,554a activate
flavocytochrome b558.  Phosphorylation of p47-phox
may be especially important.555

In the X-chromosome-linked type of chronic gran-
ulomatous disease flavocytochrome b558 is absent or
deficient, usually because of mutation in gp91-phox.556,557

In an autosomal recessive form the superoxide-forming
oxidase system is not activated properly.  In some
patients protein kinase C fails to phosphorylate p47-
phox.556,558  Less severe symptoms arise from deficiences
in myeloperoxidase, chloroperoxidase (Chapter 16),
glucose 6-phosphate dehydrogenase, glutathione
synthetase, and glutathione reductase.  The importance
of these enzymes can be appreciated by examination
of Fig. 18-24, which illustrates the relationship of
several enzymatic reactions to the formation of super-
oxide anion and related compounds.  Not only neutro-
phils but monocytes, macrophages, natural killer
cells (NK cells), and other phagocytes apparently use
similar chemistry in attacking ingested cells (Chapter
31).559  Superoxide-producing NADH oxidases have
also been found in nonphagocytic cells in various
tissues.559a

What kills the ingested bacteria and other microor-
ganisms?   Although superoxide anion is relatively
unreactive, its protonated form HO2·, is very reactive.
Since its pKa is 4.8, there will be small amounts present
even at neutral pH.  Some of the •O2

– may react with
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Because Fe3+ is present in such low concentrations,
there is uncertainty as to the biological significance of
this reaction.563  However, other iron compounds may
function in place of Fe3+ and Fe2+ in Eq. 18-68.564  A
mixture of ferrous salts and H2O2 (Fenton reagent) has
long been recognized as a powerful oxidizing mixture,
which generates ·OH or compounds of similar reac-
tivity.564– 567  Ascorbate, and various other compounds,
can also serve as the reductant in Eq. 18-68.568

 Eosinophils, whose presence is stimulated by
parasitic infections, have a peroxidase which acts pref-
erentially on Br– to form HOBr.569  This compound can
react with H2O2 more efficiently than does HOCl (Eq.
16-16) to form the very reactive singlet oxygen.570

Singlet oxygen can also be generated from H2O2 and
·O2 by Eq. 18-69571 and also photochemically.572

·O2
– + H2O2 → 1O2(1∆g) + OH + OH–

 Additional killing mechanisms used by phagocytes
include acidification of the phagocytic lysosomes with
the aid of a proton pump573 and formation of toxic
peptides.  For example, bovine neutrophils produce
the bacteriocidal peptide RLCRIVVIRVCR which has
a disulfide crosslinkage between the two cysteine
residues.574  Microorganisms have their own defenses
against the oxidative attack by phagocytes.  Some
bacteria have very active superoxide dismutases.  The
protozoan Leishmania produces an acid phosphatase
that shuts down the production of superoxide of the
host cells in response to activating peptides.575

A respiratory burst accompanies fertilization of
sea urchin eggs.576,577  In this case, the burst appears
to produce H2O2 as the major or sole product and is
accompanied by release of ovoperoxidase from cortical
granules.  This enzyme uses H2O2 to generate dityrosine
crosslinkages between tyrosine side chains during
formation of the fertilization membrane.  Defensive
respiratory bursts are also employed by plant cells.578,579

See also Box 18-B.

2.  Oxidative Damage to Tissues

Superoxide anion radicals are formed not only in
phagocytes but also as an accidental by-product of the
action of many flavoproteins,580,581 heme enzymes, and
other transition metal-containing proteins.  An example
is xanthine oxidase.  It is synthesized as xanthine
dehydrogenase which is able to use NAD+ as an oxi-
dant, but upon aging, some is converted into the ·O2-
utilizing xanthine oxidase (Chapter 16).  This occurs
extensively during ischemia.  When oxygen is read-
mitted to a tissue in which this conversion of xanthine
dehydrogenase to xanthine oxidase has occurred,
severe oxidative injury may occur.582  In animals the
intravenous administration of superoxide dismutase

or pretreatment with the xanthine oxidase inhibitor
allopurinol (Chapter 25) prevents much of the damage,
suggesting that superoxide is the culprit.

Hydrogen peroxide is also generated within
cells583 by flavoproteins and metalloenzymes and by
the action of superoxide dismutase on ·O2

–.  Since H2O2
is a small uncharged molecule, it can diffuse out of
cells and into other cells readily.  If it reacts with Fe(II),
it can be converted within cells to ·OH radicals accord-
ing to Eq. 18-68.  Such radicals and others have been
detected upon readmission of oxygen to ischemic
animal hearts.584,585  It has also been suggested that
NADH may react with Fe(III) compounds in the same
way as does O2

– in Eq. 18-68 to provide a mechanism
for producing hydroxyl radicals from H2O2.539  Nitric
oxide, formed by the various NO synthases in the
cytosol and in mitochondria586 and by some cyto-
chromes P450,587 is almost ubiquitous and can also
lead to formation of peroxynitrate (Eq. 18-62).  Thus, the
whole range of reduced oxygen compounds depicted
in Eq. 18-24 are present in small amounts throughout
cells.

There is little doubt that these compounds cause
extensive damage to DNA, proteins, lipids, and other
cell constituents.539,540,563,588  For example, one base in
150,000 in nuclear DNA is apparently converted from
guanine to 8-hydroxyguanine presumably as a result
of attack by oxygen radicals.589  In mitochondrial DNA
one base in 8000 undergoes this alteration.  This may
be a result of the high rate of oxygen metabolism in
mitochondria and may also reflect the lack of histones
and the relatively inefficient repair of DNA within
mitochondria.  Proteins undergo chain cleavage,
crosslinking, and numerous side chain modification
reactions.588  Dissolved O2 can react directly with
exposed glycyl residues in protein backbones to create
glycyl radicals which may lead to chain cleavage as in
Eq. 15-39.588a  Iron–sulfur clusters, such as the Fe4S4
center of aconitase (Fig. 13-4), are especially sensitive to
attack by superoxide anions.588a– c “Free iron” released
from the Fe–S cluster may catalyze formation of addi-
tional damaging radicals.

Antioxidant systems. Cells have numerous
defenses against oxidative damage.563,590,591  Both
within cells and in extracellular fluids superoxide
dismutase (Eq. 16-27) decomposes superoxide to O2
and H2O2.  The H2O2 is then broken down by catalase
(Eq. 16-8) to O2 and H2O.  In higher animals the sele-
noenzyme glutathione peroxidase (Chapter 16) pro-
vides another route for decomposition of H2O2 and
lipid peroxides of membranes.  The oxidized gluta-
thione formed is reduced by NADPH.  The system has
a critical role within erythrocytes (Box 15-H).  In chloro-
plasts an analogous system utilizes ascorbate peroxi-
dase, ascorbate, and glutathione to break down
peroxides.592

(18-69)
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NADPH + H+ → glutathione → ascorbate → H2O2

Ascorbate,593–594 glutathione, NADPH,594a and
tocopherols (Box 15-G)595 all act as scavengers of free
radicals such as O2

–, ·OH and ROO·, ·CO3
–, and of

singlet oxygen.  Antioxidant protection is needed in
extracellular fluids as well as within cells.  In addition
to glutathione and ascorbate, bilirubin,596 uric acid,597

melatonin,598,598a circulating superoxide dismutase,
and the copper protein ceruloplasmin (Chapter 16) all
act as antioxidants.  Methionine residues of proteins
may have a similar function.599  Various proteins and
small chelating compounds such as citrate tie up Fe3+

preventing it from promoting radical formation.  Toco-
pherols, ubiquinols, and lipoic acid600,600a–c protect
membranes.  Beta carotene (Fig. 22-5), another lipid-
soluble antioxidant, is the most effective quencher of
singlet O2 that is known.  Even nitric oxide, usually
regarded as toxic, sometimes acts as an antioxidant.601

Trehalose protects plants against oxidative damage.601a

An increasing number of proteins are being recog-
nized as protectants against oxidative damage.  The
exposed – SH and – SCH3 groups of cysteine and methio-
nine residues in proteins may function as appropriately
located scavengers which may donate electrons to
destroy free radicals or react with superoxide ions to
become sulfonated.  The thioredoxin (Box 15-C) and
glutathione (Eq. 18-70) systems, in turn, reduce the
protein radicals formed in this way.601b– d  Methionine
sulfoxide, both free and in polypeptides, is reduced
by methionine sulfoxide reductase in organisms
from bacteria to humans.601e– g  Biotin, together with
biotin sulfoxide reductase,601h may provide another
antioxidant system.  Some bacteria utilize glutathione-
independent alkylperoxide reductases to scavenge
organic peroxides.601i while mammals accomplish
the same result with peroxiredoxins and with
thioredoxin.601j  Many other proteins will doubtless
be found to participate in defense against oxidative
damage.  Oxygen is always present and its reactions
in our bodies are essential.  Generation of damaging
reduced oxygen compounds and radicals is inevitable.
Evolution will select in favor of many proteins that
have been modified to minimize the damage.

Antioxidant enzymes do not always protect us.
There was great excitement when it was found that
victims of a hereditary form of the terrible neurological
disease amyotrophic lateral sclerosis (ALS; see
also Chapter 30) carry a defective gene for Cu / Zn-
superoxide dismutase (SOD; Eq. 16-27).602–603b  This
discovery seemed to support the idea that superoxide
anions in the brain were killing neurons.  However, it
now appears that in some cases of ALS the defective
SOD is too active, producing an excess of H2O2, which
damages neurons.

(18-70)
Transcriptional regulation of antioxidant

proteins.  Certain proteins with easily accessible Fe–S
clusters, e.g., aconitase, are readily inactivated by oxi-
dants such as peroxynitrite.540,604  At least two proteins
of this type function as transcription factors in E. coli.
These are known as SoxR and OxyR.  The SoxR pro-
tein is sensitive to superoxide anion, which carries out
a one-electron oxidation on its Fe2S2 centers.540,605– 607

In its oxidized form SoxR is a transcriptional regulator
that controls 30 – 40 genes, among them several that
are directly related to “oxidative stress.”608  These
include genes for manganese SOD, glucose-6-phosphate
dehydrogenase, a DNA repair nuclease, and aconitase
(to replace the inactivated enzyme).  The OxyR protein,
which responds to elevated [H2O2], is activated upon
oxidation of a pair of nearby – SH groups to form a
disulfide bridge.607,609  It controls genes for catalase,
glutathione reductase, an alkyl hydroperoxide reduc-
tase,610,610a and many others.  Similar transcriptional
controls in yeast result in responses to low doses of
H2O2 by at least 167 different proteins.608  Animal
mitochondria also participate in sensing oxidant
levels.611,612  (See also Chapter 28, Section C,6.)
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Study Questions

Concentrations
(mmol/1 of cells)

AbbreviationMetabolite

Before
addition of
antimycin

After
addition of
antimycin

Glucose 6-phosphate G6P 460 124

Fructose 6-phosphate F6P 150 30

Fructose 1,6-bisphosphate FBP 8 33

Triose phosphates TP 18 59

3-Phosphoglycerate 3PGA 45 106

2-Phosphoglycerate 2PGA 26  19

Phosphoenolpyruvate PEP 46 34

Pyruvate Pyr 126 315

Lactate Lac 1125 8750

ATP 2500 1720

ADP 280  855

AMP 36 206

G6P F6P FDP TP etc.

2. The following problem can be solved using stan-
dard reduction potentials (Table 6-8).  Use E°’
(pH 7) values for NAD+, enzyme-bound FAD, and
fumarate of –0.32, 0.0, and –0.03 volts, respectively.
Values of numerical constants are given in Table 6-1.

a)  Derive an equation relating the equilibrium
constant for a reaction, Keq, to differences in E0'.

1. Reticulocytes (immature red blood cells) contain
mitochondria that are capable of both aerobic and
anaerobic oxidation of glucose.  In an experiment
using these cells, incubated in oxygenated Krebs –
Ringer solution with 10 mM glucose, the addition
of antimycin A produced the following changes
in metabolite concentration after 15 min (From
Ghosh, A. K. and Sloviter, H. A. (1973) J. Biol.
Chem. 248, 3035 – 3040).  Interpret the observed
changes in ATP, ADP, and AMP concentrations
(see tabulation).  Express the concentration of each
component after addition of antimycin as a per-
centage of that before addition.  Then plot the
resulting figures for each compound in the sequence
found in glycolysis, i.e., label the X axis as follows:

b)  Calculate the numerical values of Keq for the
reactions

Succinate + NAD+ → Fumarate + NADH + H+

Succinate + FAD → Fumarate + FADH2

at pH 7 and 25°C.  The values should be calcu-
lated for succinate and the oxidant in the
numerator.

3. Compare the catalytic cycles of the following
enzymes:

Peroxidase
Cytochrome c oxidase
Cytochrome P450

4. What chemical properties are especially important
for the following compounds in the electron trans-
port complexes of mitochondria?

FAD or FMN
Ubiquinone (coenzyme Q)
Cytochrome c

5. Describe the operation of the F1F0ATP synthase of
mitochondrial membranes.

6. In studies of mitochondrial function the following
stoichiometric ratios have been measured.

a)  The P/ O ratio: number of molecules of ATP
formed for each atom of oxygen
(as O2) taken up by isolated mitochondria
under specified conditions.

b)  The ratio of H+ ions translocated across a
mitochondrial inner membrane to the
molecules of ATP formed.

c)  The ratio of H+ ions pumped out of a
mitochondrion to the number of
molecules of ATP formed.

Discuss the experimental difficulties in such
measurements.  How do uncertainties affect
conclusions about the mechanism of ATP synthase?
Are the ratios in (b) and (c) above necessarily
equal?  Explain.

7. Compare P/ O ratios observed for mitochondrial
respiration with the following substrates and
conditions:
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Study Questions

a)  Oxidation of NADH by O2.
b)  Oxidation of succinate by O2.
c)  Dehydrogenation of ascorbate by O2.

How would the ratio of ATP formed to the num-
ber of electrons passing from NADH through the
respiratory chain differ for these three oxidants:
O2, fumarate, nitrite?

8. What is the mitochondrial glycerol phosphate
shuttle?  Is it utilized by plant cells?  Explain.

9. What chemical reactions are included in these two
important components of the nitrogen cycle (see
also Fig. 24-1)?

Nitrification
Denitrification

10. What is the difference between a dioxygenase and a
monooxygenase?  What is meant by a cosubstrate
for a monooxygenase?

11. The enzyme p-hydroxybenzoate hydroxylase
utilizes a cosubstrate together with O2 to form
3,4-dihydroxybenzoate.  Indicate the mechanisms
by which the bound FAD cofactor participates in
the reaction.

12. What pterin-dependent hydroxylation reactions
are important to the human body?  Point out
similarities and differences between flavin and
pterin hydroxylase mechanisms.

13. Describe the basic properties of nitric oxide syn-
thases (NOSs) and their varied functions in the
body.  What are the three different types of NOS?
In what ways do they differ?

14. List several compounds that cause oxidative stress
in cells and describe some chemical and physio-
logical characteristics of each.

15. Propylene glycol is metabolized by several aerobic
bacteria to acetoacetate, which can be catabolized
as an energy source (see references 509a and 509b).
The first step is conversion to an epoxide which
reacts further in coenzyme M-dependent and CO2-
dependent reactions to form acetoacetate.  Can
you propose chemical mechanisms?

16.  A group of slow-growing denitrifying bacteria
obtain energy by oxidizing ammonium ions
anaerobically with nitrite ions.613,614

NO2
– + NH4

+ →  N2 + 2 H2O

Intermediate metabolites are hydroxylamine
(H2NOH) and hydrazine (N2H4).  The reaction
takes place within internal vesicles known as
anammoxosomes.  Unusual cyclobutane- and
cyclohexane-based lipids in their membranes are
thought to partially prevent the escape of the toxic
intermediates from the anammoxosomes.614

Four protons may move from the cytoplasm
into the vesicles for each ammonium ion oxidized.
Can you  write a reaction sequence?  What is the
Gibbs energy change for the reaction?  How is ATP
generated?  See p. 1052.
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Electron micrograph of a thin longitudinal section of a myofibril from pig
muscle.  The basic contractile unit is the sarcomere, which extends from one Z
line to the next.  Thin actin filaments are anchored at the M lines and the thick
myosin filaments at the Z lines.  The (anisotropic) A bands are regions of over-
lap of interdigitated thick and thin filaments, while the I (“isotropic”) bands are
devoid of thick filaments.  The ATP-driven contraction of muscle involves slid-
ing of the interdigitated filaments and shortening of the sarcomere to ~1.8 µm.
Micrograph courtesy of Marvin Stromer

Z M Z

I band A band

Sarcomere (~2.5 µm)
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The swimming of bacteria, the flowing motion of
the ameba, the rapid contraction of voluntary muscles,
and the slower movements of organelles and cytoplasm
within cells all depend upon transduction of chemical
energy into mechanical work.

A.  Motility of Bacteria

The smallest organs of propulsion are the bacterial
flagella (Figs. 1-1, 1-3), and we have been able to unravel
some of the mystery of movement by looking at them.
When a cell of E. coli or Salmonella swims smoothly,
each flagellum forms a left-handed superhelix with an
~ 2.3 µm pitch.  Rotation of these “propellors” at rates
of 100 – 200 revolutions / s (100 – 200 Hz) or more1,2 in a
counterclockwise direction, as viewed from the distal
end of the flagellum, drives the bacterium forward in
a straight line.3– 8  Several flagella rotate side-by-side as
a bundle.4  The observed velocities of 20 – 60 µm / s are
remarkably high in comparison with the dimensions
of the bacteria.  Also remarkable is the fact that a cell
may travel straight for a few seconds, but then tumble
aimlessly for about 0.1 s before again moving in a
straight line in a different direction.  The tumbling
occurs when the flagellum reverses its direction of
rotation and also changes from a left-handed to a
right-handed superhelix, which has just half the
previous pitch.

Such behavior raised many questions.  What
causes reversal of direction of the propellor?  Why do
the bacteria tumble?  How does a bacterium “decide”
when to tumble?  How is the flagellum changed from
a left-handed to a right-handed superhelix?  How does
this behavior help the bacterium to find food?  Most
intriguing of all, what kind of motor powers the

flagella?  The answers are complex, more than 50 genes
being needed to specify the proteins required for
assembly and operation of the motility system of
E. coli or Salmonella typhimurium.9

1. The Structure and Properties of Bacterial
Flagella

Twenty or more structural proteins are present
from the base to the tip of a complete bacterial flagel-
lum.  However, over most of their length the long thin
shafts (Figs. 1-1, 19-1) are composed of subunits of
single proteins called flagellins.  Flagellin molecules
have a high content of hydrophobic amino acids and,
in Salmonella, contain one residue of the unusual
Nε-methyllysine.  The subunits are arranged in a helix
of outside diameter ~ 20 nm in which they also form 11
nearly longitudinal rows or protofilaments.10– 12a  Each
subunit gives rise to one of the projections seen in the
stereoscopic view in Fig. 19-1B.  The flagella usually
appear under the electron microscope to be super-
coiled (Fig 19-1C–E) with a long “wavelength” (pitch)
of ~ 2.5 µm.  The supercoiled structure is essential for
function, and mutant bacteria with straight flagella
are nonmotile.  Under some conditions and with some
mutant flagellins, straight flagella, of the type shown
in Fig. 19-1B, are formed.  There is a central hole which
is surrounded by what appears to be inner and outer
tubes with interconnecting “spokes.”  However, all of
the 494-residue flagellin subunits presumably have
identical conformations, and each subunit contributes
to both inner and outer tubes as well as to the outer
projections.  Basal bodies (Fig. 19-2) anchor the flagella
to the cell wall and plasma membrane and contain the
protic motors (Fig. 19-3) that drive the flagella.14–16
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Figure 19-1  (A)  Axial view of a 5-nm thick cross-section of the flagellar filament shown in (B).  The 11 subunits form two
turns of the one-start helix.  (B)  Stereoscopic oblique view of a 30-nm long section of a flagellum of Salmonella typhimurium.
This is a straight flagellum from a nonmotile strain of bacteria.  The structure was determined to a resolution of 0.9 nm by
electron cryomicroscopy.  From Mimori et al.11  Courtesy of Keiichi Namba.  (C)  Electron micrograph of a cell of S. typhimurium
showing peritrichous (all-around) distribution of flagella.  Courtesy of S. Aizawa.3  (D)  Dark-field light micrograph of a flagel-
lated cell of S. typhimurium with flagella dispersed during tumbling (see text).  Courtesy of R. M. Macnab.3  (E)  Image of a cell
of Vibrio alginolyticus obtained with dark-field illumination showing the single polar flagellum.13  Because the illumination
was strong, the size of the cell body and the thickness of the flagellum in the image appear large.  Courtesy of Michio Homma.

Quasiequivalence.  There are two distinct types
of straight flagella: one (R) in which the protofilaments
have a right-handed twist (as in Fig. 19-1) and the other
(L) in which the protofilaments have a left-handed
twist.  These arise from two different conformations
of the subunit proteins.  Native supercoiled flagella
contain a mixture of flagellins in the R- and L-states
with all subunits in a given protofilament being in the
same state.  The supercoiling of the filament cannot
be explained by stacking of identical subunits but is
thought to arise because of an asymmetric distribution
of protofilaments in a given state around the fila-
ment.17– 19a  Here, as with the icosahedral viruses

(Chapter 7), quasiequivalence permits formation of a
structure that would be impossible with full equiva-
lence of subunits.  The corkscrew shape of the flagel-
lum is essential to the conversion of the motor’s torque
into a forward thrust.18  Certain mutants of Salmonella
have “curly” flagella with a superhelix of one-half the
normal pitch.  The presence of p-fluorophenylalanine
in the growth medium also produces curly flagella,
and normal flagella can be transformed to curly ones
by a suitable change of pH.  More important for
biological function, the transformation from normal
to curly also appears to take place during the tumbling
of bacteria associated with chemotaxis.17
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Hook

L ring

P ring

S ring

M ring

C ring

Figure 19-2   (A)  Electron micrograph of a flagellum from
E. coli stained with uranyl acetate.  The M-and S-rings are
seen at the end.  Above them are the P-ring, thought to
connect to the peptidoglycan layer, and the L-ring, thought
to connect to the outer membrane or lipopolysaccharide
layer (see Fig. 8-28).  An arrow marks the junction between
hook and thinner filament.  From DePamphilis and Adler.14

The hook is often bent to form an elbow.  (B)    Average of
~100 electron micrographs of frozen-hydrated preparations
of basal bodies showing the cytoplasmic C-ring (see Fig.
19-3) extending from the thickened M-ring.  From
DeRosier.16

A.  Motility of Bacteria

A B

Growth of flagella. Iino added p-fluorophenyl-
alanine to a suspension of bacteria, whose flagella had
been broken off at various distances from the body.20

Curly ends appeared as the flagella grew out.  Unlike
the growth of hairs on our bodies, the flagella grew
from the outer ends.  Because no free flagellin was
found in the surrounding medium, it was concluded
that the flagellin monomers are synthesized within
the bacterium, then pass out, perhaps in a partially
unfolded form, through the 2- to 3-nm diameter hole10,12

in the flagella, and bind at the ends.21  Flagella of
Salmonella grow at the rate of 1 µm in 2 – 3 min initially,
then more slowly until they attain a length of ~ 15 µm.
More recent studies have provided details.  The hook
region (Fig. 19-3) grows first to a length of ~ 55 nm by
addition to the basal-body rod of ~ 140 subunits of
protein FlgE.  During growth a hook cap formed from
subunits FlgD prevents the FlgE subunits from passing
out into the medium.22,23  Hook subunits are added
beneath the cap, moving the cap outward.  Hook
growth is terminated by protein FlgK (also called
hook-associated protein Hap1).  This protein displaces
the hook cap and initiates growth of the main fila-
ment.24  The first 10 – 20 subunits added are those of
the FlgK (Fig. 19-3).  These are followed by 10 – 20
subunits of FlgL (Hap3), a modified flagellin whose
mechanical properties can accomodate the stress
induced in the flagella by their rotation.25 FlgJ is also
needed for rod formation.25a

Growth of the flagellum to a length of up to 20 µm
continues with subunits of FliC that are added at the
tip, which is now covered by a dodecamer of the cap
protein FliD (HAP2).24,26,26a,b  Its 5-fold rotational
symmetry means that this “star-cap” does not form
a perfect plug for the 11-fold screw-symmetry of the
flagellum, a fact that may be important in allowing
new flagellin subunits to add at the growing tip.  If the

cap protein is missing, as in some FliD mutants, a large
amount of flagellin leaks into the medium.24

Still unclear is how the protein synthesis that is
taking place on the ribosomes in the bacterial cytoplasm
is controlled and linked to “export machinery” at the
base of the flagellin.  As indicated in Fig. 19-3, the
genetically identified proteins FlhA, FliH, and FliI are
involved in the process that sends the correct flagellin
subunits through the growing flagellum at the appro-
priate time.  FliI contains an ATPase domain.26c  FliS
protein may be an export chaperone.26d

2.  Rotation of Flagella

A variety of experiments showed that the flagellum
is a rigid propellor that is rotated by a “motor” at the
base.  For example, a bacterium, artificially linked by
means of antibodies to a short stub of a flagellum of
another bacterium, can be rotated by the second
bacterium.  Rotation of cells tethered to a cover slip
has also been observed.  Although it is impossible to
see individual flagella on live bacteria directly, bundles
of flagella and even single filaments (Fig. 19-1C) can
be viewed by dark-field light microscopy.8,29  Normal
flagella appear to have a left-handed helical form, but
curly Salmonella flagella, which have a superhelix of
one-half the normal pitch, form a right-handed helix.5

Normal bacteria swim in straight lines but periodically
“tumble” before swimming in a new random direction.
This behavior is part of the system of chemotaxis by
which the organism moves toward a food supply.30

Curly mutants tumble continuously.  When bacteria
tumble the flagella change from normal to curly.  The
pitch is reversed and shortened.  A proposed mecha-
nism for the change of pitch involves propagation of
cooperative conformational changes down additional
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rows of flagellin subunits.31

There are no muscle-type proteins in the flagella.
By incubating flagellated bacteria with penicillin and
then lysing them osmotically, Eisenbach and Adler
obtained cell envelopes whose flagella would rotate
in a counterclockwise fashion if a suitable artificial
electron donor was added.32  This and other evidence
showed that ATP is not needed.  Rather, the torque
developed is proportional to the protonmotive force
and, under some circumstances, to ∆ pH alone.  It is
the flow of protons from the external medium into
the cytoplasm that drives the flagella.8  Movement of
E. coli cells in a capillary tube can also be powered by
an external voltage.33  In alkalophilic strains of Bacillus
and some Vibrio species a sodium ion gradient will
substitute.13  Several hundred protons or Na+ ions
must pass through the motor per revolution.8  Some
estimates, based on energy balance,29 are over 1000.
However, Na+-dependent rotation at velocities of up
to 1700 Hz has been reported for the polar flagellum
of Vibrio alginolyticus.  It is difficult to understand how
the bacterium could support the flow of 1000 Na+ per
revolution to drive the flagellum.2

Flh A Fli H,I

Peptidoglycan

Inner
membrane

Outer
membrane

Mot B
Mot A

Flg E (Hook)

Fli F (MS-ring)

Fli G

Flg H (L-ring)

Flg I (P-ring)

Periplasm

C-Ring: FliM, FliN

 Rotor

Flg B, C, F,
G, J Rod

Flg L (HAP3)

Flg K (HAP1)

Fli C
(filament, flagellin)

Fli D (HAP2, cap)

Figure 19-3  Schematic drawing of bacterial flagellar motor.  Based on drawings
of Berg,27 Zhou and Blair,28 and Elston and Oster.1

What kind of protic motor can
be imagined for bacterial flagella?
Electron microscopy reveals that
the flagellar hook is attached to a
rod that passes through the cell
wall and is, in turn, attached to a
thin disc, the M-ring (or MS-ring),
which is embedded in the cyto-
plasmic membrane both for gram-
positive and gram-negative bacteria
(Fig. 19-3).  Two additional rings
are present above the M-ring of
flagella from gram-negative bacteria.
The P-ring interacts with the pepti-
doglycan layer, and the L-ring con-
tacts the outer membrane (lipopoly-
saccharide; Fig. 19-3).  A logical
possibility is that the M-ring, which
lies within the plasma membrane, is
the rotor, and a ring of surrounding
protein subunits is the stator for
the motor (Fig. 19-4).34,35  Glagolev
and Skulachev suggested in 1978
that attraction between – COO –

and – NH3
+ groups provides the

force for movement.34  Protons
passing down an H+-conducting
pathway from the outer surface
could convert –NH2 groups to
–NH3

+, which would then be
attracted to the – COO – groups on
the stator subunits.  When these
two oppositely charged groups
meet, a proton could be transferred

from – NH3
+ to – COO – destroying the electrostatic

attraction.  At the same time, movement of the M-ring
would bring the next – NH2 group to the H+-conducting
pathway from the outside.  The – COOH of the stator
would now lose its proton through a conducting
pathway to the inside of the bacterium, the proximity
of the new – NH3

+ assisting in this proton release.
Since that time, other models based on electrostatic
interactions have been advanced.1,29,36

Approximately 40 genes are required for assembly
of the flagella, but mutations in only five motility genes
have produced bacteria with intact flagella that do not
rotate.  Among these genes are motA, mot B, FliG, FliM,
and FliN.16,29,37,37a  Infection with a lambda transducing
bacteriophage carrying functional motB genes restores
motility to motB mutants by inducing synthesis of the
motB protein.  Block and Berg observed rotation of
single bacteria tethered to a coverslip by their flagella.
As the synthesis of the motB protein increased,the fla-
gellar rotation rate increased in as many as 16 steps.  This
suggested that as many as 16 subunits of the motB gene
product may contribute to the operation of the motor.38

Later studies suggest eight subunits39 rather than 16.
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Both the M-ring and the thin S-ring,
which lies directly above it and is now
usually referred to as the MS-ring, are
formed from ~20 – 25 subunits of the 61-
kDa FliF protein.39  Both the MotA and
MotB proteins are embedded in the inner
bacterial membrane and appear to form
a circular array of “studs” around the
M-ring.16  MotA has a large cytosolic
domain as well as four predicted trans-
membrane helices40 while MotB has a
large periplasmic domain and probably
binds to the peptidoglycan.37,41,41a  The
MotA and MotB proteins, which bind
to each other, are thought to form the
~ 8 functional units in the stator of the
motor.37  Proteins FliG, FliM, and FliN
are evidently parts of the rotor assembly.
FliM and FliN form an additional ring,
the cytoplasmic or C-ring, which had
been difficult to see in early electron
microscopy.  As many as 40 of each of
these subunits may be present in the
ring.42,43  A ring of FliG subunits joins the
C-ring to the MS-ring (Fig. 19-3).  FliE is
also a part of the basal body.25a

From study of mutants it has been
concluded that three charged residues of
FliG, R279, D286, and D287 are directly
involved in generation of torque by the
motor.44  Side chains of these residues
may interact with the cytoplasmic
domains of MotA and MotB.  Residues
R90 and E98 of MotA may be involved in
controlling proton flow through the motor units.28,44

The two prolines P173 and P122 are also essential for
torque generation.28

There are obvious similarities between the flagellar
motors and the protic turbines of ATP synthases (Fig.
18-14), but there are also substantial differences.  It
apparently takes about 12 protons for one revolution
of the ATP synthase but about 1000, or ~ 125 per motor
unit, for rotation of a bacterial flagellum.  Elston and
Oster propose an ion turbine more complex than that
of ATP synthase.  They suggest that the rotor might
contain about 60 slanted rows of positively charged
groups spaced as shown in Fig. 19-4.  The motor is
reversible, i.e., it can rotate in either direction.  One
possibility is that the subunits alter their conformations
cooperatively in such a way that the slant of the rows
of charged groups is reversed.  Other possibilities for
altering the constellation of charges via conformational
changes can be imagined.1 See also Thomas et al.44a

A.  Motility of Bacteria

Membrane

Mot A
Fli G C-Ring

(FliM, FliN)

H+
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Surface of circumference of C-ring

H+
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Outer
membrane

Periplasmic space

Cytosol

3. Chemotaxis

The flagellar motor is reversible, and in response
to some signal from the bacterium it will turn in the
opposite direction.  At the same time, the flagellin sub-
units and those of the hook undergo conformational
changes that change the superhelical twist.  Perhaps
synchronous conformational changes in the M-ring
also are associated with the change in direction of
rotation and are induced by interaction with a switch
complex that lies below the M-ring.  This consists of
proteins FliG, FliM, and FliN.44b   Mutations in any
one of these proteins lead to the following four pheno-
types: absence of flagella, paralyzed flagella, or flagella
with the switch biased toward clockwise or toward
counterclockwise rotation.45

What signals a change in direction of rotation?
The answer lies in the attraction of bacteria to com-
pounds that they can metabolize.  Bacteria will swim
toward such compounds but away from repellent
substances, a response known as chemotaxis.  Cells
of E. coli swim toward higher concentrations of L-serine
(but not of D-serine), of L-aspartate, or of D-ribose.

Figure 19-4  Schematic drawing of a hypothetical configuration of rotor
and one stator unit in a flagellar motor as proposed by Elston and Oster.1

The rotor can hold up to 60 positive charges provided by protons flowing
from the periplasm through the stator motor units that surround the
C-ring and hopping from one site to the next along the slanted lines.
The rotor is composed of 15 repeating units, each able to accommodate
four protons.  Negative charges on the stator units are 0.5 nm from the
rotor charges at their closest approach.  For details see the original paper.
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Phenol and Ni2+ ions are repellent.46– 48  By what
mechanism can a minuscule prokaryotic cell sense a
concentration gradient?  It is known that the plasma
membrane contains receptor proteins, whose response
is linked to control of the flagella.  Since the dimen-
sions of a bacterium are so small, it would probably
be impossible for them to sense the difference in
concentration between one end and the other end of
the cell.  The chemotatic response apparently results
from the fact that a bacterium swims for a relatively
long time without tumbling when it senses that the
concentration of the attractant is increasing with time.
When it swims in the opposite direction and the
concentration of attractant decreases, it tumbles
sooner.49

Koshland47 proposed that as the membrane
receptors become increasingly occupied with the
attractant molecule, the rate of formation vf of some
compound X, within the membrane or within the
bacterium, is increased (Eq. 19-1).  When [X] rises
higher than a threshold level, tumbling is induced.
At the same time, X is destroyed at a velocity of vd.

Subsequently, a readjustment of vf and vd occurs such
that the concentration of X falls to its normal steady
state level.  X would act directly on the flagellar motor.

The receptors for L-serine50–51a and L-aspartate52,53

are 60-kDa proteins encoded by genes tsr and tar in
Salmonella or E. coli.46,54  These proteins span the inner
plasma membrane of the bacteria as shown in Figs.
11-8 and 19-5.  The functioning of the receptor has been
discussed in some detail in Chapter 11.  However,
there is still much that is not understood.  The sym-
metric head, whose structure is known (Fig. 11-8),
has two binding sites, but the aspartate receptor binds
only one aspartate tightly. There is substantial evidence
that suggests a piston-type sliding of one helix toward
the cytoplasm as part of the signaling mechanism.54a

While the flagella are distributed around the cell, the
receptors appear to be clustered at the cell poles.55

 Proteins encoded by genes cheA, cheW, cheY and
cheZ, cheB, and ChR are all involved in controlling
chemotaxis.48,56  Their functions are indicated in the
scheme of Fig. 19-5.  All of the corresponding protein
products have been isolated and purified, and the
whole chemotaxis system has been reconstituted in
phospholipid vesicles.57 Gene CheA encodes a 73-kDa
protein kinase, which binds as a dimer to the cyto-
plasmic domains of the related aspartate, serine, and
ribose/galactose receptors with the aid of a coupling
protein, cheW (Fig. 19-5).  A great deal of effort has
been expended in trying to understand how binding
of an attractant molecule to the periplasmic domain of
the receptor can affect the activity of the CheA kinase,
but the explanation is unclear.  There is a consensus

vf vd
[X] (19-1)

that a small but distinct conformational alteration is
transmitted through the receptor.58– 61a  An apparently
α-helical region containing methylation sites (Fig. 19-5)
appears to be critically involved in the signaling,
responding not only to occupancy of the receptor site
but also to intracellular pH and temperature and to
methylation.  Mutation of the buried Gly 278 found
in this region to branched hydrophobic amino acids,
such as Val or leucine, locks the receptor in state with
a superactivated CheA kinase, while substitution of
Gly 278 with aspartate leaves the kinase inactive.61

Occupancy of the normal receptor site with ligand
(aspartate, serine, etc.,) dramatically decreases the
kinase activity.

The CheA protein is an autokinase which, upon
activation by the receptor, becomes phosphorylated
on Nε of the imidazole ring of His 48.  It then transfers
this phospho group from His 48 to the carboxylate of
Asp 57 of the 654-residue protein CheY, which is known
as the response regulator.62– 65d  The unregulated
flagellum rotates counterclockwise (CCW).  Phospho-
CheY (CheY-P, which qualifies as X in Eq. 19-1) carries
the message to the flagellar motor to turn clockwise (CW).
This is apparently accomplished through the binding
of CheY-P to the N-terminal portion of protein FliM.
This presumably induces a conformational change,
which is propagated to FliG and to all of the proteins of
the rotor and flagellar rod, hook, and filament.45,65,66,66a

The flagella fly apart, and the bacterium tumbles and
heads randomly in a new direction.

Tumbling occurs most often when receptors are
unoccupied, and the bacteria change directions often,
as if lost.  However, if a receptor is occupied by an
attractant, the activity of CheY is decreased and less
CheY-P will be made.  The carboxyl phosphate linkage
in this compound is labile and readily hydrolyzed,
a process hastened by the phosphatase CheZ.67– 69

Consequently, in the presence of a high enough
attractant concentration the tumbling frequency is
decreased, CCW flagellar rotation occurs, and the
bacterium swims smoothly for a relatively long time.

There are still other important factors.  Occupancy
of the receptor by a ligand makes the receptor protein
itself a substrate for the chemotaxis-specific methyl-
transferase encoded by the cheR gene.62,70,71  This
enzyme transfers methyl groups from S-adenosyl-
methionine to specific glutamate side chains of the
receptor to form methyl esters.  In the aspartate receptor
there are four such glutamate residues in a large
cytoplasmic domain that includes the C terminus.
Two of these glutamates are initially glutamines and
can undergo methylation only if they are deaminated
first.72  An esterase encoded by the cheB gene72 removes
the methyl ester groupings as methanol.

The action of the CheR methyltransferase is
apparently unregulated, but the esterase activity of
CheB is controlled by the phosphorylation state of the
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Figure 19-5  Schematic represen-
tation of an important chemotactic
system of E. coli, S. typhimurium,
and other bacteria.  The trans-
membrane receptor activates the
autokinase CheA, which transfers
its phospho group to proteins
CheY and CheB to form CheY-P
and CheB-P.  CheY-P regulates
the direction of rotation of the
flagella, which are distributed
over the bacterial surface.  CheR
is a methyltransferase which
methylates glutamate carboxyl
groups in the receptor and modu-
lates the CheA activity.  CheZ is
a phosphatase and CheB-P a
methylesterase.

autokinase CheA.  CheB competes with CheY (Fig.
19-5), and CheB-P is the active form of the esterase.
After a chemotactic stimulus the level of CheA-P falls
and so does the activity of the methylesterase.  The
number of methyl groups per receptor rises making
the CheA kinase more active and opposing the de-
crease in kinase activity caused by receptor occupancy.
The system is now less sensitive to the attractant; the
bacterium has adapted to a higher attractant concentra-
tion.62,73,73a  It tumbles more often unless the attractant
concentration rises; if it is headed toward food tum-
bling is still inhibited.  If it is headed away from the
attractant the levels of both CheY-P and ChB-P rise.
A high level of fumarate within the cell also acts on the

switch–motor complex and favors CW rotation.74

For some bacterial attractants such as D-galactose,
D-ribose, maltose, and dipeptides75 the corresponding
binding proteins,38,76 which are required for the sugar
uptake (e.g., Fig. 4-18A), are also necessary for chemo-
taxis.  The occupied binding proteins apparently react
with membrane-bound receptors to trigger the chemo-
tactic response.  The aspartate receptor (tar gene product)
appears also to be the receptor for the maltose-binding
protein complex,47 and both the aspartate and the serine
receptor (tsr gene product) also mediate thermotaxis
and pH taxis.77,77a  Clusters of identical receptors may
function cooperatively to provide high sensitivity and
dynamic range.77b

A.  Motility of Bacteria
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B.  Muscle

There is probably no biological phenomenon that
has excited more interest among biochemists than the
movement caused by the contractile fibers of muscles.
Unlike the motion of bacterial flagella, the movement
of muscle is directly dependent on the hydrolysis of
ATP as its source of energy.  Several types of muscle
exist within our bodies. Striated (striped) skeletal
muscles act under voluntary control.  Closely related
are the involuntary striated heart muscles, while
smooth involuntary muscles constitute a third type.
Further distinctions are made between fast-twitch and
slow-twitch fibers. Fast-twitch fibers have short
isometric contraction times, high maximal velocities
for shortening, and high rates of ATP hydrolysis.
They occur predominately in white muscle.  Because
of the absence of the strong oxidative metabolism
found in red muscles, fast-twitch fibers fatigue rapidly.
Although red muscle sometimes contains fast-twitch
fibers, it more often consists of slow-twitch fibers,
which have a longer contraction time, low shortening
velocity, and low ATPase.  They are more resistant to
fatigue56 than fast-twitch fibers.78  Embryonic muscle
contains fast-twitch fibers as well as embryonic forms
which contract slowly.79  Some organisms contain
specialized types of muscle.  For example, the asyn-
chronous flight muscles of certain insects cause the
wings to beat at rates of 100 – 1000 Hz.  In these muscles
nerve impulses are used only to start and to stop the
action; otherwise the cycle of contraction and relax-
ation continues automatically.80  The adductor muscles,
which close the shells of oysters and clams, can sustain
large tensions for long periods of time with little expen-
diture of energy.  This is accomplished by a catch
mechanism.81

1. The Structural Organization of Striated
Muscle

Skeletal muscles consist of bundles of long muscle
fibers, which are single cells of diameter 10 – 100 µm
formed by the fusion of many embryonic cells.  The
lengths are typically 2 – 3 cm in mammals but may
sometimes be as great as 50 cm.  Each fiber contains up
to 100 – 200 nuclei.  Typical cell organelles are present
but are often given special names.  Thus, the plasma
membrane (plasmalemma) of muscle fibers is called
the sarcolemma.  The cytoplasm is sarcoplasm, and
mitochondria may be called sarcosomes.  The major
characteristic of muscle is the presence of the contrac-
tile myofibrils, organized bundles of proteins 1– 2 µm
in diameter and not separated by membranes from the
cytoplasm.  Since they occupy most of the cytoplasm,
a substantial number of myofibrils are present in each
muscle fiber.

In the light microscope cross striations with a
repeating distance of ~ 2.5 µm can be seen in the myo-
fibrils (Figs. 19-6 and 19-7).  The space between two of
the dense Z-discs (Z lines) defines the sarcomere, the
basic contractile unit.  In the center of the sarcomere is
a dense A-band (anisotropic band).  The name refers
to the intense birefringence of the band when viewed
with plane polarized light.  Straddling the Z-discs are
less dense I-bands (the abbreviation stands for iso-
tropic, a misnomer, for although the bands lack bire-
fringence, they are not isotropic).  Weakly staining
M-lines (usually visible only with an electron micro-
scope) mark the centers of the A-bands and of the
sarcomeres.

The fine structure of the sarcomere was a mystery
until 1953, when H. E. Huxley, examining thin sections
of skeletal muscle with the electron microscope, dis-
covered a remarkably regular array of interdigitated
protein filaments.82,83 Thick filaments, 12 – 16 nm in
diameter and ~ 1.6 µm long, are packed in a hexagonal
array on 40- to 50-nm centers throughout the A-bands
(Fig. 19-6B).  Between these thick filaments are thin
filaments only 8 nm in diameter and extending from
the Z-line for a length of ~ 1.0 µm.  When contracted
muscle was examined, it was found that the I-bands
had become so thin that they had nearly disappeared
and that the amount of overlap between the thick and
the thin filaments had increased. This indicated that
contraction had consisted of the sliding movement
of the thick and thin filaments with respect to each
other.84  In skeletal muscle the sarcomere shortens
to a length of ~ 2 µm, but in insect flight muscle a
much smaller shortening occurs repetitively at a very
high rate.

2.  Muscle Proteins and Their Structures

The myofibrillar proteins make up 50 – 60% of the
total protein of muscle cells.  Insoluble at low ionic
strengths, these proteins dissolve when the ionic
strength exceeds ~ 0.3 and can be extracted with salt
solutions. Analysis of isolated mammalian myofibrils86

shows that nine proteins account for 96% or more of
the protein; myosin, which constitutes the bulk of the
thick filaments, accounts for 43% and actin, the prin-
cipal component of the thin filaments, 22%.

Actin and the thin filaments. There are at least
six forms of actin in adult mammalian tissues: α-cardiac,
α-skeletal muscle, α- and γ-smooth muscle, β- and
γ-cytoplasmic.87– 89  All of them are closely homologous,
e.g., the 42-kDa α-skeletal muscle actin differs in only
4 of 375 residues from the α-cardiac form and only in 6
residues from the γ-smooth form.  In almost all organ-
isms actins contain one residue of Nδ-methylhistidine
at position 73.87,88,90  Actin is an unusual protein in that
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Figure 19-6 (A) The structure of a typical sarcomere of skeletal muscle.  The longitudinal section depicted corresponds to
that of the electron micrograph, Fig. 19-7A.  The titin molecules in their probable positions are colored green.  The heads of
only a fraction of the myosin molecules are shown protruding toward the thin actin filaments with which they interact.
A magnified section at the top is after Spudich.85  It shows the interactions of the myosin heads with the thin filaments at
the right-hand edge.  (B) A sketch showing the arrangement of thick and thin filaments as seen in a transverse section of a
striated muscle fiber.  (C) Left:  electron micrograph of a transverse section of a glycerated rabbit psoas muscle.  The hexagonal
arrangement of six thin filaments around one thick filament can be seen in the center of the circle.  Six other thick filaments
form a larger concentric circle as in (B).  Right:  transverse section of a smooth muscle fiber.  Notice the irregular arrangement
of thick and thin filaments.  Filaments of intermediate diameter are also present, as are dense bodies (DB).  The latter are
characteristically present in smooth muscle.
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Figure 19-7 (A) Electron micrograph of a longitudinal section of a mammalian
skeletal muscle (pig biceps muscle).  The tissue was doubly fixed, first with
formaldehyde and glutaraldehyde, then with osmium tetroxide.  It was then
stained with uranyl acetate and lead citrate.  The section shows a white muscle
fiber containing few mitochondria and narrow Z-lines.  The Z-discs (marked
Z), M-line, A- and I-bands, and thick and thin filaments can all be seen clearly.
The periodicity of ~40 nm along the thin filaments corresponds to the length
of the tropomyosin molecules, and the cross striation is thought to represent
bound tropomyosin and troponin.  The numerous dense particles in the upper
part of the micrograph are glycogen granules, while the horizontal membranous
structures are longitudinal tubules of the sarcoplasmic reticulum (endoplasmic
reticulum).  These come into close apposition to the T tubules leading from the
surface of the muscle fiber.  The T tubules (T) are visible in longitudinal section
at the upper left of the micrograph on both sides of the Z-line and in cross-
section in the upper right-hand corner.  There a T tubule is seen lying between
two lateral cisternae of the sarcoplasmic reticulum.  (B) Longitudinal section
of smooth muscle (chicken gizzard) fixed as in A.  Thick filaments (Th), which
are considerably thicker than those in striated muscle and less regular, can be
seen throughout the section.  They are surrounded by many thin filaments,
which are often joined to dense bodies (DB).  A mitochondrion (Mi) is seen in
the center of the micrograph, and at the lower edge is a boundary between
two adjacent cells.  Notice the caveolae (C), which are present in large numbers
in the plasma membrane and which are extremely active in smooth muscle.
Micrographs courtesy of Marvin Stromer.

A

B

it can exist in both a filamentous
and a soluble state.  The intercon-
version between them is of great
physiological importance.  Actin
filaments dissolve in a low ionic
strength medium containing ATP
to give the soluble, monomeric 
G-actin.  Each G-actin monomer
usually contains one molecule of
bound ATP and a calcium ion.

Because of its tendency to poly-
merize, G-actin has been difficult to
crystallize. However, it forms crys-
talline complexes with several other
proteins, e.g., deoxyribonuclease I,91

a fragment of gelsolin, and profilin,92

which block polymerization and it
has recently been crystallized as the
free ADP complex.92a  The three-
dimensional structure of the actin
is nearly the same in all cases.  The
molecule folds into four domains,
the ATP binding site being buried in
a deep cleft.  The atomic structure
(Fig. 7-10) resembles that of hexo-
kinase, of glycerol kinase, and of an
ATP-binding domain of a chaperonin
of the Hsp 70 family.90  As with the
kinases, actin can exist in a closed
and more open conformations, one
of which is seen in the profilin com-
plex.  Addition of 1 mM Mg2+ or 0.1
M KCl to a solution of G-actin leads
to spontaneous transformation into
filaments of F-actin (Figs. 7-10 and
19-9) each containing 340 – 380 actin
monomers and resembling the thin
filaments of muscle.93-94a  The ATP
bound in the F-actin filament is
hydrolyzed within ~ 100 s to ADP
and Pi.  However, the hydrolysis is
not as rapid as polymerization so
that a “cap” of ATP-containing
monomers may be found at each
end of the filament.94,95,95a  There is a
striking similarity to the binding of
nucleotides to microtubule subunits
(Fig. 7-33) and in the contractile tail
sheath of bacteriophage (Box 7-C).

The two ends of the F-actin
filaments have different surfaces of
the monomer exposed and grow at
different rates.  This has been dem-
onstrated by allowing the myosin
fragment called heavy meromyosin
(HMM; see Fig. 19-10) to bind to (or
“decorate”) an actin filament.  The

0.4 �m

0.4 �m C
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myosin heads bind at an angle, all pointed in one
direction.  This gives a “pointed” appearance to one
end and a “barbed” appearance at the other.  When
monomeric actin is added to such an HMM-decorated
F-actin filament the barbed ends grow much faster
than the pointed ends.94,96  In the intact sarcomere the
ends that become pointed when decorated are free,
while the opposite barbed ends of the filaments are
attached at the Z-line (Fig. 19-6A).  The existence in the
cytoplasm of proteins that “cap” the fast-growing end
of actin filaments thereby preventing further growth96,97

suggests that cap proteins may be present at the ends
of the thin filaments of the myofibrils.

Titin and nebulin. The third most abundant
protein (10%), titin (also called connectin),98 –100a is one
of the largest of known proteins.  Titin cDNA from
human cardiac muscle encodes a 26,926-residue chain.
Several tissue-specific isoforms of the protein are
created by alternative mRNA splicing.101  A single titin
molecule stretches ~ 1200 nm from the Z-disc, where
the N terminus is bound, to the M-line, where the C-
terminal domain is attached (Fig. 19-8A).  Thoughout
much of the A-band titin binds to the thick filament
and appears to be part of a scaffold for maintenance
of the sarcomere structure.  The I-band portion of titin
has elastic properties that allow it to lengthen greatly
or to shorten as the sarcomere changes length.98,100,102

Under the electron microscope titin appears as a
flexible beaded string ~4 nm in diameter.  Most of the
molecule is made up of repetitive domains of two
types.  In human cardiac titin there are 132 folded
domains that resemble type III fibronectin repeats and
112 immunoglobulin-like domains.98  In a “PEVK
region,” between residues 163 and 2174, 70% of the
residues are Pro, Glu, Val, or Lys.  The titin molecule
may be organized as polyproline helices in this elastic
region.102a  At the C terminus of titin 800 residues,
including a Ser / Thr protein kinase domain, are found
within the M-line.

Another very large protein, nebulin (3% of the
total protein),103 appears to be stretched alongside the
thin filaments.  In the electron microscope it appears as
a flexible, beaded string ~ 4 nm in diameter.  Ninety-
seven percent of the 6669-residue human nebulin is
organized as 185 copies of an ~ 35-residue module.104,105

Nebulin has a proline residue at about every 35th
position, possibly corresponding in length to the pitch
of the actin helix (Fig. 7-10).  At the C terminus is an
SH3 domain (see Fig. 11-14), which is preceded by a
120-residue segment rich in potential phosphorylation
sites.106  This part of the peptide chain is anchored in the
Z-discs (Fig. 19-8B, C).  The three extreme N-terminal
modules of nebulin bind to tropomodulin, which caps
the pointed ends of thin filments.106a  Avian cardiac
muscle contains a much shorter 100-kDa protein called
nebulette, which resembles the C-terminal parts of

nebulin.  Nebulin has been described as encoding a
blueprint for thin filament architecture.99,103

Proteins of the M-line and Z-disc. The M-line
region contains the structural protein myomesin,
which binds to both titin and myosin and holds the
two together.107  Fast skeletal and cardiac fibers also
contain another M-protein, which may bridge between
myosin filaments.  Both the C-terminal region of nebu-
lin and the N termini of pairs of titin molecules meet
in the Z-disc, where they are bound into a lattice con-
taining �-actinin98,108-109b and other proteins (Fig.
19-8B).  The dimeric α-actinin, a member of the spec-
trin family, has a subunit mass of ~ 97 kDa.109a  Found
primarily in the Z-discs, it is also present in nonmuscle
cells in stress fibers and at other locations in the cyto-
skeleton (Chapter 7).  It may anchor actin filaments
to various structures outside of the sarcomere.110  In
the dense Z-disc of insect flight muscle a regular hex-
agonal lattice of α-actinin111 and a large (500 – 700 kDa)
modular protein called kettin112,112a,b bind the thin
filaments of opposite polarity together.

The C-protein (thick filaments), myomesin (M-line
protein), and α-actinin (Z-line protein)110,113,114 each
provide 2% of the protein in the myofibril.  Less than 1%
each of 11 or more other proteins may also be present
within the sarcomere.86,115  Several of these, including
the cytoskeletal proteins desmin and vimentin, and
synemin surround the Z-discs.116,116a

The regulatory proteins troponin and tropo-
myosin. These two proteins are also associated with
the filaments, each one contributing ~ 5% to the total
protein of myofibrils.  Tropomyosin is an elongated
α-helical coiled-coil molecule, each molecule of which
associates with seven actin subunits of an actin fila-
ment.  Troponin consists of three subunits known as
troponins C, T, and I.  The elongated troponin T binds
to tropomyosin.  Troponin I is an inhibitor of the inter-
action of myosin and actin necessary for muscle con-
traction.  Troponin C, a member of the calmodulin
family (Fig. 6-8), binds Ca2+ and induces conforma-
tional changes that relieve the inhibition and allow
contraction to occur.  Nebulin is also thought to bind
to tropomyosin.  A possible arrangement of one of the
tropomyosin–troponin–nebulin complexes that lie
along the length of the thin filaments is shown sche-
matically and as a three-dimensional model in Figs.
19-8C and D.  These proteins are discussed further in
Section 4.  Figure 19-9 shows a model of the thin fila-
ments with tropomyosin coiled-coil molecules on each
side.  The troponin subunits are not shown.

Myosins.  There are 15 distinct families of proteins
within the myosin superfamily.117–120  They vary greatly
in size, but all of them bind and hydrolyze ATP, and all
bind to actin.  Most have C-terminal tails.  At their N

B.  Muscle
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Figure 19-8  (A)  Schematic drawing showing one molecule of titin (connectin) in a half sarcomere and its relationship to
thick myosin filaments and thin actin filaments.  The complex repeat patterns of  fibronectin type III, immunoglobulin, in
the three zones D, C, and P are also indicated.98  See Maruyama.98,98a  (B)  Schematic drawing of the molecular structure of the
sarcomere Z-disc.  Titin, which is thought to parallel the thin filaments through the I-band, consists of various modules that
are numbered from the N termini.  In the Z-disc titin binds to α-actin, shown here as three vertical rods, and also to actin or
actin-binding proteins.  The SH3 domain ( shown as a sphere) of nebulin and the N terminus of titin may interact.  Regulatory
phosphorylation sites are marked P.  From Young et al.108  Courtesy of Mathias Gautel.  (C)  Hypothetical model of a composite
regulatory complex containing nebulin, tropomyosin, and  troponin on the thin filaments of a skeletal muscle sarcomere.  Each
seven-module nebulin super-repeat (squares with graded shading) binds one tropomyosin, possible through the seven charge
clusters along the length of each tropomyosin, and one troponin complex (shaded spheres with a tail).  This complex consists
of TnT, TnI, and TnC in orientations indicated by the N and C termini.  Each nebulin super-repeat binds to seven actin monomers
(open circles) along the thin filament.  Tropomodulin caps the pointed ends of actin filaments and Cap Z, the “barbed ends.”
From Wang et al.103
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termini are one or two globular heads, which contain
the catalytic centers in which ATP hydrolysis occurs.
Sizes vary from 93 kDa for a myosin with a very short
tail from Toxoplasma118 to over 300 kDa.  Myosins I,
found in ameboid organisms and also in our own
bodies (for example in the microvilli of the brush
border of intestinal epithelial cells), are small single-
headed molecules.117,121  Myosins II are the “conven-
tional” myosins of myofibrils and are often referred to
simply as myosin.  However, each of the three muscle
types (skeletal, cardiac, and smooth) has its own kind
of myosin II.121a–c  Likewise, at least six different genes
have been identified for the light chains of the myosin
heads.122  Fast and slow muscle as well as embryonic
muscle have their own light chains.  Each myosin II
molecule consists of two identical ~ 230-kDa heavy
chains, which are largely α-helical, together with two
pairs of smaller 16- to 21-kDa light chains.  Human
skeletal muscle heavy chains contain 1938 residues
of which the first ~ 850 are folded into pear-shaped
heads, which contain the catalytic sites involved in
harnessing ATP cleavage to movement.  Following
proline 850 nearly all of the remaining 1088 residues
form an α-helical coiled-coil rod of dimensions ~160 x
2 nm (Fig. 19-10) in which the two chains coil around
each other.  The two heavy chains are parallel, each
having its N terminus in one of the two heads and its
C terminus bound in the shaft of the thick filament.

Myosins II from other sources have similar struc-
tures.  For example, analysis of the DNA sequence for
a heavy chain gene from the nematode Caenorhabditis
showed that the protein contains 1966 residues, 1095
of which contain an amino acid sequence appropriate
for a 160-nm long coiled coil.123  There are no prolines
within this sequence, which lies between Pro 850 and

B.  Muscle

Figure 19-9  Stereoscopic ribbon drawing of the
proposed structure of a thin actin filament with
tropomyosin coiled-coils bound on opposing sides.124

Five actin nomomers are assembled in the structure as
is also illustrated in Fig. 7-10.  From Lorenz et al.125

Courtesy of Michael Lorenz.

Pro 1944.  Although there are many bands containing
positively and negatively charged side chains along
the myosin rod, the interactions between the two
coiled helices are largely nonpolar.  In Drosophila 15
different heavy-chain isoforms are created by splicing
of a single mRNA.123a

While the C-terminal portions of the two parallel
myosin heavy chains form a rod, the N-terminal por-
tions fold into two separate heads.  Each head also
contains two smaller 16- to 21-kDa peptide chains
which belong to the calmodulin family.  One of these,
the essential light chain, is tightly bound to the
heavy chain.  The second, the regulatory light chain,
is able to bind Ca2+ and is less tightly bound to the rest
of the head.  A short treatment with trypsin or papain
cuts the myosin molecule into two pieces.  The tail end
gives rise to light meromyosin (LMM), a molecule
~ 90 nm in length.  The remainder of the molecule
including the heads is designated heavy meromysin
(HMM).  A longer trypsin treatment leads to cleavage
of HMM into one ~ 62-kDa S2 fragment 40 nm long,
and two ~ 130-kDa S1 fragments, each of the latter
representing one of the two heads (Fig. 19-10).

The junction of the head and tail portions of myo-
sin appears rigid in Fig. 19-10A.  However, there must
be considerable conformational flexibility and perhaps
some uncoiling of the helices to allow the two heads
to interact with a single thin filament as is observed
by electron microscopy.126,128  There also appears to be
a hinge between the S2 and LMM segments (Figs.
19-10A and 19-14).

The thick filaments.  Dissociated myosin mole-
cules can be induced to aggregate into rods similar to
the thick filaments of muscle.129  Since the filaments
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100 nm

Heads emerging at this
level have their C-terminal
ends pointed towards the
M line

Levels of heads are
14.4 nm apart

Bare zone
~160 nm

~160 nm

MM

Figure 19-10 (A)  An approximate scale drawing of the myosin molecule.  The “hinge” is a
region that is rapidly attacked by trypsin to yield the light and heavy meromyosins (LMM and
HMM).  Total length ~160 nm, molecular mass, 470 kDa; two ~ 200-kDa heavy chains; two pairs
of 16- to 21-kDa light chains; heads: ~15 x 4 x 3 nm.  (B)  Electron micrograph of rabbit myosin
monomers that became dissociated from thick filaments in the presence of ATP, fixed and
shadowed with platinum.127  Courtesy of Tsuyoshi Katoh.

A

B

Figure 19-11 (A) Radial projection illustrating packing of myosin rods as suggested by Squire130 for thick filaments of vertebrate
skeletal muscle.  The region of the bare zone at the M-line is shown.  The filled circles represent the head ends of the myosin
molecules and the arrowheads represent the other end of the rod, i.e., the end of the LMM portion.  Antiparallel molecules
interacting with overlaps of 43 and 130 nm are shown joined by single and triple cross-lines, respectively.  Positions where
two arrowheads meet are positions of end-to-end butting.  O is an “up” molecule (thin lines) and A a “down” molecule (thick
lines).  The molecules move from the core at the C-terminal end to the filament surface at the head end.  The levels marked B
may be the levels of attachment of M-bridge material to the myosin filament.  The level M-M is the center of the M-line and of
the whole filament.  The lateral scale is exaggerated more than threefold.  (B)  A segment of titin showing the 43-nm 11-domain
super-repeat.  (C)  Model of a segment of a thick filament showing the 43-nm repeat, the C-protein, also bound at 43 nm inter-
vals.99  (B) and (C) Courtesy of John Trinick.
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have a diameter of ~ 14 to 20 nm, a large number of the
thin 2-nm myosin molecules must be packed together.
Electron microscopy reveals the presence of the heads
projecting from the thick filaments at intervals of ~ 43.5
nm.  However, there is a bare zone centered on the
M-line, a fact that suggests tail-to-tail aggregation of
the myosin monomers at the M-line in the centers of
the thick filaments (see magnified section of Fig. 19-6,
A).  A helical packing arrangement involving about
300 myosin molecules (up to 30 rods in a single cross
section) in close packing with a small central open core
has been proposed for skeletal muscle myosin130,131

and is illustrated in Fig. 19-11A,B.  There are approxi-
mately three heads per turn of the helix, each group
of three heads spaced 14.3 nm from the preceding one
along the thick filament.  It is apparently the zones of
positive and negative charge, which are especially
prevalent in the LMM segment toward the C termini,
that lock the successive myosin molecules into this
14.3-nm spacing.116,132  Titin also binds to the LMM
segment of the myosin rod,99,133 and its 11-domain
super repeat of IgG-like and fibronectin-like modules
are also 43 nm in length.98,101  There are typically 47– 49
of these super repeats in titin, and if each fits to a turn
of the helix, as shown in Fig. 19-11B, there would be
147 myosin molecules in one-half of the thick filament.

Not all muscles have the thick filament structure

Figure 19-12  (A)  Stereo-
scopic views of computer-
assisted reconstructions of
images of myosin heads
attached to an F-actin filament
centered between two thick
filaments.  Atomic structures
of actin (Fig. 7-10) and of
myosin heads (Fig. 19-15)
have been built into the
reconstructed images obtained
by electron microscopy.  (A)
With the nonhydrolyzable
ATP analog ATPPNP bound
in the active sites.  (B)  Rigor.
Two myosin heads are appar-
ently bound to a single actin
filament in (A).  If they belong
to the same myosin molecule
the two C-terminal ends must
be pulled together from the
location shown here.  In (B) a
third head is attached, pre-
sumably from another myosin
rod.  This configuration is
often seen in rigor.  From
Winkler et al.134  Courtesy of
K. A. Taylor.

of Fig. 19-11.  In the tarantula muscle, which has a
particularly well-ordered structure, there are four
myosins per turn.135,135a Figure 19-13 shows a recon-
struction of scallop myosin which has a 7-fold rota-
tional symmetry.  The thick filaments often contain

Figure 19-13 Superimposed sections for the 14 nm thick-
ness of a computer-assisted reconstruction of the myosin
filaments of the scallop adductor muscle.  From Vibert and
Craig.137

A

B

B.  Muscle
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other proteins in addition to myosin.  Thus, skeletal
muscle contains the C-protein in a series of helical bands
along the thick rod.135b,c  In nematodes, molluscs, and
insects the thick filament has a cylindrical core of
paramyosin, another protein with a structure resem-
bling that of the myosin rod.  A minor component of
Drosophila myosin, the myosin rod protein, lacks heads
but is transcribed from the myosin heavy chain gene.136

3.  Actomyosin and Muscle Contraction

That actin and myosin are jointly responsible for
contraction was demonstrated long before the fine
structure of the myofibril became known.  In about
1929, ATP was recognized as the energy source for
muscle contraction, but it was not until 10 years later
that Engelhardt and Ljubimowa showed that isolated
myosin preparations catalyzed the hydrolysis of
ATP.138  Szent-Györgi139,140 showed that a combination
of the two proteins actin (discovered by F. Straub141)
and myosin was required for Mg2+-stimulated ATP
hydrolysis (ATPase activity).  He called this combina-
tion actomyosin.

Under the electron microscope the myosin heads
can sometimes be seen to be attached to the nearby
thin actin filaments as crossbridges.  When skeletal
muscle is relaxed (not activated by a nerve impulse),
the crossbridges are not attached, and the muscle can
be stretched readily.  The thin filaments are free to
move past the thick filaments, and the muscle has
some of the properties of a weak rubber band.  How-
ever, when the muscle is activated and under tension,
the crossbridges form more frequently.  When ATP is
exhausted (e.g., after death) muscle enters the state of
rigor in which the crossbridges can be seen by electron

microscopy to be almost all attached to thin filaments,
accounting for the complete immobility of muscle in
rigor (Figs. 19-12, 14).134

In rigor the crossbridges are almost all firmly
attached to the thin actin filaments, making an approx-
imately 45° angle to the actin filaments.142– 144  However,
the addition of ATP causes their instantaneous release
and the relaxation of the muscle fiber.  In contrast,
activation by a nerve impulse, with associated release
of calcium ions (Section B,4), causes the thin filaments
to slide between the thick filaments with shortening
of the muscle.  An activated muscle shortens if a low
tension is applied to the muscle, but at a higher tension
it maintains a constant length.  Because the maximum
tension developed is proportional to the length of
overlap between the thick and thin filaments, it was
natural to identify the individual crossbridges as the
active centers for generation of the force needed for
contraction.

The rowing hypothesis. H. E. Huxley145,146 and
A. F. Huxley and R. M. Simmons147 independently
proposed that during contraction the myosin heads
attach themslves to the thin actin filaments.  The hy-
drolysis of ATP is then coupled to the generation of a
tension that causes the thick and thin filaments to be
pulled past each other.  The heads then release them-
selves and become attached at new locations on the
actin filament.  Repetition of this process leads to the
sliding motion of the filaments (Fig. 19-14).  The evi-
dence in favor of this “rowing” or “swinging bridge”
hypothesis was initially based largely on electron
microscopy.  For example, contracting muscle was
frozen rapidly and fixed for microscopy in the frozen
state.148  Relaxed muscle shows no attached cross-
bridges, but contracting muscle has many.  However,

Figure 19-14 A model for the coupling of ATP hydrolysis to force production in muscle based on proposals of H. E. Huxley,
and A. F. Huxley and Simmons.  The power stroke is depicted here as a rotation of the crossbridge from a 90° to a 45° configu-
ration.  Four representative stages are shown:  (1) the rigor complex, (3) the dissociated myosin ATP complex, (4) the actomyo-
sin ADP pre-power stroke state in which the actin–myosin band has reformed but with a different actin subunit, which may be
distant from that in (1), and (6) the actomyosin ADP post-power stroke state.  Force production and contraction result from
crossbridges passing cyclically through the steps depicted from left to right.  Numbering of the stages corresponds approxi-
mately to that in Fig. 19-18.  After H. Huxley.146
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their appearance was distinct from that seen in rigor.
The model was also supported by indirect physical
methods.

An impressive demonstration that myosin heads
do move along the actin filaments was provided by
Sheetz and Spudich, who found that myosin-coated
fluorescent beads ~0.7 µm in diameter will move along
actin filaments from cells of the alga Nitella in an ATP-
dependent fashion at velocities similar to those required
in muscle.149  The myosin heads literally glide along
the thick cables of parallel actin filaments present in
these algae.

Why two heads? The actin filament is a two-start
helix, and it is natural to ask whether the two myosin
heads bind to just one or simultaneously to both of the
actin strands.  Most evidence supports a 1:1 interaction
of a single head with just one strand of actin.  However,
the other actin strand may associate with heads from
a different thick filament.  Another question concerns
the role of the pairs of myosin heads.  Could the two
heads bind sequentially to the actin and exert their
pull in a fixed sequence?  In the reconstruction of the
actomyosin complex in rigor (Fig. 19-12B) two different
images are seen for the crossbridges.  This suggests
the existence of two different conformations for the
attached myosin heads.  Similar images for smooth
muscle heavy meromyosin in its inactive (resting)
dephosphorylated state (see p. 1116) show the two
heads in very different orientations with one binding
to the other of the pair and blocking its movement.121b

Perhaps one head is tightly bound at the end of the
power stroke while the other is at a different stage of
the catalytic cycle.  Nevertheless, single-headed myosin
from Acanthamoeba will propell organelles along actin
filaments,150 and actin filaments will slide across a

Figure 19-15 Ribbon representation of chicken skeletal myosin subfragment-1 showing the major domains and tryptic
fragments.  Prepared with the program MolScript.  From Rayment.157

surface coated with single-headed myosin formed by
controlled proteolysis.151  The additional interactions
seen in rigor may be peculiar to that state.

Structure of the myosin heads. Myosin and
myosin fragments can be isolated in large quantities,
but they have been difficult to crystallize.  However,
Rayment and coworkers purified S1 heads cleaved
from chicken myosin by papain and subjected them to
reductive methylation (using a dimethylamine–borane
complex; see also Eq. 3-34).  With most of the lysine
side chain amino groups converted to dimethylamine
groups, high-quality crystals were obtained, and a
structure was determined by X-ray diffraction.152

Since that time various forms of both modified and
unmodified myosin heads from several species have
been studied by X-ray crystallography.153–160  Especially
clear results were obtained with unmodified myosin
from the ameba Dictyostelium discoideum.  The head
structure, shown in Fig. 19-11, includes a 95-kDa piece
of the heavy chain and both light chains.  A clearer
picture of the neck region containing the light chains
was provided by the structure of the “regulatory
domain” of scallop myosin.161  Unlike mammalian or
avian myosins, molluscan myosins are regulated by
binding of Ca2+  to a site in the essential light chain,
but the structures are similar to those in Figs. 19-10
and 19-15.

Cleavage of the ~850-residue S1 heads with trypsin
yields mainly three large fragments that correspond
to structural domains of the intact protein as shown in
Fig. 19-15.  They are known as the 25-kDa (N-terminal),
50-kDa, and 20-kDa fragments, and for myosin from
D. discoideum correspond to residues 1 to 204, 216 to
626, and 647 to 843, respectively.  The ATP-binding
site is in a deep cleft between the 20-kDa and 50-kDa

Upper domain
of 50 kDa region

Lower domain
of 50 kDa region

50 kDa cleft

Nucleotide
pocket

C-terminal 20 kDa region

Essential
light chain

Regulatory
light chain

Attachment to
myosin rod
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Figure 19-16  (A)  The nucleotide binding site of myosin
with MgADP·BeFx bound in a conformation thought to
mimic that of ATP prior to hydrolysis.  The β-sheet strands
are contributed by both the 25-kDa and 50-kDa domains.
The P-loop lies between T178 and E187.  The conserved
N233 to G240 loop, which also contributes important ATP-
binding residues, comes from the 50-kDa region.  (B)  Stereo-
scopic view of the γ-phospho group binding pocket with the
bound MgADP·VO4 (vanadate) complex.  The coordinated
Mg2+ and associated water molecules are seen clearly.
Courtesy of Ivan Rayment.157

regions.  Figure 19-16 illustrates the binding of an ATP
analog, the beryllium fluoride complex of MgADP, in
the active site.  As can be seen, the ATP binds to loops
at the C termini of the β strands of the 8-stranded β
sheet from the 25-kDa domain.  The conserved P-loop
(Chapter 12, E), which lies between T178 and E187,
curls around the α and β phospho groups, and has the
sequence G(179)ESGAGKT.  A second conserved loop
N(233)SNSSR-G(240) from the 50-kDa domain contrib-
utes to the binding of ATP.

The actin-binding region of the myosin head is
formed largely by the 50-kDa segment, which is split
by a deep cleft into two separate domains (Fig. 19-15),
both of which are thought to participate in binding to
actin.  A surface loop (loop 1) near the ATP-binding
site at the junction of the 25- and 50-kDa regions
affects the kinetic properties of myosin, probably by
influencing product release.  A second loop (loop 2,
residues 626 – 647) at the junction of the 50- and 20-kDa
regions interact with actin.  Loop 2 contains a GKK

sequence whose positive charges may interact with
negative charges in the N-terminal part of actin.162– 164

The C-terminal fragment of myosin contains a
globular domain that interacts with both the 20-kDa
and 50-kDa regions and contains an α-helical neck
that connects to the helix of the coiled-coil myosin rod.
This helical region is surrounded by the two myosin
light chains (Fig. 19-15).157  A pair of reactive thiol
groups (from C697 and C707) in the globular domain
are near the active site.  Crosslinking of these cysteines
by an – S – S – bridge has been utilized to trap nucleotide
analogs in the active site.165

How does actin bind?  The actin monomer con-
sists of four subdomains, 1, 2, 3, and 4 numbered from
the N terminus (Fig. 7-10).   The negatively charged
N-terminal region of actin contains the sequence

A

B

D E
4 2524

D E D D.

K185

T186

457

S237

3

1

4

G182W3

2

S236

E459

R238

K185

T186

457

S237

3

1

4

W3

2

G182

E459

S236
R238Mg++ Mg++

 Ch 19IND page -E- 2/14/03, 11:23 AM1106



1107

It may interact with loop 1 of myosin, which contains
five lysines.  However, to form a strong interaction
with the myosin head a conformational change must
occur in the myosin.  A change may also occur in actin.
Modeling suggests that a large nonpolar contact region
involves actin residues A144, I341, I345, L349, and
F352 and myosin residues P529, M530, I535, M541,
F542, and P543.  A conformational change in actin,
which might involve largely the highly conserved
actin subdomain 2, may also be required for tight
interaction.142,166– 168

Kinesins and other molecular motors. Before
considering further how the myosin motor may work,
we should look briefly at the kinesins,  a different
group of motor molecules,168a which transport various
cellular materials along microtubule “rails.”  They also
participate in organization of the mitotic spindle and
other microtubule-dependent activities.168a,b,c  See
Section C,2 for further discussion.  More than 90 mem-
bers of the family have been identified.  Kinesin heads
have much shorter necks than do the myosin heads.
A myosin head is made up of ~ 850 residues, but the
motor domain of a kinesin contains only ~ 345.  Like

Figure 19-17  Ribbon drawing of human kinesin with
bound Mg·ADP.  From Gulick et al.174   Courtesy of Ivan
Rayment and Andy Gulick.

myosin, the 950- to 980-residue kinesins have a long
coiled-coil C- terminal region that forms a “neck” of
~ 50 residues, a “stalk” of ~ 190 and ~ 330 residue seg-
ments with a Pro / Gly-rich hinge between them, and
an ~ 45 residue “tail.”169–171

Crystal structures are known for motor domains of
human kinesin172 and of a kinesin from rat brain.169,173

The structures of one of six yeast kinesins,174 a protein
called Kar3, and also of a Drosophila motor molecule
designated Ncd have also been determined.175  The last
was identified through study of a Drosophila mutant
called non-claret disjunctional (Ncd).  The motor
domains of various members of the kinesin family
show ~ 40% sequence identity and very close structural
identity (Fig. 19-17).174  Although the sequences are
different from those of the myosin heads or of G proteins,
the folding pattern in the core structures is similar in
all cases.  An 8-stranded β sheet is flanked by three α
helices on each side and a P-loop crosses over the ATP-
binding site as in Fig. 19-16.  Further similarity is found
in the active site structures, which, for a monomeric
kinesin KIF1A,174a have been determined both with
bound ADP and with a nonhydrolyzable analog of
ATP.174b,174c  Although there is little similarity in amino
acid sequences the structures in the catalytic core
are clearly related to each other, to those of dimeric
kinesins,174d to those of myosins, and to those of the
GTP-hydrolyzing G proteins.

A puzzling discovery was that the motor domain
of kinesin, which binds primarily to the β subunits of
tubulin (Fig. 7-34) and moves toward the fast growing
plus end of the microtubule,176 is located at the N ter-
minus of the kinesin molecule, just as is myosin.  How-
ever, the Ncd and Kar3 motor domains are at the C-
terminal ends of their peptide chains and move their
“cargos” toward the minus ends of microtubules.174

Nevertheless, the structures of all the kinesin heads
are conserved as are the basic chemical mechanisms.
The differences in directional preference are determined
by a short length of peptide chain between the motor
domain and the neck, which allows quite different geo-
metric arrangements when bound to microtubules.173,177

Like Ncd, myosin VI motor domains also move “back-
wards” toward the pointed (minus) ends of actin
filaments.178–179a

Other major differences between kinesins and myo-
sin II heads involve kinetics180,181 and processivity.173

Dimeric kinesin is a processive molecule.  It moves
rapidly along microtubules in 8-nm steps but remains
attached.182,182a  Myosins V and VI are also proces-
sive183–183e but myosin II is not.  It binds, pulls on actin,
and then releases it.  The many myosin heads interact-
ing with each actin filament accomplish muscle con-
traction with a high velocity in spite of the short time
of attachment.  Ncd and Kar3 are also nonprocessive
and slower than the plus end-oriented kinesins.184

B.  Muscle
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The ATPase cycles of actomyosin and of the
kinesins. The properties of the protein assemblies
found in muscle have been described in elegant details,
but the most important question has not been fully
answered.  How can the muscle machinery use the
Gibbs energy of hydrolysis of ATP to do mechanical
work?  Some insight has been obtained by studying
the ATPase activity of isolated myosin heads (S1) alone
or together with actin.  Results of numerous studies of
ATP binding, hydrolysis, and release of products using
fast reaction techniques185–191 and cryoenzymology191a

are summarized in Fig. 19-18.  In resting muscle the
myosin heads swing freely in the ~ 20-nm space be-
tween the thick and thin filaments.  However, in acti-
vated muscle some heads are bound tightly to actin as
if in rigor (complex A·M in Fig. 19-18).  When ATP is
added MgATP binds into the active site of the myosin
(Fig. 19-18, step a) inducing a conformational change
to form A·M*·ATP in which the bond between actin
and myosin is weakened greatly, while that between
myosin and ATP is strengthened.  The complex disso-
ciates (step b) to give free actin and (M*·ATP), which
accumulates at – 15°C.  However, at higher tempera-
tures the bound ATP is hydrolyzed rapidly (step c) to a
form M**·ADP·Pi in which the ATP has been cleaved
to ADP + Pi but in which the split products remain
bound at the active site.116,192,192a,b  All of these reac-
tions are reversible.  That is, the split products can
recombine to form ATP.  This fact suggests that most
of the Gibbs energy of hydrolysis of the ATP must be
stored, possibly through a conformational change in
the myosin head or through tighter bonding to ATP.
As long as calcium ions are absent, there is only a slow
release of the bound ADP and Pi and replacement with
fresh ATP takes place.  Thus, myosin alone shows a
very weak ATPase activity.

On the other hand, in activated muscle the head
with the split ATP products will bind to actin (step d),
probably at a new position.  The crossbridges that
form appear to be attached almost at right angles to
the thin filaments.  In step e, Pi is released following
a conformational alteration that is thought to open a
“back door” to allow escape of the phosphate ion.193

In the final two steps ( f and g) the stored energy in the
myosin head (or in the actin) is used to bring about
another conformational change that alters the angle
of attachment of myosin head to the thin filament from
~ 90° to ~ 45°.  At least some indication of such a change
can be observed directly by electron microscopy.144

Such a change in angle is sufficient to cause the actin
filament to move ~ 10 nm with respect to the thick
filaments to complete the movement cycle (Fig. 19-18),
if the head is hinged at the correct place.  However,
the existence of at least four different conformational
states suggests a more complex sequence.193a,193b

Examination of the three-dimensional structures avail-
able also suggest a complex sequence of alterations in

structure and geometry.  X-ray crystallographic struc-
tures of myosin heads, in states thought to correspond
to states 1 and 3 of Figs. 19-14 and 19-18, are also in
agreement on an ~10 (5 – 12) nm movement of the lever
arm.194,195  Six states of the actomyosin complex are
depicted in Fig. 19-18, but a complete kinetic analysis
requires at least eight and possibly 12 states.196,197

Observing single molecules. A major advance in
the study of molecular motors has been the develop-
ment of ways to observe and study single macromole-
cules.  The methods make use of optical traps (optical
“tweezers”) that can hold a very small (~ 1 µm diameter)
polystyrene or silica bead near the waist of a laser
beam focused through a microscope objective.198– 202

In one experimental design an F-actin filament is
stretched between two beads, held in a pair of optical
traps.  The filament is pulled taut and lowered onto a
stationary silica bead to which a few myosin HMM
fragments have been attached (Fig. 19-19).  If ATP is
present, short transient movements along the filament
are detected by observation of displacements of one
of the beads when the actin filament contacts HMM
heads.  An average lateral displacement of 11 nm was
observed.  Each HMM head exerted a force of 3 – 4 pN,
a value consistent with expectations for the swinging
bridge model.200  From the duration of a single displace-
ment (≤ 7 ms) and an estimated kcat for ATP hydrolysis
of 10 s–1, the fraction of time that the head was attached
during one catalytic cycle of the head was therefore
only 0.07.  This ratio, which is called the duty ratio,
is low for actomyosin.  However, many myosin heads
bind to each actin filament in a muscle.  Each head
exerts its pull for a short time. but the actin is never
totally unattached.203  Similar measurements with
smooth muscle revealed similar displacements but
with a 10-fold slower sliding velocity and a 4-fold
increase in the duty ratio.  This may perhaps account
for an observed 3-fold increase in force as compared
with skeletal muscle.204,204a

Other single molecule techniques involve direct
observation of motor molecules or of S1 myosin frag-
ments tagged with highly fluorescent labels.205,206

All measurements of single molecule movement are
subject to many errors.  Brownian motion of the beads
makes measurements difficult.207  Not all results are in
agreement, and some are difficult to understand.207a

Most investigators agree that there is a step size of
~4–10 nm.  Kitamura et al. found 5.3 nm as the aver-
age.206  However, they also reported the puzzling obser-
vation that some single S1 molecules moved 11– 30 nm
in two to five rapid successive steps during the time of
hydrolysis of a single molecule at ATP.  They suggested
that some of the energy of ATP hydrolysis may be
stored in S1 or in the actin filament and be released
in multiple steps.  Veigel et al.208 observed that a
brush border myosin I from chicks produced ~ 6 nm
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Figure 19-18  Simplified view of the ATP hydrolysis cycle for actomyosin.  A similar cycle can be written for kinesins and
dyneins.  Here A stands for fibrous actin and M, M*, M**, and M*** for four different conformations of the myosin heads.
As indicated by the numbers in squares, four of the six states of actomyosin shown here can also be correlated with those in
Fig. 19-14.

movements, each of which was followed by an addi-
tional ~ 5.5 nm step within ~ 5 ms.  They attribute
these steps to two stages in the power stroke, e.g., to
steps f and g of  Fig. 19-18.  A value of ~10nm was
reported recently by Piazzesi et al.208a Myosin V moves
along actin filaments with very large 36-nm steps.208b

Motion of kinesin heads has been observed by
movement of microtubules over biotinylated kinesin
fixed to a steptavidin-coated surface,209 by direct obser-
vation of fluorescent kinesin moving along microtu-
bules,171 and by optical trap interferometry.210  Kinesin
heads move by 8-nm steps, evidently the exact length

B.  Muscle
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interactions bind the nucleotide.  This is shown for a
kinase in Fig. 12-32 and for myosin in Fig. 19-16.  Dur-
ing the actomyosin reaction several conformational
changes must occur.  Not only does the affinity for the
bound nucleotide vary, but also the binding of actin to
myosin can be strong, as in the nucleotide-free state or

of an αβ tubulin dimer in the microtubule structure
(Fig. 7-33).  One ATP is apparently hydrolyzed for each
8-nm step.  However, shorter steps of ~ 5 nm have
sometimes been seen.211,212

The movement is processive, kinesin motors typi-
cally taking 100 steps before dissociating from the
microtubule.201,212a  Kinesin is bound
to the microtubule continuously.  Its
duty ratio is nearly 1.0  (the same is
true for the bacterial flagellar motor;
Fig. 19-4).212b  However, single kine-
sin heads, which lack the coiled-coil
neck region, have a duty ratio of
< 0.45.  The movement is nonpro-
cessive.213  The Ncd motor is also
nonprocessive.214– 216  As mentioned
previously, the Ncd and kinesin
motor domains are at opposite ends
of the peptide chain, and the motors
move in opposite directions along
microtubules.217,218  The critical
difference between the two motor
molecules was found in the neck
domains, which gave rise to differ-
ing symmetrics in the two heads.219

The latter are shown in Fig. 19-20, in
which they have been docked onto
the tubulin protofilament structure.
One head, both of ncd and of kinesin,
occupies a similar position on the
microtubule, but the other head
points toward the microtubular plus end for kinesin
but toward the minus end for Ncd.  Cryoelectron
microscopy also supports this interpretation.220

Still not fully understood is the processive action
of kinesin.221– 224  It is often assumed that this protein
moves in a hand-over-hand fashion with the two heads
binding alternatively to the microtubule.  Some sub-
stantial reorganization of the peptide chain in the
hinge region at the end of the neck is presumably
involved.173  An alternative “inchworm” mechanism
has been suggested.220a

Thinking about chemical mechanisms. We
have now examined the active sites of kinases that
cleave ATP (Chapter 12), ATPases that pump ions by
cleaving ATP, ATP synthases that form ATP from ADP
and Pi (Chapter 18), and GTP hydrolyzing enzymes
that cause movement and shape changes that control
metabolic processes (Chapter 11).  It is striking that the
active site regions where the ATP or GTP bind have
such a highly conserved structure.225  This suggests
that the secret of movement can be found in the very
strong interactions of the nucleotides and their split
products with the proteins.  In every case there is at
least one tight binding or closed conformation in
which a large number of hydrogen bonds and ionic

Figure 19-20  Model showing the ncd and kinesin dimer
structures docked onto a tubulin protofilament.  The bound
ncd and kinesin heads are positioned similarly.  Because of
the distinct architectures of the kinesin and ncd necks, the
unbound kinesin head points toward the plus end, whereas
the unbound ncd head is tilted toward the minus end of the
protofilament.  From Sablin et al.219  Courtesy of Ronald Vale.

Figure 19-19  Schematic drawing (not to scale) illustrating the use of two
optical traps that are focused on beads attached to a single actin filament.
The filament is lowered onto a stationary silica bead sparsely coated with
HMM fragments of myosin.  In the presence of ATP the myosin heads bind
transiently for a few milliseconds to the actin, moving it in one direction and
displacing the beads from their positions in the optical traps.  An image of one
of the beads is projected onto photodiode detectors capable of measuring small
displacements.  The displacing force can also be recorded.  For details of the
experiments and of the optical traps and measuring devices see Finer et al.200

Courtesy of J. A. Spudich.
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in the presence of bound ADP.  Binding is weak when
ATP or the split product ADP + Pi are in the active site.

To understand these differences we should look at
the structure of ATP itself.  The triphosphate group has
many negative charges repelling each other.  What
must happen to allow the binding of ATP to myosin
to break the actin-myosin bond?  The electrostatic
attraction of these phospho groups for active site
groups is doubtless one cause of the observed confor-
mational changes.  Could it be that electrostatic repul-
sion, via a proton shuttle mechanism, is also induced
at the right point in the actin–myosin interface?  Many
studies with analogs of ATP have contributed to our
understanding.  Neither the purine nor the ribose
ring of ATP is absolutely essential.  The compound
2-[(4-azido-2-nitrophenyl) amino] diphosphate
(NANDP) and related nonnucleotide analogs165,196,226

support muscle contraction and relaxation in the same

way as does ATP.  An analog with a rigid five-membered
ring, 2',3'-dideoxydidehydro-ATP, is also active.227  A
comparison of kinetic data and X-ray structural data
supports the proposal that the ATP must be bound
in the conformation shown for MgADP·BeFx in Fig.
19-16A.196  When the two SH groups of C697 and
C707 of the myosin head are crosslinked by various
reagents,227a this NANDP analog can be trapped at the
active site.  Because of the presence of its azide (– N3)
group the trapped compound can serve as a photo-
affinity label, attaching itself to a tryptophan side
chain upon activation with visible light (Eq. 23-27).

How can cleavage of ATP to bound ADP + Pi
create a metastable high-energy state of the myosin
head ready to hold onto and pull the actin chain?  This
may be compared with the inverse problem of gener-
ating ATP in oxidative phosphorylation, in which ADP
and Pi coexist in equilibrium with ATP in a closed
active site (Fig. 18-14).  Comparison should also be made
with the GTP-hydrolyzing G proteins (Fig. 11-7).227b,c

During hydrolysis of GTP by the Ras protein binding
to the protein induces a shift of negative charge from
the γ- to β-oxygens of GTP facilitating bond cleavage
as in Eq. 19-2.  G proteins also couple substrate hydrol-
ysis to mechanical motion.  We should also think
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about the fact that when ATP is cleaved within myosin
there will necessarily be a flow of electrical charge
from the water to the ADP (Eq. 19-2).  This will be
followed by some accomodation of the protein to the
new charge constellation.  As we have seen previously,
movement of protons is often the key to conformational
changes.  In this case, the initial change must be to
create a high-energy state of myosin which, following
loss of the orthophosphate ion, can cause the major
conformational change that swings the lever arm of
the myosin.  The conformational changes may occur
in several steps in which the packing of groups within
the myosin head is always tight in some places and
rather loose in others.  Movement within the head is
being observed not only by X-ray crystallography but
by fluorescence resonance energy transfer (FRET;
Chapter 23)227d and by the newer luminescence
resonance energy transfer (LRET).  For example, a
terbium chelate of azide-ATP was photochemically
bound in the active site, and a fluorescent dye was
attached to Cys 108 in the regulatory light chain.  The
terbium ion was irradiated, and fluorescence of the
dye was observed.  Distance changes, measured in
the absence and presence of ATP, were consistent with
the swinging arm model.228  Dyes have been attached
to – SH groups engineered into various locations in the
myosin molecule to permit other distance measure-
ments.229,230  In another elegant application of the FRET
technique the green fluorescent protein of Aequoria
(Box 23-A) was fused to the C terminus of the motor
domain of myosin giving a fluorescent lever arm.
Energy transfer to blue fluorescent protein fused to
the N terminus of the S1 head was measured.  The
distance between these was estimated by the FRET
technique and was also consistent with expectations
for the “rowing model.”231

The “rowing model” is generally accepted, but
other quite different processes have been proposed to
account for the elementary cycle of muscle contraction.
Muscle contracts nearly isovolumetrically; thus, anything
that expands the sarcomere will cause a contraction.
It has been suggested that the hydrolysis of ATP deposits
negatively charged phospho groups on the actin filaments,
and that the electrostatic repulsion is responsible for

B.  Muscle
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1112 Chapter 19.  The Chemistry of Movement

Considering the numerous specialized proteins in
muscle it is not surprising that many rare hereditary
muscle diseases are known.  The most frequent and most
studied of these is Duchenne muscular dystrophy.
An X-linked disease of boys, it may not be recognized
until two to three years of age, but victims are usually
in a wheelchair by age 12 and die around age 20.
Individual muscle fibers disintegrate, die, and are
replaced by fibrous or fatty tissue.a– d  The disease
strikes about 1 out of 3500 boys born.  The less serious
Becker muscular dystrophy arises from defects in
the same gene but affects only 1 in 30,000 males, some
of whom have a normal life span.  Because of its
frequency and the knowledge that the gene must lie
in the X-chromosome, an intensive search for the gene
was made.  It was found in 1986 after a five-year
search.a,e  This was the first attempt to find a faulty
gene whose protein product was totally unknown.
The project, which relied upon finding restriction
fragment polymorphisms (Chapter 26) that could
serve as markers in the genome, made use of the
DNA from patients with a range of related diseases.
The very rare female patients in whom the faulty
gene had been translocated from the X-chromosome
to an autosome also provided markers.  DNA probes
obtained from a young man with a large X-chromo-
some deletion that included genes related to retinitis
pigmentosa and several other diseases provided
additional markers.  The result was a triumph of
“reverse genetics” which has since been applied to
the location of many other disease genes.e

The muscular dystrophy gene may be the largest
human gene.  It consists of 2.3 million base pairs,
which include 79 exons which encode a huge 427 kDa
protein named dystrophin.  The protein consists of
four main domains.a,f,g  The N-terminal domain binds
to actin and is homologous to β-actinin.  The central
domain is an elongated rod resembling spectrin.  It
contains repetitive coiled-coil segments and four
hinge regions.  The third domain is rich in cysteine
and binds Ca2+, while the fourth domain has a struc-
ture that is shared by several other proteins of the
dystrophin family.  Dystrophin is quantitatively a
minor protein of muscle.  It forms part of the cyto-
skeleton, lying adjacent to the sarcolemma (cell mem-
brane) along with β-spectrin and vinculin (see Fig.
8-16).

While one end of the dystrophin molecule binds
to actin filaments, the C-terminal domain associates
with several additional proteins to form a dystrophin–
glycoprotein complex (see figure).f,h– k  Dystrophin
is linked directly to the membrane-spanning protein
�-dystroglycan, which in the outer membrane sur-
faces associates with a glycoprotein �-dystroglycan.
The latter binds to laminin-2 (Fig. 8-33), a protein
that binds the cell to the basal lamina.  Four

BOX 19-A  HEREDITARY DISEASES OF MUSCLE

other membrane-spanning proteins, α-, β-, γ-, and
δ-sarcoglycans, are among additional members of
the complex.k–m

Patients with Duchenne muscular dystrophy are
deficient not only in dystrophin but also in the dystro-
glycan and sarcoglycan proteins.f,n  Evidently, dystro-
phin is needed for formation of the complex which
plays an essential role in muscle.  In both types of
X-linked muscular dystrophy there are individuals
with a wide range of point mutations, frame-shift
mutations, and deletions in the dystrophin gene.d

The essential function of dystrophin and associated
proteins is uncertain but may be related to the linkage
from actin filaments through the membrane to lami-
nin.  Individuals with Becker muscular dystrophy
also have defects in dystrophin, but the protein is
partially functional.  Some other muscular dystro-
phies are caused by defects in the autosomal genes
of any of the four sarcoglycan subunits.j,k,o or in that
of laminin α1 chain.p,q  The arrows in the accompany-
ing drawing indicate chromosome locations of the
sarcoglycan subunits, which are sites for mutations
causing limb girdle muscular dystrophy.k

Dystrophin, shorter isoforms, and related pro-
teins are found in many tissues including the brain.s

One related protein, utrophin (dystrophin-related

Schematic model of the dystrophin–glycoprotein complex.
Courtesy of Kevin P. Campbell.  See Lim and Campbellr

Abbreviations: LGMD, Limb Girdle muscular dystrophy;
CMD, congenital muscular dystrophy; DMD / BMD,
Duchenne / Becker muscular dystrophies.
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BOX 19-A  (continued)

protein 1), is present in the neuromuscular junction
of adult skeletal muscle.  One approach to therapy of
Duchenne muscular dystrophy is to stimulate a higher
level of expression of the utrophin gene.t  Because the
dystrophin gene is so large treatment by gene transfer
is not practical, but transfer of parts of the gene may
be.  Myoblast transfer has not been successful, but
new approaches will be devised.d

Myotonic dystrophy is a generalized adult-onset
disorder with muscular spasms, weakness, and many
other symptoms.u – y  It is one of the triple-repeat
diseases (Table 26-4).  The affected gene encodes a
protein kinase of unknown function.  The correspond-
ing mRNA transcript has ~ 2400 nucleotides.  The
gene has a CTG repeat (CTG)n near the 3'-end with
n < 30 normally.  For persons with the mildest cases
of myotonic dystrophy n may be over 50 while in
severe cases it may be as high as 2000.  As in other
triple-repeat diseases the repeat number tends to
increase in successive generations of people as does
the severity of the disease.x

For some individuals, muscular dystrophy causes
no obvious damage to skeletal muscle but affects the
heart producing a severe cardiomyopathy, and

a Anderson, M. S., and Kunkel, L. M. (1992) Trends Biochem. Sci.
17, 289– 292

b Emery, A. E. H., and Emery, M. L. H. (1995) The History of a
Genetic Disease: Duchenne Muscular Dystrophy or Meryon’s
Disease, Royal Society of Medicine, London

c Brown, S. C., and Lucy, J. A., eds. (1997) Dystrophin: Gene,
Protein and Cell Biology, Cambridge Univ. Press, London

d Worton, R. G., and Brooke, M. H. (1995) in The Metabolic and
Molecular Bases of Inherited Disease, 7th ed., Vol. 3 (Scriver, C.
R., Beaudet, A. L., Sly, W. S., and Valle, D., eds), pp. 4195–
4226, McGraw-Hill, New York

e Rowland, L. P. (1988) N. Engl. J. Med. 318, 1392– 1394
f Tinsley, J. M., Blake, D. J., Zuellig, R. A., and Davies, K. E.

(1994) Proc. Natl. Acad. Sci. U.S.A. 91, 8307– 8313
g Fabbrizio, E., Bonet-Kerrache, A., Leger, J. J., and Mornet, D.

(1993) Biochemistry 32, 10457 –10463
h Ervasti, J. M., and Campbell, K. P. (1991) Cell 66, 1121– 1131
i Madhavan, R., and Jarrett, H. W. (1995) Biochemistry 34,

12204– 12209
j Sweeney, H. L., and Barton, E. R. (2000) Proc. Natl. Acad. Sci.

U.S.A. 97, 13464– 13466
k Jung, D., and 13 others. (1996) J. Biol. Chem. 271, 32321 –32329
l Winder, S. J. (2001) Trends Biochem. Sci. 26, 118 – 124

m McDearmon, E. L., Combs, A. C., and Ervasti, J. M. (2001)
J. Biol. Chem. 276, 35078– 35086

n Durbeej, M., and Campbell, K. P. (1999) J. Biol. Chem. 274,
26609– 26616

o Yang, B., Ibraghimov-Beskrovnaya, O., Moomaw, C. R.,
Slaughter, C. A., and Campbell, K. P. (1994) J. Biol. Chem. 269,
6040 –6044

p Noguchi, S., and 17 others. (1995) Science 270, 819 – 822
q Tiger, C.-F., Champliaud, M.-F., Pedrosa-Domellof, F., Thor-

nell, L.-E., Ekblom, P., and Gullberg, D. (1997) J. Biol. Chem.
272, 28590– 28595

r Lim, L. E., and Campbell, K. P. (1998) Curr. Opin. Neurol. 11,
443– 452

B.  Muscle

s Dixon, A. K., Tait, T.-M., Campbell, E. A., Bobrow, M., Roberts,
R. G., and Freeman, T. C. (1997) J. Mol. Biol. 270, 551 – 558

t Campbell, K. P., and Crosbie, R. H. (1996) Nature (London) 384,
308– 309

u Harper, P. S. (1995) in The Metabolic and Molecular Bases of
Inherited Disease, 7th ed., Vol. 3 (Scriver, C. R., Beaudet, A. L.,
Sly, W. S., and Valle, D., eds), pp. 4227– 4252, McGraw-Hill,
New York

v Ptacek, L. J., Johnson, K. J., and Griggs, R. C. (1993) N. Engl.
J. Med. 328, 482 –489

w Pearson, C. E., and Sinden, R. R. (1996) Biochemistry 35, 5041–
5053

x Tapscott, S. J., and Thornton, C. A. (2001) Science 293, 816 –817
y Miller, J. W., Urbinati, C. R., Teng-umnuay, P., Stenberg, M. G.,

Byrne, B. J., Thornton, C. A., and Swanson, M. S. (2000) EMBO
J. 19, 4439 – 4448

z Olson, T. M., Michels, V. V., Thibodeau, S. N., Tai, Y.-S., and
Keating, M. T. (1998) Science 280, 750 – 755

aa Rayment, I., Holden, H. M., Sellers, J. R., Fananapazir, L., and
Epstein, N. D. (1995) Proc. Natl. Acad. Sci. U.S.A. 92, 3864–3868

bb Roopnarine, O., and Leinwand, L. A. (1998) Biophys. J. 75,
3023 –3030

cc Yanaga, F., Morimoto, S., and Ohtsuki, I. (1999) J. Biol. Chem.
274, 8806– 8812

dd Martinsson, T., Oldfors, A., Darin, N., Berg, K., Tajsharghi, H.,
Kyllerman, M., and Wahlström, J. (2000) Proc. Natl. Acad. Sci.
U.S.A. 97, 14614– 14619

ee Miller, T., Szczesna, D., Housmans, P. R., Zhao, J., de Freitas,
F., Gomes, A. V., Culbreath, L., McCue, J., Wang, Y., Xu, Y.,
Kerrick, W. G. L., and Potter, J. D. (2001) J. Biol. Chem. 276,
3743 –3755

ff Kobayashi, K., and 17 others. (1998) Nature (London) 394,
388– 392

gg Pelin, K., and 19 others. (1999) Proc. Natl. Acad. Sci. U.S.A. 96,
2305 –2310

hh Weil, D., and 18 others. (1995) Nature (London) 374, 60 –61

persons with Duchenne muscular dystrophy often die
from heart failure.  Heart failure from other causes,
some hereditary, is a major medical problem, especially
among older persons.  Hereditary forms are often
autosomal dominant traits that may cause sudden
death in young persons.  At least seven genes for
cardiac sarcomeric proteins including actin,z myosin,
both heavy and light chains,aa – dd three subunits of
troponin,ee tropomyosin, and protein C (p. 1104) may
all carry mutations that cause cardiomyopathy.

  A hereditary disease common in Japan results
from a defect in migration of neurons and is associated
with brain malformation as well as muscular dystrophy.ff

In nemaline myopathy a defect in nebulin leads to
progressive weakness and often to death in infancy.
A characteristic is the appearance of “nemaline bodies”
or thickened Z-discs containing Z-disc proteins.gg

Some hereditary diseases involve nonmuscle myosins.
Among these is Usher syndrome, the commonest
cause of deaf-blindness.  The disease, which results
from a defect in the myosin VIA gene, typically causes
impairment of hearing and retinitis pigmentosa
(Chapter 23).hh
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lateral expansion of the sarcomere.232  Still other ideas
have been advanced.233,234

4.  Control of Muscle Contraction

Skeletal muscle must be able to rest without
excessive cleavage of ATP but able to act rapidly with
a high expenditure of energy upon nervous excitation.
Even a simple physical activity requires that a person’s
muscles individually contract and relax in rapid re-
sponse to nerve impulses from the brain.  To allow for
this control the endoplasmic reticulum (sarcoplasmic
reticulum, SR) of striated muscle fibers is organized
in a striking regular manner.235– 237  Interconnecting
tubules run longitudinally through the fibers among
the bundles of contractile elements.  At regular intervals
they come in close contact with infoldings of the outer
cell membrane (the T system of membranes, Fig. 19-21;
see also Fig. 19-7A).  A nerve impulse enters the muscle
fiber through the neuromuscular junctions and travels
along the sarcolemma and into the T tubules.  At the
points of close contact the signal is transmitted to the

longitudinal tubules of the sarcoplasmic reticulum,
which contain a high concentration of calcium ions.

Calcium ions in muscle.  A nerve signal arriving
at a muscle causes a sudden release of the calcium ions
into the cytoplasm from cisternae of the sarcoplasmic
reticulum (SR) that are located adjacent to the T-tubules.
Diffusion of the Ca2+ into the myofibrils initiates con-
traction.  In smooth muscle the signals do not come
directly from the nervous system but involve hormonal
regulation.238  Again, calcium ions play a major role,
which is also discussed in Chapter 6, Section E, and
in Box 6-D.  Muscle contains a large store of readily
available Ca2+ in lateral cisternae of the SR.  The free
intracellular Ca2+ concentration is kept low by a very
active ATP-dependent calcium ion pump (Fig. 8-26),
which is embedded in the membranes of the SR.238a

Within the vesicles Ca2+ is held loosely by the ~ 63-kDa
protein calsequestrin, which binds as many as 50
calcium ions per molecule.  When the cytoplasmic
concentration of free Ca2+ falls below ~ 10–6 M, contrac-
tion ceases.  In fast-contracting skeletal muscles the
Ca2+-binding protein parvalbumin (Fig. 6-7) may

Figure 19-21  (A)  Electron micrograph showing two transverse tubules (T-tubules) that are formed by infolding of the plas-
ma membrane.  They wrap around a skeletal muscle fiber and carry nerve impulses to all parts of the fiber.  From Alberts et
al.237  Courtesy of Clara Franzini-Armstrong.  (B)  Three-dimensional surface representation of the calcium release channels
known as ryanodine receptors, type RyR1 based on cryoelectron microscopy and image reconstruction at a resolution of 4.1
nm.  The image to the left shows the surface that would face the cytoplasm while that to the right shows the surface that
would interact with the sarcoplasmic reticulum, TA representing the transmembrane portion.  Notice the fourfold symmetry of
the particle, which is composed of four 565-kDa subunits.  From Sharma et al.239  Courtesy of Manjuli Rani Sharma. (C), (D)
Model showing proposed arrangement of ryanodine receptors and dihydropyridine receptors (round) in the T tubule and SR
membranes.  From Serysheva et al.245a
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assist in rapid removal of free Ca2+ from the cytoplasm.
Contraction is activated when Ca2+ is released from
the SR through the calcium release channels,240– 244

which are often called ryanodine receptors.  The
name arises from their sensitivity to the insecticidal
plant alkaloid ryanodine, which at low concentration
(≤ 60 µM) causes the channels to open, but a high
concentration closes the channels.243  These calcium
release channels consist of tetramers of ~ 5000-residue
proteins.  The bulk of the 565-kDa polypeptides are on
the cytosolic surface of the SR membranes, where they
form a complex “foot” structure (Fig. 19-21B) that
spans the ~ 12 nm gap between the SR vesicles and the
T-tubule membrane.239,240  Ryanodine receptor function
is modulated by NO, which apparently binds to –SH
groups within the Ca2+ channel.243a,243b  Some ryano-
dine receptors are activated by cyclic ADP-ribose
(cADPR, p. 564).243c  Some have an oxidoreductase-
like structural domain.243d

The release channels open in response to an in-
completely characterized linkage to the voltage sensor
that is present in the T-tubule membrane and is known
as the dihydropyridine receptor.240,245  This too, is a
Ca2+ channel, which opens in response to arrival of an
action potential (nerve impulse; see Chapter 30) that
move along the T-tubule membrane.  Because the

action potential arrives almost simultaneously
throughout the T-tubules of the muscles, the dihydro-
pyridine receptors all open together.  It isn’t clear
whether the linkage to the calcium channels is via
stimulation from released Ca2+ passing from the dihy-
dropyridine receptor to the surfaces of the feet of the
release channels, or is a result of depolarization of the
T-tubule membrane, or involves direct mechanically
linked conformational changes.240,245  The close coop-
eration of the Ca2+ release channel and the voltage
sensor is reflected in their close proximity.  In the
sarcoplasmic reticulum every second release channel
is adjacent to a voltage sensor in the opposing T-tubule
membrane.240,245a  The essential nature of the voltage

B.  Muscle
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BOX 19-B  MALIGNANT HYPERTHERMIA AND STRESS-PRONE PIGS

Very rarely during surgery the temperature
of a patient suddenly starts to rise uncontrollably.
Even when heroic measures are taken, sudden
death may follow within minutes.  This malignant
hyperthermia syndrome is often associated with
administration of halogenated anesthetics such as a
widely used mixture of halothane (2-bromo-2-chloro-
1,1,1-trifluoroethane) and succinylcholine.a– d  There
is often no warning that the patient is abnormally
sensitive to anesthetic.  However, development of
an antidote together with increased alertness to
the problem has greatly decreased the death rate.
Nevertheless, severe damage to nerves and kidneys
may still occur.c  Biochemical investigation of the
hyperthermia syndrome has been facilitated by the
discovery of a similar condition that is prevalent
among certain breeds of pigs.  Such “stress-prone”
pigs are likely to die suddenly of hyperthermia
induced by some stress such as shipment to market.
The sharp rise in temperature with muscles going
into a state of rigor is accompanied by a dramatic
lowering of the ATP content of the muscles.

The problem, both in pigs and in humans
susceptible to malignant hyperthermia, was found
in the Ca2+ release channels (ryanodine receptors).
Study of inheritance in human families together

a Gordon, R. A., Britt, B. A., and Kalow, W., eds. (1973) Interna-
tional Symposium on Malignant Hyperthermia, Thomas, Spring-
field, Illinois

b Clark, M. G., Williams, C. H., Pfeifer, W. F., Bloxham, D. P.,
Holland, P. C., Taylor, C. A., and Lardy, H. A. (1973) Nature
(London) 245, 99 – 101

c MacLennan, D. H., and Phillips, M. S. (1992) Science 256, 789 – 794
d Simon, H. B. (1993) N. Engl. J. Med. 329, 483 – 487
e Fujii, J., Otsu, K., Zorzato, F., de Leon, S., Khanna, V. K., Weiler,

J. E., O’Brien, P. J., and MacLennan, D. H. (1991) Science 253,
448– 451

f MacLennan, D. H., Duff, C., Zorzato, F., Fujii, J., Phillips, M.,
Korneluk, R. G., Frodis, W., Britt, B. A., and Worton, R. G.
(1990) Nature (London) 343, 559 – 561

g Sakube, Y., Ando, H., and Kagawa, H. (1997) J. Mol. Biol. 267,
849– 864

with genetic studies in pigs led to the finding that
the stress-prone pigs have cysteine replacing argin-
ine 615 in the Ca2+ channel protein.  This modifica-
tion appears to facilitate opening of the channels but
to inhibit their closing.e  A similar mutation has
been found in some human families in which the
condition has been recognized.  However, there is
probably more than one site of mutation in humans.c,f

Similar mutations in the nematode C. elegans are
being investigated with the hope of shedding light
both on the problem of hyperthermia and on the
functioning of the Ca2+ release channels.g
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sensor is revealed by a lethal mutation (muscular
disgenesis) in mice.  Animals with this autosomal
recessive trait generate normal action potentials in the
sarcolemma but Ca2+ is not released and no muscular
contraction occurs.  They lack a 170-kDa dihydro-
pyridine-binding subunit of the sensor.246

Some aspects of regulation by calcium ions are
poorly understood.  The frequent observations of
oscillations in [Ca2+] in cells is described in Box 6-D.
Another phenomenom is the observation of Ca2+

“sparks,” detected with fluorescent dyes and observa-
tion by confocal microscopy.247  These small puffs of
Ca2+ have been seen in cardiac muscle247 and in a
somewhat different form in smooth muscle.248  They
may represent the release of Ca2+ from a single release
channel or a small cluster of channels.  When the calcium
release channels open, Ca2+ ions flow from the cisternae
of the SR into the cytoplasm, where they activate both
the troponin–tropomyosin system and also the Ca2+-
calmodulin-dependent light chain protein kinase,
which acts on the light chains of the myosin head.
These light chains resemble calmodulin in their Ca2+-
binding properties.  The function of light chain phos-
phorylation of skeletal muscle myosin is uncertain but
it is very important in smooth muscle.248a

The regulatory complex of tropomyosin and tro-
ponin is attached to the actin filaments as indicated
in Fig. 19-8D and also in Fig. 19-9.  The latter shows
a model at near atomic resolution but without side
chains on the tropomyosin and without the troponin
components.  When the regulatory proteins are com-
pletely removed from the fibrils, contraction occurs
until the ATP is exhausted.  However, in the presence
of the regulatory proteins and in the absence of calcium,
both contraction and hydrolysis of ATP are blocked.
Tropomyosin (Tm) is a helical coiled-coil dimer, a 40-nm
rigid rod, in which the two 284-residue 33-kDa mono-
mers have a parallel orientation (Fig. 19-9)249 as in the
myosin tail.  However, an 8 –  to 9– residue overlap at
the ends may permit end-to-end association of the Tm
molecules bound to the actin filament.  As with other
muscle proteins there are several isoforms,250,251 whose
distribution differs in skeletal and smooth muscle and
in platelets.  The elongated Tm rods appear to fit into
the grooves between the two strands of actin mono-
mers in the actin filament.252– 254  In resting muscle the
Tm is thought to bind to actin near the site at which
the S1 portion of the myosin binds.  As a consequence,
the Tm rod may block the attachment of the myosin
heads to actin and prevent actin-stimulated hydrolysis
of ATP.  The 40-nm Tm rod can contact about seven actin
subunits at once (Fig. 19-9).  Thus, one Tm–troponin
complex controls seven actin subunits synchronously.

Troponin (Tn) consists of three polypeptides (TnC,
TnI, TnT) that range in mass from 18 to 37 kDa.  The
complex binds both to Tm and to actin.255,256  Peptide
TnT binds tightly to Tm and is thought to link the

TnI·TnC complex to Tm.256,257  TnI interacts with
actin and inhibits ATPase activity in the absence of
Ca2+.258– 261  It may work with the other two peptides
to keep the Tm in the proper position to inhibit ATP
hydrolysis.  TnC binds calcium ions.  This ~160-residue
protein has a folding pattern almost identical to that of
calmodulin (Fig. 6-8) with four Ca2+-binding domains
arranged in two pairs at the ends of a long 9-turn helix.
When Ca2+ binds to TnC, a conformational change
occurs258,259,262-265 (p. 313).  This induces changes in
the troponin·tropomyosin·actin complex, releases the
inhibition of actomyosin ATPase, and allows contrac-
tion to occur.265a  In the heart additional effects are
exerted by β-adrenergic stimulation, which induces
phosphorylation of two sites on TnI by the action of
the cAMP-dependent protein kinase PKA.  Dephos-
phorylation by protein phosphatase 2A completes a
regulatory cycle in which the doubly phosphorylated
TnI has a decreased sensitivity to calcium ions.266

Cardiac muscle also contains a specialized protein
called phospholamban.  An oligomer of 52-residue
subunits, it controls the calcium ion pump in response
to β-adrenergic stimulation.  Unphosphorylated phos-
pholamban inhibits the Ca ATPase, keeping [Ca2+]
high in the cytoplasm.  Phosphorylation of phospho-
lamban by cAMP and/or calmodulin-dependent protein
kinase activates the Ca2+ pump,267–268a removing Ca2+

and ending contraction.
X-ray diffraction and electron microscopy in the

1970s suggested that when calcium binds to troponin
the tropomyosin moves through an angle of ~ 20° away
from S1, uncovering the active site for the myosin–
ATP–actin interactions.252,253  Tropomyosin could be
envisioned as rolling along the surface of the actin,
uncovering sites on seven actin molecules at once.
Side-chain knobs protruding from the tropomyosin
like teeth on a submicroscopic gear might engage
complementary holes in the actin.  At the same time a
set of magnesium ion bridges between zones of nega-
tive charge on tropomyosin and actin could hold the
two proteins together.  This proposal has been difficult
to test.  Although the older image reconstruction is
regarded as unreliable, recent work still supports this
steric blocking model.255,269-270c  Image reconstruction
from electron micrographs of thin filaments shows
that, in the presence of Ca2+, the tropomyosin does
move 25° away from the position in low [Ca2+].  How-
ever, instead of two states of the thin filament, “on”
and “off,” there may be at least three, which have been
called “blocked,” “closed,” and “open.”255,269,271,271a

The closed state may be attained in rigor.269  In addi-
tion, the possibility that changes in the conformation
of actin as well as of myosin occur during the contrac-
tion cycle must be considered.255
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Smooth muscle. The primary regulation of smooth
muscle contraction occurs via phosphorylation of the
Ser 19 – OH group in the 20-kDa regulatory light chains
of each myosin head.121b,160,272– 274  The phosphorylated
form is active, participating in the contraction process.
Removal of Ca2+ by the calcium pump and dephospho-
rylation of the light chains by a protein phosphatase275

restores the muscle to a resting state.  The N-terminal
part of the myosin light chain kinase binds to actin,
while the catalytic domain is in the center of the pro-
tein.  The C-terminal part binds to myosin, and this
binding also has an activating effect.276

Another protein, caldesmon, binds to smooth
muscle actin and blocks actomyosin ATPase.271,277–278a

It is present in smooth muscle in a ratio of actin:tropo-
myosin:caldesmon of ~14:2:1.  Inhibition can be reversed
by Ca2+, but there is no agreement on the function of
caldesmon.277  It is an elongated ~ 756-residue protein
with N-terminal domain, which binds to myosin, and
a C-terminal domain, which binds to actin, separated
by a long helix.278  Caldesmon may be a substitute for
troponin in a tropomyosin-type regulatory system, or
it may promote actomyosin assembly.  Another possi-
bility is that it functions in a latch state, an energy-
economic state of smooth muscle at low levels of ATP
hydrolysis.278,279  In molluscan muscles Ca2+ binds to a
myosin light chain and activates contraction directly.
Some molluscan smooth muscles (catch muscles)
also have a latch state, which enables these animals to
maintain muscular tension for long periods of time,
e.g., holding their shells tightly closed, with little
expenditure of energy.279a  Catch muscles contain
myosin plus a second protein, catchin, which is
formed as a result of alternative mRNA splicing.
Catchin contains an N-terminal sequence that may
undergo phosphorylation as part of a regulatory
mechanism.280  However, recent experiments indicate
that twitchin (see next paragraph), rather than catchin,
is essential to the catch state and is regulated by phos-
phorylation.280a  Regulation of the large groups of
unconventional myosins is poorly understood.  Phos-
phorylation of groups on the myosin heavy chains is
involved in ameba myosins and others.281

An unexpected aspect of regulation was discovered
from study of the 40 or more genes of Caenorhabditis
elegans needed for assembly and function of muscle.
The mutants designated unc-22 showed a constant
twitch arising from the muscles in the nematode’s
body.  The gene was cloned using transposon tagging
(Chapter 27) and was found to encode a mammoth
753-kDa 6839-residue protein which has been named
twitchin.282– 285  Twitchin resembles titin (Fig. 19-8) and
like titin has a protein kinase domain, which is nor-
mally inhibited by the end of its peptide chain, which
folds over the active site of the kinase.  Perhaps the
protein kinase activities of twitchin, titin, and related
proteins285 are required in assembly of the sarcomere.

5.  The Phosphagens

ATP provides the immediate source of energy for
muscles but its concentration is only ~ 5 mM.  As dis-
cussed in Chapter 6, Section D, phosphagens, such
as creatine phosphate, are also present and may

attain a concentration of 20 mM in mammalian mus-
cle.  This provides a reserve of high-energy phospho
groups and keeps the adenylate system buffered at a
high phosphorylation state ratio286 (see Eq. 6-67).

The concentration of both ATP and creatine phos-
phate as well as their rates of interconversion can be
monitored by 31P NMR within living muscles (Figs.
6-4 and 19-22).  Phospho groups were observed to be

B.  Muscle

Creatine-P + ADP Creatine + ATP

Figure 19-22 Phosphorus-31 magnetic resonance spectra of
wrist flexor muscles of the forearm of a trained long-distance
runner at rest and during contraction at three different levels
of exercise.  Ergometer measurements indicating the percent
of initial maximum strength (% max) were recorded over
each 6-min period.  Spectra were obtained during the last 3
min of each period.  Times of spectral data collection:  A,
resting; B, 4–6 min; C, 10–12 min; and D, 16–18 min.  The pH
ranged from 6.9 to 7.0.  From Park et al.288
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transferred from creatine phosphate to ADP to form
ATP with a flux of 13 mmol kg–1s–1 in rat legs.287  The
reverse reaction must occur at about the same rate
because little cleavage of ATP to Pi was observed in the
anaesthetized rats.  Use of surface coils has permitted
direct observation of the operation of this shuttle
system in human muscle (Fig. 19-22)288 as well as in
animal hearts (see Chapter 6).  Only a fraction of the
total creatine present within cells participates in the
shuttle, however.289

C.  Motion in Nonmuscle Cells

At one time actin and myosin were thought to be

present only in muscles, but we know now that both
actin proteins of the myosin family are present in all
eukaryotic cells.  Ameboid movement, the motion of
cilia and flagella, and movement of materials along
microtubules within cells also depend upon proteins
of this group.

1.  Actin-Based Motility

Ameboid movements of protozoa and of cells
from higher organisms, the ruffling movements of cell
membranes, phagocystosis, and the cytoplasmic
streaming characteristic of many plant cells289a have
all been traced to actin filaments or actin cables rather

Bind and stabilize Profilina,b,c,d,e,f,g,h

monomeric actin ADF/Cofilini,j,h,k

Thymosinf,l

Cap actin filament ends CapZm,n

barbed end Fragmino,p

pointed end β-Actinq

Tropomodulinr

Arp2/3, a complex
of seven polypeptides

Sever or dissociate Gelsolins,t,u,v,w

actin filament Depactin
Profilind,e

ADF/cofilinh,k,x,y

TABLE 19-1
Some Actin-Binding Proteins

Function Name

a Aderem, A. (1992) Trends Biochem. Sci. 17, 438 – 443
b Mannherz, H. G. (1992) J. Biol. Chem. 267, 11661– 11664
c Way, M., and Weeds, A. (1990) Nature (London) 344, 292 – 293
d Eads, J. C., Mahoney, N. M., Vorobiev, S., Bresnick, A. R., Wen, K.-K.,

Rubenstein, P. A., Haarer, B. K., and Almo, S. C. (1998) Biochemistry 37,
11171– 11181

e Vinson, V. K., De La Cruz, E. M., Higgs, H. N., and Pollard, T. D. (1998)
Biochemistry 37, 10871– 10880

f Kang, F., Purich, D. L., and Southwick, F. S. (1999) J. Biol. Chem. 274, 36963 –
36972

g Gutsche-Perelroizen, I., Lepault, J., Ott, A., and Carlier, M.-F. (1999) J. Biol.
Chem. 274, 6234 – 6243

h Nodelman, I. M., Bowman, G. D., Lindberg, U., and Schutt, C. E. (1999) J.
Mol. Biol. 294, 1271– 1285

i Lappalainen, P., Fedorov, E. V., Fedorov, A. A., Almo, S. C., and Drubin, D.
G. (1997) EMBO J. 16, 5520 – 5530

j Rosenblatt, J., and Mitchison, T. J. (1998) Nature (London) 393, 739 – 740
k Chen, H., Bernstein, B. W., and Bamburg, J. R. (2000) Trends Biochem. Sci. 25,

19– 23
l Carlier, M.-F., Didry, D., Erk, I., Lepault, J., Van Troys, M. L.,

Vandekerckhove, J., Perelroizen, I., Yin, H., Doi, Y., and Pantaloni, D. (1996)
J. Biol. Chem. 271, 9231– 9239

m Barron-Casella, E. A., Torres, M. A., Scherer, S. W., Heng, H. H. Q., Tsui, L.-
C., and Casella, J. F. (1995) J. Biol. Chem. 270, 21472 – 21479

n Kuhlman, P. A., and Fowler, V. M. (1997) Biochemistry 36, 13461– 13472
o Steinbacher, S., Hof, P., Eichinger, L., Schleicher, M., Gettemans, J.,

Vandekerckhove, J., Huber, R., and Benz, J. (1999) EMBO J. 18, 2923 – 2929
p Khaitlina, S., and Hinssen, H. (1997) Biophys. J. 73, 929 – 937

q See main text
r Gregorio, C. C., Weber, A., Bondad, M., Pennise, C. R., and Fowler, V. M.

(1995) Nature (London) 377, 83 – 86
s Azuma, T., Witke, W., Stossel, T. P., Hartwig, J. H., and Kwiatkowski, D. J.

(1998) EMBO J. 17, 1362 – 1370
t De Corte, V., Demol, H., Goethals, M., Van Damme, J., Gettemans, J., and

Vandekerckhove, J. (1999) Protein Sci. 8, 234 – 241
u McGough, A., Chiu, W., and Way, M. (1998) Biophys. J. 74, 764 – 772
v Sun, H. Q., Yamamoto, M., Mejillano, M., and Yin, H. L. (1999) J. Biol. Chem.

274, 33179 – 33182
w Robinson, R. C., Mejillano, M., Le, V. P., Burtnick, L. D., Yin, H. L., and

Choe, S. (1999) Science 286, 1939 – 1942
x Carlier, M.-F., Ressad, F., and Pantaloni, D. (1999) J. Biol. Chem. 274, 33827–

33830
y McGough, A., and Chiu, W. (1999) J. Mol. Biol. 291, 513 – 519
z Markus, M. A., Matsudaira, P., and Wagner, G. (1997) Protein Sci. 6, 1197–

1209
aa Vardar, D., Buckley, D. A., Frank, B. S., and McKnight, C. J. (1999) J. Mol.

Biol. 294, 1299 – 1310
bb Matsudaira, P. (1991) Trends Biochem. Sci. 16, 87– 92
cc Ono, S., Yamakita, Y., Yamashiro, S., Matsudaira, P. T., Gnarra, J. R.,

Obinata, T., and Matsumura, F. (1997) J. Biol. Chem. 272, 2527– 2533
dd McLachlan, A. D., Stewart, M., Hynes, R. O., and Rees, D. J. G. (1994) J.

Mol. Biol. 235, 1278 – 1290
ee Tsukita, S., Yonemura, S., and Tsukita, S. (1997) Trends Biochem. Sci. 22, 53 –

58
ff Tsukita, S., and Yonemura, S. (1999) J. Biol. Chem. 274, 34507– 34510

Crosslink actin filaments
or monomers

Tight bundles Villinc,z,aa

Loose bundles α-Actininbb

Spectrinbb

Fascincc

MARCKSa

Network Filaminbb,c

Gelactins

Bind actin filaments Talindd

to membrane “ERM” proteinsee,ff

Function Name
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than to microtubules.289b  Actin is one of the most
abundant proteins in all eukaryotes.  Its network of
filaments is especially dense in the lamellipodia of cell
edges, in microvilli, and in the specialized stereocilia
and acrosomal processes (see also pp. 369-370).289c

Actin filaments and cables are often formed rapidly
and dissolve quickly.  When actin filaments grow, the
monomeric subunits with bound ATP are added most
rapidly at the “barbed end” and dissociate from the
filament at the “pointed end” (see Section B,2).94,290

The rate of growth may be ~ 20 – 200 nm / s, which
requires the addition of 10 – 100 subunits / s.291  Various
actin-binding proteins control the growth and stability
of the filaments.  The actin-related proteins Arp2 and
Arp3, as a complex Arp2/3, together with recently
recognized formins.291a, provide nuclei for rapid
growth of new actin filaments as branches near the
barbed ends.290,292–293c

Growth of the barbed ends of actin filaments is
stimulated by phosphoinositides and by members of
the Rho family of G proteins (p. 559)293d through inter-
action with proteins of the WASp group.293b,d,e  The
name WAS comes from the immune deficiency disorder
Wiskott–Aldrich Syndrome.  Yet another family, the
Ena/VASP proteins, are also implicated in actin dy-
namics.  They tend to localize at focal adhesions and
edges of lamellipodia.293e,f  Profilin (Table 19-1) stabiliz-
es a pool of monomeric actin when the barbed ends of
actin filaments are capped.  However, it catalyzes both
the addition of actin monomers to uncapped barbed
ends and rapid dissociation of subunits from pointed
ends, leading to increased treadmilling.294,295  Actin-
severing proteins such as the actin depolymerizing
factor (ADF or cofilin, Table 19-1) promote break-
down of the filaments.296–297a  Treadmilling in the
actin filaments of the lamellipods of crawling cells or
pseudopods of amebas provides a motive force for
many cells291,298–299 ranging from those of Dictyostelium
to human leukocytes.  A series of proteins known as
the ezrin, radixin, moesin (ERM) group attach actin
to integral membrane proteins (Fig. 8-17)292,300,301  and
may interact directly with membrane lipids.301a,b

Bound ATP in the actin subunits is essential for poly-
merization, and excess ATP together with crosslinking
proteins stabilize the filaments.  However, when the
bound ATP near the pointed ends is hydrolyzed to
ADP the filaments become unstable and treadmilling
is enhanced.  Thus, as in skeletal muscle, ATP provides
the energy for movement.

Bacteria also contain filamentous proteins that
resemble F-actin and which may be utilized for cell-
shape determination.301c  Actin-based motility is used
by some bacteria and other pathogens during invasion
of host cells (Box 19-C).  It is employed by sperm cells
of Ascaris and of C. elegans, which crawl by an ameboid
movement that utilizes treadmilling of filaments
formed from a motile sperm protein, which does not

resemble actin.302,302a  Cells are propelled on a glass
surface at rates up to ~1 µm / s.

Various nonmuscle forms of myosin also interact
with actin without formation of the myofibrils of
muscle.299  In most higher organisms nonmuscle myo-
sins often consist of two ~ 200-kDa subunits plus two
pairs of light chains of ~ 17 and 24 kDa each.  These
may form bipolar aggregates, which may bind to pairs
of actin filaments to cause relative movement of two
parts of a cell.303  Movement depending upon the
cytoskeleton is complicated by the presence of a bewil-
dering array of actin-binding proteins, some of which
are listed in Table 19-1.

2. Transport along Microtubules by Kinesin
and Dynein

Many materials are carried out from the cell bodies
of neurons along microtubules in the axons, which in
the human body may be as long as 1 m.  The rates of
this fast axonal transport in neurons may be as high
as 5 µm / s or 0.43 m / day.  The system depends upon
ATP and kinesin (Fig. 19-17) and permits small vesi-
cles to be moved along single microtubules.304–305b

Movement is from the minus end toward the plus end
of the microtubule as defined in Figs. 7-33, 7-34.  Slow-
er retrograde axonal transport carries vesicles from
the synapses at the ends of the axons (Fig. 30-8) back
toward the cell body.  This retrograde transport depends
upon the complex motor molecule cytoplasmic dynein
which moves materials from the plus end of the micro-
tubule toward the minus end.305,305c  In addition to
these movements, as mentioned in Chapter 7, micro-
tubules often grow in length rapidly or dissociate into
their tubulin subunits.  Growth occurs at one end by
addition of tubulin subunits with their bound GTP.
The fast growing plus-ends of the microtubules are
usually oriented toward the cell periphery, while the
minus-ends are embedded in the centrosome or 
microtubule-organizing center (p. 372).306  Just as
with actin, in which bound ATP is hydrolyzed to ADP,
the bound GTP in the β-tubulin subunits of microtubules
is hydrolyzed to GDP307– 310 decreasing the stability of
the microtubules, a phenomenon described as dynamic
instability.  Various microtubule-associated proteins
(MAPs) have strong effects on this phenomenon.311

The MAPs are often regulated by phosphorylation–
dephosphorylation cycles involving serine / threonine
kinases.  Microtubules also undergo posttranslational
alterations not seen in other proteins.  These include
addition or removal of tyrosine at the C terminus.312

Polyglycyl groups containing 3 – 34 glycine residues
may be bound covalently to γ-carboxyl groups of
glutamate side chains in both α- and β-tubulins.312,313

This stabilizes the microtubules and is important to the
long-lived microtubules of the axonomes of flagella and

C.  Motion in Nonmuscle Cells
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BOX 19-C  ACTIN-BASED MOTILITY AND BACTERIAL INVASION

(vasodilator-stimulated phosphoprotein).  The pro-
line-rich region of the bacterial ActA may bind to
VASP to initiate polymerization.g  Both profilin
(Table 19-1) and the crosslinking protein α-actinin
also stimulate comet tail growth.  Myosin does not
participate in actin-based motility, but the hydrolysis
of ATP drives the process through its link to actin
polymerization.i

Although Listeria has been studied most, actin-
based motility is employed by other pathogens as
well, e.g., Shigella flexneri (the dysentery bacterium),k

Rickettsia,l and vaccinia virus.l  Although entero-
pathogenic E. coli do not use this method of move-
ment, they induce accumulation of actin beneath the
bacteria.  They also promote formation of actin-rich
adherent pseudopods and highly organized cyto-
skeletal structures that presumably assist the bacteria
in entering a cell.m

a Cossart, P., and Lecuit, M. (1998) EMBO J. 17, 3797– 3806
b Sechi, A. S., Wehland, J., and Small, J. V. (1997) J. Cell Biol. 137,

155– 167
c Pantaloni, D., Le Clainche, C., and Carlier, M.-F. (2001) Science

292, 1502– 1506
d Mogilner, A., and Oster, G. (1996) Biophys. J. 71, 3030–3045
e Mourrain, P., Lasa, I., Gautreau, A., Gouin, E., Pugsley, A., and

Cossart, P. (1997) Proc. Natl. Acad. Sci. U.S.A. 94, 10034 –10039
f Southwick, F. S., and Purich, D. L. (1994) Proc. Natl. Acad. Sci.

U.S.A. 91, 5168–5172
g Niebuhr, K., Ebel, F., Frank, R., Reinhard, M., Domann, E., Carl,

U. D., Walter, U., Gertler, F. B., Wehland, J., and Chakraborty, T.
(1997) EMBO J. 16, 5433– 5444

h Welch, M. D., Rosenblatt, J., Skoble, J., Portnoy, D. A., and
Mitchison, T. J. (1998) Science 281, 105 – 108

i Loisel, T. P., Boujemaa, R., Pantaloni, D., and Carlier, M.-F.
(1999) Nature (London) 401, 613 –616

j Machesky, L. M., and Cooper, J. A. (1999) Nature (London) 401,
542– 543

k Bourdet-Sicard, R., Rüdiger, M., Jockusch, B. M., Gounon, P.,
Sansonetti, P. J., and Tran Van Nhieu, G. (1999) EMBO J. 18,
5853 –5862

l Cudmore, S., Cossart, P., Griffiths, G., and Way, M. (1995)
Nature (London) 378, 636– 638

m Rosenshine, I., Ruschkowski, S., Stein, M., Reinscheid, D. J.,
Mills, S. D., and Finlay, B. B. (1996) EMBO J. 15, 2613– 2624

Listeria monocytogenes is a dangerous food-borne
bacterium that has become a major problem in the
United States.  This is one of the best understood
intracellular pathogens.  It is able to enter cells, escape
from phagocytic vesicles, spread from cell to cell, and
cross intestinal, blood–brain, and placental barriers.a– c

Within cells these bacteria move using actin-based
motility.  Actin subunits polymerize at one end of
a bacterium leaving a “comet tail” of crosslinked
fibrous actin behind (see micrographs).  Actin poly-
merization occurs directly behind the bacteria with
subunits of monomeric actin adding to the fast
growing “barbed end” (see Section B,2) of the actin
strands.  Growth has been described as a “Brownian
ratchet.”c,d  Continual Brownian movement opens
up spaces behind the bacteria, spaces that are imme-
diately filled by new actin subunits.  This provides a
propulsive force adequate to move the bacteria ahead
at velocities of about 0.3 µm / s.

Polymerization of actin is induced by interaction
of a dimer of a 610-residue bacterial protein ActA
with proteins of the host cell.a,e– h  ActA is a composite
protein with an N-terminal region that protrudes
from the bacterial cell, a central region of proline-rich
repeats that appear to be essential for recognition by
host cells, and a C-terminal hydrophobic membrane
anchor.  There are also regions of close sequence
similarity to the human actin-binding proteins vincu-
lin and zyxin.  The number of host proteins needed
in addition to monomeric actin are:i,j the two actin-
related proteins, Arp2 and Arp3, which stimulate
actin polymerization and branching;h ADF/ cofilin,
which increases the rates, both of growth at the barbed
ends and dissociation from the pointed ends of the
filaments; and Cap Z, which caps barbed ends (Table
19-1).  The need for ADF/ cofilin and Cap Z seems
paradoxical.  Cap Z may cap mostly older and
slower growing filaments, restricting rapid filament
assembly to the region closest to the bacterium.  The
need for ADF/ cofilin is unclear.i  Growth rates are
also enhanced by the human protein called VASP

(A) Listeria cell with “comet tail” of cross-linked actin filaments.  From
Kocks et al. (1992) Cell 68, 521–531.  Courtesy of Pascale Cossart.

(B)  Enlarged section of a thin comet tail of high resolution showing
the actin filaments.  From Sechi et al.b  Courtesy of Antonio Sechi.

A

B
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cilia.  Polyglutamyl groups of 6 – 7 glutamates are also
often added.314

Both dynein and several kinesins act as motors for
formation of the spindle and for movement of chromo-
somes toward the minus ends of spindle microtubules
during mitosis and meiosis (Fig. 26-11).314a  In the
genome of Saccharomyces cerevisiae there is only one
dynein gene, but genes for six different kinesin-type
motor molecules are present.315  In higher organisms
there may be even more genes for kinesins but there
is apparently only one dynein in most species.316

Axonemal dyneins drive the motion of eukaryotic
flagella and cilia.  As with the cytoplasmic dyneins a
complete molecule consists of two or three heavy chains
with molecular mass ~520 kDa, some localized in the
dynein tail, and several lighter chains.305a,317– 321  Like
myosin dynein is an ATPase.

3.  Eukaryotic Cilia and Flagella

The motion of eukaryotic flagella (Fig. 1-8) involves
a sliding of the microtubular filaments somewhat
analogous to the sliding of muscle filaments.305,322– 325

Figure 19-23 (A) Diagram of a cross-sectional view of the
outer portion of a lamellibranch gill cilium.  This has the
9+2 axoneme structure as shown in Fig. 1-8 and in (B).  The
viewing direction is from base to tip.  From M. A. Sleigh.329

(B, C)  Thin-section electron micrographs of transverse (B)
and longitudinal (C) sections of wild-type Chlamydomonas
axonemes.  In transverse section labels A and B mark A and
B subtubules of microtubule doublets; oa, ia, outer and inner
dynein arms, respectively; sp, spokes; cpp, central pair
projections; bk, beaks.  From Smith and Sale.329a

Sliding between the outer doublet microtubules (Fig.
19-23) via their inner and outer arms (dynein com-
pounds) is thought to provide the characteristic bend-
ing waves.325a,b  The movement is powered by dynein
and ATP hydrolysis.  Force and displacement measure-
ments made by optical trapping nanometry suggest
that the characteristic rhythmic beating of flagella
results from an oscillatory property of the dynein.326

The extremely complex structure of flagella is illustrated
in Fig. 19-23.  About 250 individual axonemal proteins
have been detected in flagella of the alga Chlamydo-
monas (Fig. 1-11),327 and a large number of mutants
with various defects in their flagella have been isolated.
The radial spokes (Fig. 19-23) alone contain 17 different
proteins.  These spokes protrude at ~ 29-nm intervals
while the dynein molecules lie between pairs of the
outer microtubule doublets at ~ 24-nm intervals.  The
dynein “arms” protrude from the “A” microtubule of
each outer doublet and make contact with the incom-
plete “B” microtubule of the next doublet (Fig. 19-12).
Although the shapes of the molecules are quite differ-
ent, the basic chemistry of the ATPase activity of the
dynein–microtubule system resembles that of actomy-
osin.  However, the complexity of the dynein arms,328

A B

C
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which exist in two types,  inner and outer, suggests a
complex contraction cycle.

4.  Chemotaxis

As described in Box 11-C, the ameboid cells of the
slime mold Dictyostelium discoideum are attracted to
nutrients such as folic acid during their growth stage.
Later, as the cells undergo developmental changes
they become attracted by pulses of cyclic AMP.330

Occupancy of 7-helix receptors for cAMP on the outer
plasma membrane appears to induce methylation of
both proteins and phospholipids and a rise in cyto-
solic Ca2+ and changes in the cytoskeleton that result
in preferential extension of the actin-rich pseudopods
toward the chemoattractant.331

In a similar manner, human ameboid leukocytes
are attracted to sites of inflammation by various
chemotactic factors.332 These include the 74-residue
cleavage product C5a formed from the fifth component
of complement (Chapter 31),333 various lymphokines
(Chapter 31) secreted by lymphocytes, and peptides
such as VGSE and AGSE, as well as larger peptides
released by mast cells, basophils, or stimulated mono-
cytes334 and oxoicosenoids.335  Polymorphonuclear
leukocytes, upon engulfing sodium urate crystals in
gouty joints, release an 8.4-kDa chemotactic protein
which may cause a damaging response in this arthritic
condition.  Leukotriene B is a potent chemotactic agent
as are a series of specific bacterial products, formylated
peptides such as N-formyl-MLF.332,336

Neutrophils, monocytes, macrophages, eosinophils,
basophils, and polymorphonuclear leukocytes are all
affected by several or all of these factors.  Binding to
specific receptors results in a variety of changes in the
cells.  These include alterations in membrane potential,
cyclic nucleotide levels, and ion fluxes (Na+, K+, Ca2+)
as well as increased methylation of specific proteins.
A reorganization of microtubules and actin fibrils
occurs, probably in response to an altered gradient of
Ca2+.  The morphology of the cells changes, and they
begin immediately to crawl toward the chemoattractants.
It appears that these ameboid cells detect a gradient of
attractant concentration between one end of the cell

and the other, even though the anticipated difference
may amount to only 0.1% of the total.337,338

5.  Other Forms of Movement

Movement is characteristic of life and is caused not
only by motor proteins but by various springs and
ratchets which may be energized in a number of ways.339

A striking example, which any one with a microscope
and some fresh pond water can observe, is contraction
of the stalk of protozoa of the genus Vorticella.  Appar-
ently first reported in 1676 by Leeuwenhoek the organ-
ism’s 2 – 3 mm-long stalk contracts into a coiled spring
(see p. 1 and also p. 281) when the animal is disturbed.
Application of calcium ions causes contraction within
a few milliseconds to ~ 40% of the original length.  The
process reverses slowly after a few seconds.  Contrac-
tion is caused by a spring-like organ the spasmoneme,
which is a bundle of short 2 nm-diameter fibrils inside
the stalk.  The fibrils are thought to be weakly cross-
linked and held in the extended state by electrostatic
repulsion between the negatively charged rods.  Addi-
tion of Ca2+ neutralizes the charges permitting an
entropy-driven collapse of the fibers.339

Another remarkable example is extension of the
acrosomal process from a sperm cell of the horseshoe
crab Limulus polyphemus at fertilization.  A bundle of
actin filaments in a crystalline state lies coiled around
the base of the nucleus.  At fertilization the bundle
uncoils and slides through a tunnel in the nucleus to
form a 60 µm-long acrosomal process within a few
seconds.  The uncoiled bundle is also crystalline.  The
coiled bundle is apparently overtwisted and an actin
crosslinking protein scruin mediates the conforma-
tional alteration that takes place.339  A somewhat related
process may be involved in contraction of bacteriophage
tails (pp. 363, 364)

Some bacteria glide with a twitching movement
induced by rapid retraction of pili.340  Another type
of movement involves the pinching off of vesicles,
e.g., of clathrin-coated pits (Fig. 8-27).  This is a GTP-
driven process that requires a mechanoenzyme called
dynamin.341,342
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Study Questions

1. Describe briefly major aspects of the structure,
properties, locations, and functions of each of the
following proteins of skeletal muscle.

Actin Tropomyosin
Myosin Troponin
Titin Myomesin
Nebulin Desmin
α-Actinin Vimentin
C-protein

2. Describe the generally accepted sliding filament
model of muscle contraction.  List some uncertain-
ties in this description.

3. Compare mechanisms that regulate contraction in
skeletal muscle and in smooth muscle.

4. Compare myosin with kinesins and dyneins.
What features do they have in common?  What
differences can you describe?

5. Compare the properties of actin in skeletal muscle
and in nonmuscle cells.  What is meant by
“treadmilling?”  What is “actin-based motility?”

6. The human genome contains more than 100 genes
for proteins of the kinesin superfamily.  Why?

7. Describe some of the major diseases that involve
muscle proteins.

References

293f. Reinhard, M., Jarchau, T., and Walter, U.
(2001) Trends Biochem. Sci. 26, 243 – 249

294. Gutsche-Perelroizen, I., Lepault, J., Ott, A.,
and Carlier, M.-F. (1999) J. Biol. Chem. 274,
6234 – 6243

295. Kang, F., Purich, D. L., and Southwick, F. S.
(1999) J. Biol. Chem. 274, 36963 – 36972

296. Chen, H., Bernstein, B. W., and Bamburg, J. R.
(2000) Trends Biochem. Sci. 25, 19 – 23

297. Carlier, M.-F., Ressad, F., and Pantaloni, D.
(1999) J. Biol. Chem. 274, 33827 – 33830

297a. Ono, S., McGough, A., Pope, B. J., Tolbert, V.
T., Bui, A., Pohl, J., Benian, G. M., Gernert, K.
M., and Weeds, A. G. (2001) J. Biol. Chem. 276,
5952 – 5958

298. Theriot, J. A., and Mitchison, T. J. (1991)
Nature (London) 352, 126 – 131

299. Stossel, T. P. (1993) Science 260, 1086 – 1094
300. Tsukita, S., and Yonemura, S. (1999) J. Biol.

Chem. 274, 34507 – 34510
301. Hanakam, F., Gerisch, G., Lotz, S., Alt, T., and

Seelig, A. (1996) Biochemistry 35, 11036 – 11044
301a. Niggli, V. (2001) Trends Biochem. Sci. 26, 604 –

611
301b. Caroni, P. (2001) EMBO J. 20, 4332 – 4336
301c. van den Ent, F., Amos, L. A., and Löwe, J.

(2001) Nature (London) 413, 39 – 44
302. Bullock, T. L., Roberts, R. M., and Stewart, M.

(1996) J. Mol. Biol. 263, 284 – 296
302a. Villeneuve, A. M. (2001) Science 291, 2099 –

2101
303. Spudich, J. D., and Lord, K. (1974) J. Biol.

Chem. 249, 6013 – 6020
304. Allen, R. D. (1987) Sci. Am. 256(Feb), 42 – 47
305. Gibbons, I. R. (1988) J. Biol. Chem. 263, 15837 –

15840
305a. Setou, M., Nakagawa, T., Seog, D.-H., and

Hirokawa, N. (2000) Science 288, 1796 – 1802
305b. Goldstein, L. S. B. (2001) Proc. Natl. Acad. Sci.

U.S.A. 98, 6999 – 7003
305c. Fan, J.-S., Zhang, Q., Tochio, H., Li, M., and

Zhang, M. (2001) J. Mol. Biol. 306, 97 – 108
306. Rodionov, V., Nadezhdina, E., and Borisy, G.

(1999) Proc. Natl. Acad. Sci. U.S.A. 96, 115 – 120
307. Burgess, S. A. (1995) J. Mol. Biol. 250, 52 – 63
308. Caplow, M., and Shanks, J. (1998) Biochemistry

37, 12994 – 13002

309. Dougherty, C. A., Himes, R. H., Wilson, L.,
and Farrell, K. W. (1998) Biochemistry 37,
10861 – 10865

310. Hyams, J. S., and Lloyd, C. W., eds. (1994)
Microtubules, Wiley-Liss, New York

311. Drewes, G., Ebneth, A., and Mandelkow, E.-
M. (1998) Trends Biochem. Sci. 23, 307 – 311

312. Vinh, J., Langridge, J. I., Bré, M.-H., Levilliers,
N., Redeker, V., Loyaux, D., and Rossier, J.
(1999) Biochemistry 38, 3133 – 3139

313. Redeker, V., Levilliers, N., Schmitter, J.-M., Le
Caer, J.-P., Rossier, J., Adoutte, A., and Bré,
M.-H. (1994) Science 266, 1688 – 1691

314. Regnard, C., Audebert, S., Desbruyères, E.,
Denoulet, P., and Eddé, B. (1998) Biochemistry
37, 8395 – 8404

314a. Sharp, D. J., Rogers, G. C., and Scholey, J. M.
(2000) Nature (London) 407, 41 – 47

315. Hoyt, M. A., Hyman, A. A., and Bähler, M.
(1997) Proc. Natl. Acad. Sci. U.S.A. 94, 12747 –
12748

316. Barton, N. R., and Goldstein, L. S. B. (1996)
Proc. Natl. Acad. Sci. U.S.A. 93, 1735 – 1742

317. Habura, A., Tikhonenko, I., Chisholm, R. L.,
and Koonce, M. P. (1999) J. Biol. Chem. 274,
15447 – 15453

318. Samsó, M., Radermacher, M., Frank, J., and
Koonce, M. P. (1998) J. Mol. Biol. 276, 927 – 937

319. Shimizu, T., Toyoshima, Y. Y., Edamatsu, M.,
and Vale, R. D. (1995) Biochemistry 34, 1575 –
1582

320. King, S. M., Barbarese, E., Dillman, J. F., III,
Patel-King, R. S., Carson, J. H., and Pfister, K.
K. (1996) J. Biol. Chem. 271, 19358 – 19366

321. Koonce, M. P., Köhler, J., Neujahr, R.,
Schwartz, J.-M., Tikhonenko, I., and Gerisch,
G. (1999) EMBO J. 18, 6786 – 6792

322. Sleigh, M. A., ed. (1974) Cilia and Flagella,
Academic Press, New York

323. Smith, E. F., and Sale, W. S. (1994) in Microtu-
bules (Hyams, J. S., and Lloyd, C. W., eds), pp.
381 – 392, Wiley-Liss, New York

324. Tanaka-Takiguchi, Y., Itoh, T. J., and Hotani,
H. (1998) J. Mol. Biol. 280, 365 – 373

325. Satir, P. (1999) FASEB J. 13, S235 – S237
325a. Fang, Y.-I., Yokota, E., Mabuchi, I., Nakamura,

H., and Obizumi, Y. (1997) Biochemistry 36,
15561 – 15567

325b. Sakakibara, H., Kojima, H., Sakai, Y.,
Katayama, E., and Oiwa, K. (1999) Nature
(London) 400, 586 – 590

326. Shingyoji, C., Higuchi, H., Yoshimura, M.,
Katayama, E., and Yanagida, T. (1998) Nature
(London) 393, 711 – 714

327. Hunt, A. J. (1998) Nature (London) 393, 624 –
625

328. Benashski, S. E., Patel-King, R. S., and King, S.
M. (1999) Biochemistry 38, 7253 – 7264

329. Sleigh, M. A., ed. (1974) Cilia and Flagella, p. 14
Academic Press, New York

329a. Smith, E. F., and Sale, W. S. (1994) in
Microtubules (Hyams, J. S., and Lloyd, C. W.,
eds), pp. 381 – 392, Wiley-Liss, New York

330. Klein, P. S., Sun, T. J., Saxe, C. L., III, Kimmel,
A. R., Johnson, R. L., and Devreotes, P. N.
(1988) Science 241, 1467 – 1472

331. Caterina, M. J., and Devreotes, P. N. (1991)
FASEB J. 5, 3078 – 3085

332. Snyderman, R., and Goetzl, E. J. (1981) Science
213, 830 – 837

333. Gerard, N. P., Bao, L., Xiao-Ping, H., Eddy, R.
L., Jr., Shows, T. B., and Gerard, C. (1993)
Biochemistry 32, 1243 – 1250

334. Thelen, M., Peveri, P., Kernen, P., von
Tscharner, V., Walz, A., and Baggiolini, M.
(1988) FASEB J. 2, 2702 – 2706

335. Schwenk, U., and Schröder, J.-M. (1995) J. Biol.
Chem. 270, 15029 – 15036

336. Hsu, M. H., Chiang, S. C., Ye, R. D., and
Prossnitz, E. R. (1997) J. Biol. Chem. 272,
29426 – 29429

337. Jin, T., Zhang, N., Long, Y., Parent, C. A., and
Devreotes, P. N. (2000) Science 287, 1034 – 1036

338. Chung, C. Y., Funamoto, S., and Firtel, R. A.
(2001) Trends Biochem. Sci. 26, 557 – 566

339. Mahadevan, L., and Matsudaira, P. (2000)
Science 288, 95 – 99

340. Merz, A. J., So, M., and Sheetz, M. P. (2000)
Nature (London) 407, 98 – 102

341. Kirchhausen, T. (1999) Nature (London) 398,
470 – 471

342. McNiven, M. A., Cao, H., Pitts, K. R., and
Yoon, Y. (2000) Trends Biochem. Sci. 25, 115 –
120

 Ch 19IND page -E- 2/14/03, 11:25 AM1127



1128 Chapter 20.  Some Pathways of Carbohydrate Metabolism

N

HO

OH
HO

H

HO
Castanospermine

1
2

35
6

7
8

–

Many steps

G

G

G

M

M

M
M

M

Gn

Gn

Asn

M M

M M

M
M

M

Gn

Gn

Asn

Gn Gn
Gn

Gal Gal

SA SA

Gal

SA

Fuc

“Trimming” of
glycoproteins is
one function of
the Golgi

1129
1130
1131
1132
1135
1136

1137  
1140     
1143
1143
1146

 1147
1148
1148
1149
1150
1152
1152
1153
1153
1155
1155

1156
1157
1157
1159
1160
1160
1161
1161
1168
1168
1168
1169

1169
1170
1170
1172

1173
1179

A.  Interconversions of Monosaccharides
1.  The Metabolism of Galactose
2.  Inositol
3. d-Glucuronic Acid, Ascorbic Acid, and Xylitol
4.  Transformations of Fructose 6-Phosphate
5.  Extending a Sugar Chain with

Phosphoenolpyruvate (PEP)
6.  Synthesis of Deoxy Sugars

B.  Synthesis and Utilization of Oligosaccharides
C.  Synthesis and Degradation of Polysaccharides

1.  Glycogen and Starch
2.  Cellulose, Chitin, and Related Glycans

An insertion mechanism for synthesis of cellulose
Callose and other β-1,3-linked glycans
Chitin
Cell walls of plants

3.  Patterns in Polysaccharide Structures
Dextrans
Lipid-dependent synthesis of polysaccharides

D.  Proteoglycans and Glycoproteins
1. Glycosaminoglycans
2. O-Linked Oligosaccharides
3. Assembly of N-Linked Oligosaccharides  on

 Glycosyl Carrier Lipids
Trimming of glycoprotein oligosaccharides
Extensions and terminal elaborations
The perplexing Golgi apparatus
Lysosomal enzymes
The hepatic asialoglycoprotein (Gal) receptor

E.  Biosynthesis of Bacterial Cell Walls
The O-antigens and lipid A
Gram-positive bacteria

F.  Biosynthesis of Eukaryotic Glycolipids
1. Glycophosphatidylinositol (GPI) Anchors
2. Cerebrosides and Gangliosides

G.  The Intracellular Breakdown of Polysaccharides
and Glycolipids
1.  Mucopolysaccharidoses
2.  Sphingolipidoses
3.  Causes of Lysosomal Diseases
4.  Can Lysosomal Diseases Be Treated?

References
Study Questions

1131

1139
1142
1145

1149       

1151
1164
1166

1171

Boxes
Box 20-A Fructose for Sperm Cells via the

Polyol Pathway
Box 20-B The Biosynthesis of Streptomycin
Box 20-C Osmotic Adaptation
Box 20-D Genetic Diseases of Glycogen

Metabolism
Box 20-E Oligosaccharides in Defensive and

Other Responses of Plants
Box 20-F What Does Boron Do?
Box 20-G Penicillins and Related Antibiotics
Box 20-H Antibiotic Resistance and Vancomycin

Tables
Table 20-1 Lysosomal Storage Diseases:

Sphingolipidoses and
Mucopolysaccharidoses

Contents

The branched oligosaccharides of glycoprotein surfaces are
formed on asparagine side chains of selected cell surface
proteins.  The oligosaccharide at the left is formed in the ER
and is transferred intact (Fig. 20-6) to an acceptor asparagine.
It is then trimmed by removal of glucose and mannose units
and residues of glucosamine, galactose, and fucose are added
as in Fig. 20-7.  These reactions begin in the ER and continue in
the Golgi apparatus (right).  See also Fig. 20-8.
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Some Pathways of
Carbohydrate Metabolism 20

The general principles of biosynthesis, as well
as the pathways of formation of major carbohydrate
and lipid precursors, are considered in Chapter 17.
Also described are the processes of gluconeogenesis,
the synthesis of glucose 6-phosphate and fructose
6-phosphate from free glucose, and typical polymer-
ization pathways for formation of polysaccharides.  In
this chapter, additional aspects of the metabolism of
monosaccharides, oligosaccharides, polysaccharides,
glycoproteins, and glycolipids are considered.  These
are metabolic transformations that affect the physical
properties of cell surfaces and body fluids.  They are
essential to signaling between cells, to establishment
of the immunological identity of individuals, and to
the development of strong cell wall materials.  Some
of the differences in carbohydrates found in bacteria,
fungi, green plants, and mammals are considered.

A.  Interconversions of Monosaccharides

Chemical interconversions between compounds
are easiest at the level of oxidation of carbohydrates.
Consequently, many reactions by which one sugar can
be changed into another are known.  Most of the trans-
formations take place in the “sugar nucleotide deriva-
tives” (see also Eq. 17-56).  The first of this group of
compounds to be recognized was uridine diphosphate
glucose (UDPG), which was discovered around 1950
by L. F. Leloir1,2 during his investigation of the metab-
olism of galactose 1-P.  The fact that interconversions
of hexoses take place largely at the sugar nucleotide
level was unknown at the time.  Leloir’s studies led
to the characterization of both UDP-glucose and UDP-
galactose.

Figure 20-1 summarizes pathways by which glucose
6-phosphate or fructose 6-phosphate can be converted
into many of the other sugars found in living things.
Galactose and mannose can also be interconverted
with the other sugars.  A kinase forms mannose 6-
phosphate which equilibrates with fructose 6-phosphate.
Galactokinase converts free galactose to galactose 1-
phosphate, which can be isomerized to glucose 1-
phosphate by the reactions of Eq. 20-1.  Fructose, an
important human dietary constituent3 derived largely
by hydrolysis of sucrose, can also be formed in tissues
via the sorbitol pathway4 (Box 20-A).  Fructose can
be phosphorylated to fructose 1-phosphate by liver
fructokinase.  We have no mutase able to convert
fructose 1-P to fructose 6-P, but a special aldolase
cleaves fructose 1-P to dihydroxyacetone phosphate
and free glyceraldehyde.  Lack of this aldolase leads to
occasionally observed cases of fructose intolerance.5,6

The glyceraldehyde formed from fructose can be
metabolized by reduction to glycerol followed by
phosphorylation (glycerol kinase) and reoxidation to
dihydroxyacetone phosphate.  Some phosphorylation of
fructose 1-P to fructose 1,6-P2 apparently also occurs.7

Interconversion of ribose 5-P and other sugar phosphates
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1130 Chapter 20.  Some Pathways of Carbohydrate Metabolism

is a central part of the pentose phosphate pathway
(Fig. 17-8).  Free ribose can be phosphorylated by a
ribokinase.8

Oxidation of UDP-glucose in two steps9,9a by NAD+

yields UDP-glucuronic acid, which can be epimerized
to UDP-galacturonic acid.  Likewise (see bottom of
Fig. 20-1), guanosine disphosphate-mannose (GDP-
mannose) is oxidized to GDP-mannuronic acid, which
undergoes 4-epimerization to GDP-guluronic acid.
Looking again at the top of the
scheme, notice that UDP-D-gluc-
uronic acid may be epimerized at
the 5 position to UDP-L-iduronic
acid.  However, the iduronic acid
residues in dermatan sulfate arise
by inversion at C-5 of D-glucuronic
acid residues in the polymer.10

The mechanism of these reactions,
like that of the decarboxylation
of UDP-glucuronic acid to UDP-
xylose (near the top of Fig. 20-1),
apparently have not been well
investigated.

Notice that glucuronic acid is
abbreviated GlcA, in accord with
IUB recommendations.  However,
many authors use GlcUA, ManUA,
etc., for the uronic acids.

1.  The Metabolism of
Galactose

The reactions of galactose have
attracted biochemists’ interest be-
cause of the occurrence of the rare
(30 cases / million births) hereditary
disorder galactosemia.  When this
defect is present, the body cannot
transform galactose into glucose
metabolites but reduces it to the
sugar alcohol galactitol or oxidizes
it to galactonate, both products
being excreted in the urine.  Unfor-
tunately, severe gastrointestinal
troubles often appear within a few
days or weeks of birth. Growth is
slow and cataracts develop in the
eyes, probably as a result of the
accumulating galactitol.  Death may
come quickly from liver damage.
Fortunately, galactose-free diets can
be prepared for young infants, and
if the disease is diagnosed promptly
the most serious damage can be
avoided.  However, it has not been
possible to prevent long-term effects

that include speech difficulties, learning disabilities,
and ovarian dysfunction.1,11

In some less seriously affected galactosemic patients
galactokinase (Eq. 20-1, step a) is absent, but it is more
often galactose-1-phosphate uridyltransferase
(Eq. 20-1, step b) that is missing or inactive.12–15a  This
enzyme transforms galactose 1-P to UDP-galactose by
displacing glucose 1-P from UDP-glucose.  The UDP-
galactose is then isomerized by the NAD+-dependent

Figure 20-1  Some routes of interconversion of monosaccharides and of
polymerization of the activated glycosyl units.
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1131A.  Interconversions of Monosaccharides

BOX 20-A  FRUCTOSE FOR SPERM CELLS VIA THE POLYOL PATHWAY

a McGilvery, R. W. (1970) Biochemistry, A Functional Approach,
Saunders, Philadelphia, Pennsylvania (pp. 631– 632)

b Hers, H. G. (1960) Biochim. Biophys. Acta. 37, 127–
c Gitzelmann, R., Steinmann, B., and Van den Berghe, G. (1995)

in The Metabolic and Molecular Bases of Inherited Disease, 7th ed.,
Vol. 1 (Scriver, C. R., Beaudet, A. L., Sly, W. S., and Valle, D.,
eds), pp. 905 – 935, McGraw-Hill, New York

d Prendergast, F. G., Veneziale, C. M., and Deering, N. G. (1975)
J. Biol. Chem. 250, 1282 – 1289

e Luque, T., Hjelmqvist, L., Marfany, G., Danielsson, O., El-
Ahmad, M., Persson, B., Jörnvall, H., and Gonzàlez-Duarte, R.
(1998) J. Biol. Chem. 273, 34293 – 34301

f Podlasek, C. A., and Serianni, A. S. (1994) J. Biol. Chem. 269,
2521– 2528

g Lee, A. Y. W., and Chung, S. S. M. (1999) FASEB J. 13, 23 – 30
h Srivastava, S., Watowich, S. J., Petrash, J. M., Srivastava, S. K.,

and Bhatnagar, A. (1999) Biochemistry 38, 42 – 54

An interesting example of the way in which the
high [NADPH]/ [NADP+] and [NAD+]/ [NADH]
ratios in cells can be used to advantage is found in
the metabolism of sperm cells.  Whereas D-glucose
is the commonest sugar used as an energy source
by mammalian cells, spermatozoa use principally
D-fructose, a sugar that is not readily metabolized
by cells of surrounding tissues.a– c  Fructose, which
is present in human semen at a concentration of 12
mM, is made from glucose by cells of the seminal
vesicle by reduction with NADPH to the sugar
alcohol D-sorbitol, which in turn is oxidized in the
2 position by NAD+.  The combination of high
[NADPH]/ [NADP+] and high [NAD+]/ [NADH]
ratio is sufficient to shift the equilibrium far toward
fructose formation.d

The polyol pathway is an active bypass of the
dominant glycolysis pathway in many organisms.e

Sorbitol and other polyols such as glycerol, erythritol,
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threitol, and ribitol serve as cryoprotectants in
plants, insects, and other organisms.f  Sorbitol is
also an important osmolyte in some organisms
(see Box 20-C).  On the other hand, accumulation
of sorbitol in lenses of diabetic individuals has often
been blamed for development of cataract.  However,
doubts have been raised about this conclusion.  The
polyol pathway is more active than normal in dia-
betes, and there is evidence that the increased flow
in this pathway may lead to an increase in oxidative
damage to the lens.  This may result, in part, from
the depletion of NADPH needed for reduction of
oxidized glutathione in the antioxidant system.g

Aldose reductase inhibitors, which reduce the rate
of sorbitol formation, decrease cataract formation.
However, the reason for this is not yet clear.h

UDP-Gal 4-epimerase16–16b (Eq. 20-1, step c; see also
Eq. 15-13 and accompanying discussion).  Absence of
this enzyme also causes galactosemia.11  The overall
effect of the reactions of Eq. 20-1 is to transform galac-
tose into glucose 1-P.  At the same time, the 4-epimer-
ase can operate in the reverse direction to convert
UDP-glucose to UDP-galactose, when the latter is
needed for biosynthesis (Fig. 20-1).

Another enzyme important to galactose metabo-
lism, at least in E. coli, is galactose mutarotase.17

Cleavage of lactose by β-galactosidase produces β-D-
galactose which must be converted to the α-anomer by
the mutarotase before it can be acted upon by galac-
tokinase.  Galactose is present in most glycoproteins
and glycolipids in the pyranose ring form.  However,
in bacterial O-antigens, in cell walls of mycobacteria
and fungi, and in some protozoa glactose occurs in the
furanose form.  The precursor is UDP-Galf, which is
formed from UDP-Galp by UDP-Galp mutase.17a

2.  Inositol

Related to the monosaccharides is the hexahydroxy-
cyclohexane myo-inositol (Eq. 20-2).  This cyclitol,
which is apparently present universally within cells
(Fig. 11-9), can be formed from glucose-6-P according
to Eq. 20-2 using a synthase that contains bound

a

b c
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ATP
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1132 Chapter 20.  Some Pathways of Carbohydrate Metabolism

NAD+.  In addition to the two redox steps (Eq. 20-2, b
and d), this enzyme catalyzes both the conversion of
the β anomer of glucose 6-P to the open-chain aldehyde
form and the internal aldol condensation of Eq. 20-2,
step c.18-19b  The pro-R hydrogen at C-6 of glucose 1-P
is lost in step b while the pro-S hydrogen is retained.20

The ring numbering system is different for glucose
and for the inositols,  C-5 of glucose 1-P becoming C-2
of L-myo-inositol.  Since myo-inositol contains a plane
of symmetry D- and L- forms are identical.  However,
they are numbered differently (Eq. 20-2).  The phospho-
inositides and inositol polyphosphates are customarily
numbered as derivatives of D-myo-inositol.

Synthesis of inositol by animals is limited and
myo-inositol is sometimes classified as a vitamin.  Mice
grow poorly and lose some of their hair if deprived of
dietary inositol.  Various phosphate esters of inositol

occur in nature.  For example, large amounts of the
hexaphosphate (phytic acid) are present in grains,
usually as the calcium or mixed Ca2+–Mg2+ salts known
as phytin.  The two apical cells of the 28-cell larvae
of mesozoa (Fig. 1-12A) contain enough magnesium
phytate in granular form to account for up to half of
the weight of the larvae.21  Inositol pentaphosphate
is an allosteric activator for hemoglobin in birds and
turtles (p. 358).  Di-myo-inositol-1,1'-phosphate is an
osmolyte in some hypothermophilic archaea.19a  Ino-
sitol is a component of galactinol, the β glycoside of
D-galactose with inositol (Eq. 20-15).  Galactinol, as
well as free inositol, circulates in human blood and in
plants and may be a precursor of cell wall polysaccha-
rides.  However, in our own bodies the greatest impor-
tance for inositol doubtless lies in the inositol-containing
phospholipids known as phosphoinositides (Figs.

8-2, 11-9, 21-5).  Their function in
generation of “second messengers”
for various hormones is dealt with
in Chapters 11 and 21.

A person typically ingests daily
about one gram of inositol, some
in the free form, some as phospho-
inositides, and some as phytin.  As
much as four grams of inositol per
day may be synthesized in the kid-
neys.22  Breast milk is rich in inositol
and dietary supplementation with
inositol has increased survival of
premature infants with respiratory
distress syndrome.22   The action of
insulin is reported to be improved
by administration of D-chiro-inositol
(p. 998) to women with polycystic
ovary syndrome.22a

3. D-Glucuronic Acid,
Ascorbic Acid, and Xylitol

In bacteria, as well as in animal
kidneys,23 inositol may be converted
to D-glucuronic acid (Fig. 20-1) with
the aid of an oxygenase.  Free glu-
curonic acid may also be formed
by animals from glucose or from
UDP-glucose (Fig. 20-2).  Within
the animal body glucuronic acid
can be reduced with NADH (Fig.
20-2, step a) to yield L-gulonic acid,
an aldonic acid that could also be
formed by oxidation at the alde-
hyde end of the sugar gulose.
Because C-6 of the glucuronic acid
has become C-1 of gulonic acid,
the latter belongs to the L family of
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1133A.  Interconversions of Monosaccharides

Figure 20-2   Some pathways of metabolism of D-glucuronic acid and of ascorbic acid, vitamin C.
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1134 Chapter 20.  Some Pathways of Carbohydrate Metabolism

sugars.  Gulonic acid can be converted to a cyclic
lactone (step b) which, in a two-step process involving
dehydrogenation and enolization (steps c and d), is
converted to L-ascorbic acid.  This occurs in most
higher animals.24  However, the dehydrogenation step
is lacking in human beings and other primates, in the
guinea pig, and in a few other species.  One might say
that we and the guinea pig have a genetic defect at
this point which obliges us to eat relatively large quan-
tities of plant materials to satisfy our bodily needs for
ascorbic acid (see Box 18-D).  Gulonolactone oxidase
is one of the enzymes containing covalently bound
8α-(N1-histidyl)riboflavin.25  The defective human
gene for this enzyme has been identified, isolated,
and sequenced.  It is found to have accumulated a
large number of mutations, which have rendered it
inactive and now only a pseudogene.26 Mice with
an inactivated gulonolactone oxidase have a dietary
requirement for vitamin C similar to that of humans.
They suffer severe vascular damage on diets marginal
in ascorbic acid.26a  Even in rodents Na+-dependent
ascorbic acid transporters are present in metabolically
active tissues to bring the vitamin from the blood into
cells.26b

A clever bit of genetic engineering has permitted
the conversion of D-glucose to 2-oxo-L-gulonate in the
enzymatic sequence of Eq. 20-3, a, b.

The bacterium Erwinia herbicola naturally has the ability
to oxidize glucose to 2,5-bisoxo-D-gluconate (Eq. 20-3,
step a) but cannot carry out the next step, the stereo-
specific reduction to 2-oxo-L-gulonate.  However, a
gene encoding a suitable reductase was isolated from

a genomic library from Corynebacterium.  The cloned
gene was fused to an E. coli trp promoter (see Chapter
28) and was introduced in a multicopy plasmid into
E. herbicola.  The resultant organism can carry out
both steps a and b of Eq. 20-3 leaving only step c, a
nonenzymatic acid-catalyzed reaction, to complete
an efficient synthesis of vitamin C from glucose.27

Higher plants make large amounts of L-ascorbate,
which in leaves may account for 10% of the soluble
carbohydrate content.28  However, the pathway
of synthesis differs from that in Fig. 20-2.  Both
D-mannose and L-galactose are efficient precursors.
The pathway in Eq. 20-4, which starts with GDP-D-
mannose and utilizes known enzymatic processes,
has been suggested.28,29  The GDP-D-mannose-3,
5-epimerase is a well documented but poorly under-
stood enzyme.  Multistep mechanisms related to that
of UDP-glucose 4-epimerase (Eqs. 20-1, 15-14) can be
envisioned.

Ascorbic acid is readily oxidized to dehydro-
ascorbic acid (Box 18-D; Fig. 20-2, step e), which may
be hydrolyzed to L-bisoxogulonic acid (step f ).  The
latter, after decarboxylation and reduction, is converted
to L-xylulose (steps g and h), a compound that can also
be formed by a standard oxidation and decarboxylation
sequence on L-gulonic acid (step i).  Reduction of
xylulose to xylitol and oxidation of the latter with
NAD+ (steps j and k) produces D-xylulose, which can
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be phosphorylated with ATP and enter the pentose
phosphate pathways.  A metabolic variation produces
a condition called idiopathic pentosuria.  Affected
individuals cannot reduce xylulose to xylitol and,
hence, excrete large amounts of the pentose into the
urine, especially if the diet is rich in glucuronic acid.
The “defect” seems to be harmless, but the sugar in
the urine can cause the condition to be mistaken for
diabetes mellitus.30

Xylitol is as sweet as sucrose and has been used as
a food additive.  Because it does not induce formation
of dental plaque, it is used as a replacement for sucrose
in chewing gum.  It appeared to be an ideal sugar
substitute for diabetics.  However, despite the fact that
it is already naturally present in the body, ingestion of
large amounts of xylitol causes bladder tumors as well
as oxalate stones in rats and mice.  Its use has, there-
fore, been largely discontinued.  A possible source of
the problem may lie in the conversion by fructokinase
of some of the xylitol to D-xylulose 1-P, which can be
cleaved by the xylulose 1-P aldolase to dihydroxyace-
tone P and glycolaldehyde.

The latter can be oxidized to oxalate and may also be
carcinogenic.  As indicated in the upper left corner of
Fig. 20-2, UDP-glucuronate can be decarboxylated to
UDP-xylose.

4.  Transformations of Fructose 6-Phosphate

Biosynthesis of D-glucosamine 6-phosphate is
accomplished by reaction of fructose 6-P with gluta-
mine (Eq. 20-5):

Glutamine is one of the principal combined forms of
ammonia that is transported throughout the body
(Chapter 24).  Glucosamine 6-phosphate synthase,
which catalyzes the reaction of Eq. 20-5, is an amido-
transferase of the N-terminal nucleophile hydrolase
superfamily (Chapter 12).31  It hydrolyzes the amide

A.  Interconversions of Monosaccharides
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linkage of glutamine.  The released ammonia pre-
sumably reacts with the carbonyl group of fructose
6-P to form an imine,32– 34a which then undergoes
a reaction analogous to that catalyzed by sugar
isomerases.35  The resulting D-glucosamine 6-P is
acetylated on its amino group by transfer of an acetyl
group,36 and a mutase moves the phospho group to
form N-acetylglucosamine 1-P.  In E. coli acetylation
occurs on GlcN 1-P and is catalyzed by a bifunctional
enzyme that also has mutase activity.37-37b  The result-
ing N-acetylglucosamine 1-P is converted to UDP-N-
acetylglucosamine (UDP-GlcNAc) with cleavage of
UTP to inorganic pyrophosphate as in the synthesis of
UDP-glucose (Eq. 17-56).  Cells of E. coli are also able
to catabolize glucosamine 6-phosphate.  A deaminase,
with many properties similar to those of GlcN 6-P
synthase, catalyzes a reaction resembling the reverse
of Eq. 20-5 but releasing NH3.38,39

One of the compounds formed from UDP-GlcNAc
is UDP-N-acetylmuramic acid.  The initial step in its
synthesis is an unusual type of displacement reaction
on the α-carbon of PEP by the 3-hydroxyl group of the
sugar (Eq. 20-6, step a).40-41c  Inorganic phosphate is  
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1136 Chapter 20.  Some Pathways of Carbohydrate Metabolism

displaced with formation of an enolpyruvyl derivative
of UDP-GlcNAc.  This derivative is then reduced by
NADPH (Eq. 20-6, step b).42-43a  A second sugar nucle-
otide formed from UDP-GlcNAc is UDP-N-acetyl-
galactosamine (UDP-GalNAc), which may be created
by the same 4-epimerase that generates UDP-Gal (Eq.
20-1).44  Some animal tissues such as kidney and liver
also have a GalNAc kinase that may salvage, for
reuse, GalNAc that arises from the degradation of
complex polysaccharides.44   Bacteria may dehydroge-
nate UDP-GalNAc to UDP-N-acetylgalactosaminuric
acid (UDP-GalNAcA).44a

UDP-GlcNAc can be converted to UDP-N-acetyl-
mannosamine (UDP-ManNAc) with concurrent elimi-
nation of UDP (Eq. 20-7).45– 47b  This unusual epimeri-
zation occurs without creation of an adjacent carbonyl
group that would activate the 2-H for removal as a
proton.  As indicated by the small arrows in Eq. 20-7,
step a’, the UDP is evidently eliminated.  In a bacterial
enzyme it remains in the E–S complex and is returned
after a conformational change involving the acetamido
group.  This allows the transient C1–C2 double bond
to be protonated from the opposite side (Eq. 20-7,
step a).47  In bacteria the UDP-ManNAc may be dehy-
drogenated to UDP-N-acetylmannos-aminuronic acid
(ManNAcA).  Both ManNAc and ManNAcA are com-
ponents of bacterial capsules.47

In mammals the epimerase (Eq. 20-7, step a’)
probably utilizes a similar chemical mechanism but
eliminates UDP and replaces it with HO– to give
free N-acetylmannosamine, which is then phosphor-
ylated on the 6-hydroxyl (Eq. 20-7, step b).  ManNAc
may also be formed from free GlcNAc by another
2-epimerase (step a’’).47c,d

5. Extending a Sugar Chain with
Phosphoenolpyruvate (PEP)

The six-carbon chain of ManNAc 6-P can be ex-
tended by three carbon atoms using an aldol-type
condensation with a three-carbon fragment from PEP
(Eq. 20-7, step c) to give N-acetylneuraminic acid
(sialic acid).48  The nine-carbon chain of this molecule
can cyclize to form a pair of anomers with 6-membered
rings as shown in Eq. 20-7.  In a similar manner, arabi-
nose 5-P is converted to the 8-carbon 3-deoxy-D-
manno-octulosonic acid (KDO) (Fig. 4-15), a com-
ponent of the lipopolysaccharide of gram-negative
bacteria (Fig. 8-30), and D-Erythrose 4-P is converted
to 3-deoxy-D-arabino-heptulosonate 7-P, the first meta-
bolite in the shikimate pathway of aromatic synthesis
(Fig. 25-1).48a  The arabinose-P used for KDO synthesis
is formed by isomerization of D-ribulose 5-P from the
pentose phosphate pathway, and erythrose 4-P arises
from the same pathway.

The mechanism of the aldol condenstion that
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forms these sugars is somewhat unexpected.  A reac-
tive enolate anion can be formed from PEP by hydro-
lytic attack on the phospho group with cleavage of
the O – P bond.  However, in reactions such as step a of
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Eq. 20-6, step c of Eq. 20-7,and also in EPSP synthase
(Eq. 25-4) the initial condensation does not involve
O– P cleavage.  NMR studies of the action of KDO
synthase reveal that the C – O bond of PEP is cleaved
as is indicated in Eq. 20-8.49-52b  The si face of PEP faces
the re face of the carbonyl group of the sugar phosphate.
A carbanionic center is generated at C-3 of PEP with
possible participation of the phosphate oxygen as well
as electrostatic stabilization of the carbocation formed
in step a.  Ring closure (step b) occurs with loss of Pi.
The immediate product of the aldol condensation, in
Eq. 20-7, is N-acetylneuraminic acid 9-phosphate,
which is cleaved through phosphatase action (step d)
and is activated to the CMP derivative by reaction
with CTP (Eq. 20-7,step e).52c  Further alterations may
occur.  For example, CMP-Neu5Ac is hydroxylated to
form CMP-N-glycolylneuraminic acid.53  Furthermore,
an additional type of sialic acid, 2-oxo-3-deoxy-D-
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glycero-D-galacto-nononic acid (KDN), has been found
in human developmentally regulated glycoproteins
and also in many other organisms.54-55a  It has an – OH
group in the 5-position rather than the acetamido
group of the other sialic acids.  Like NeuNAc it is
activated by reaction with CTP forming CMP-KDN.
These activated monosaccharides differ from most
others in being derivatives of a CMP rather than of
CDP.  More than 40 different naturally occuring varia-
tions of sialic acid have been identified.55b

In a similar fashion, KDO is converted to the
β-linked CMP-KDO,56-56b which is incorporated into
lipid A as shown in Fig. 20-10.  The ADP derivative
of the L-glycero-D-manno-heptose (Fig. 4-15), which
is also present in the lipopolysaccharide of gram-
negative bacteria, is formed from sedoheptulose 7-P
in a five-step process (Eq. 20-9).57-58b

6.  Synthesis of Deoxy Sugars

Metabolism of sugars often involves dehydration
to α,β-unsaturated carbonyl compounds.  An example
is the formation of 2-oxo-3-deoxy derivatives of sugar
acids (Eq. 14-36).  Sometimes a carbonyl group is
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1138 Chapter 20.  Some Pathways of Carbohydrate Metabolism

created by oxidation of an – OH group, apparently for
the sole purpose of promoting dehydration.  For exam-
ple, the biosynthesis of L-rhamnose from D-glucose is a
multistep process (Eq. 20-10) that takes place while the
sugars are attached to deoxythymidine diphosphate.59,59a,b

Introduction of the carbonyl group by dehydrogena-
tion with tightly bound NAD+ (Eq. 20-10, step a) is
followed by dehydration (step b).59c,d  To complete the
sequence, the double bond formed by dehydration is
reduced (step c) by the NADH produced in step a.
A separate enzyme, a 3,5-epimerase catalyzes inver-
sion at both C-3 and C-5 (step d).59e  Finally, a third en-
zyme is needed for a second reduction (step e) using
NADPH.59f  The biosynthesis of GDP-L-fucose from
GDP-D-mannose occurs by a parallel sequence.60-61b

The metabolism of free L-fucose (6-deoxy-L-galac-
tose), which is present in the diet and is also generated
by degradation of glycoproteins, resembles the Entner–
Doudoroff pathway of glucose metabolism (Eq. 17-18).
Similar degradative pathways act on D-arabinose and
L-galactose.60

Bacterial surface polysaccharides contain a vari-
ety of dideoxy sugars.  The four 3,6-dideoxy sugars 
D-paratose (3,6-dideoxy-D-glucose), D-abequose
(3,6-dideoxy-D-galactose), D-tyvelose (3,6-dideoxy-D-
mannose), and L-ascarylose (3,6-dideoxy-L-mannose),
whose structures are shown in Fig. 4-15, arise from
CDP-glucose.60a  This substrate is first converted, in
reactions parallel to the first three steps of Eq. 20-10, to
4-oxo-6-deoxy-CDP-glucose which reacts in two steps
with pyridoxamine 5'-phosphate (PMP) and NADH
(Eq. 20-11).  This unusual reaction62– 65 is catalyzed by a
two-enzyme complex.  The first component, E1, cata-
lyzes the formation of a Schiff base of the substrate
with PMP and a transamination, which also accom-
plishes dehydration, to give an unsaturated sugar ring
(Eq. 20-11, step a).  The protein also contains an Fe2S2
center suggesting a possible one-electron transfer.  The
second component, E3, contains both an Fe2S2 plant
type ferredoxin center and bound FAD.65  Observation
by EPR spectroscopy revealed accumu-
lation of an organic free radical64 that
may be an intermediate in step b of Eq.
20-11.  Hydrolysis, epimerization at C-
5, and reduction yields L-ascarylose.
A similar reaction sequence without
the last epimerization would yield
D-abequose.  CDP-D-tyvelose arises by
C-2 epimerization of CDP-D-paratose.65a

Other unusual sugars66– 68 are formed
from intermediates in Eq. 20-11.  One
is a 3-amino-3,4,6-trideoxyhexose
in which the amino group has been
provided by transamination67 (see also
Box 20-B).

The unusual sulfur-containing
sugar 6-sulfoquinovose is present in
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BOX 20-B  THE BIOSYNTHESIS OF STREPTOMYCIN

Streptomycin, the kanamycins, neomycins,
and gentamycins form a family of medically impor-
tant aminoglycoside antibiotics.a  They are all
water-soluble basic carbohydrates containing three
or four unusual sugar rings. D-Glucose is a precur-
sor of streptomycin, all three rings being derived
from it.  While the route of biosynthesis of 2-deoxy-2-
methylamino-L-glucose is not entirely clear, the
pathways to L-streptose and streptidine, the other
two rings, have been characterized.b– d  The starting
material for streptidine synthesis is a nucleoside
diphosphate sugar, which is an intermediate in the
synthesis of L-rhamnose (Eq. 20-10).  The carbon–
carbon chain undergoes an aldol cleavage as shown
in step a of the following equation:

OH
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The ring-open product is written
here as an enediol, which is able to
recyclize in an aldol condensation
(step b) to form a five-membered
ring with a branch at C-3.  The L-
streptosyl nucleoside diphosphate
formed in this way serves as the
donor of streptose to streptomycin.

The basic cyclitol streptidine is
derived from myo-inositol, which
has been formed from glucose 6-P
(Eq. 20-2).  The guanidino groups
are introduced by oxidation of the
appropriate hydroxyl group to a
carbonyl group followed by tran-
samination from a specific amino
donor.  In the first step, illustrated
by the following equation, gluta-
mine is the amino donor for the
transamination, the oxoacid prod-
uct being α-oxoglutaramic acid.

A.  Interconversions of Monosaccharides
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1140 Chapter 20.  Some Pathways of Carbohydrate Metabolism

the hemiacetal groups of both sugar rings are blocked.
However, sucrose is thermodynamically reactive, the
glucosyl group having a group transfer potential of
29.3 kJ mol–1.  It is extremely sensitive toward hydrol-
ysis catalyzed by acid.  Transport of sugar in the form
of a disaccharide provides an advantage to plants in
that the disaccharide has a lower osmotic pressure
than would the same amount of sugar in monosaccha-
ride form.

Biosynthesis of sucrose71,71a utilizes both UDP-
glucose and fructose 6-P (Eq. 20-13).  Reaction of UDP-
glucose with fructose can also occur to give sucrose
directly.72  Because this reaction is reversible, sucrose
serves as a source of UDP-glucose for synthesis of
cellulose and other polysaccharides in plants.  Metab-
olism of sucrose in the animal body begins with the
action of sucrase (invertase), which hydrolyzes the
disaccharide to fructose and glucose (Eq. 20-14, step a).
The same enzyme is also found in higher plants and
fungi.  Mammalian sucrase is one of several carbohy-
drases that are anchored to the external surfaces of
the microvilli of the small intestines.  Sucrose is bound

the sulfolipid of chloroplasts (p. 387).69  A possible
biosynthetic sequence begins with transamination of
cysteic acid to 3-sulfopyruvate, reduction of the latter
to sulfolactaldehyde, and aldol condensation with
dihydroxyacetone-P as indicated in Eq. 20-12a.70  See
also Eq. 24-47 and Fig. 4-4.  However, biosynthesis
in chloroplasts appears to start with action of a 4,6-
dehydratase on UDP-glucose followed by addition of
sulfite and reduction (Eq. 20-12b).70a,b  The sulfite is
formed by reduction of sulfate via adenylyl sulfate
(Fig. 24-25).  However, biosynthesis in chloroplasts
appears to start with action of a 4,6-dehydratase on
UDP-glucose followed by addition of sulfite and
reduction (Eq. 20-12b).70a,b  The sulfite is formed by
reduction of sulfate via adenylyl sulfate (Fig. 24-25).

B. Synthesis and Utilization of
Oligosaccharides

Our most common food sugar sucrose is formed
in all green plants and nowhere else.  It is made both
in the chloroplasts and in the vicinity of other starch
deposits.  It serves both as a transport sugar and,
dissolved within vacuoles, as an energy store.  Sucrose
is very soluble in water and is chemically inert because

UDP–Glc Sucrose 6–P Sucrose
H2O

PiFru-6–P (20-13)

BOX 20-B  THE BIOSYNTHESIS OF STREPTOMYCIN (continued)

The amino group on the ring now receives an
amidine group, which is transferred from arginine
by nucleophilic displacemente in a reaction resem-
bling that in the synthesis of urea (see Fig. 24-10,
step h).  However, there is first a phosphorylation
at the 2 position.  After the amidine transfer has
occurred to form the guanidino group, the phos-
pho group is hydrolyzed off by a phosphatase.
This is another phosphorylation–dephosphorylation
sequence (p. 977) designed to drive the reaction to
completion in the desired direction.  The second
guanidino group is introduced in an analogous
way by oxidation at the 3 position followed by
transamination, this time with the amino group
being donated by alanine.  Again, a phosphoryla-
tion is followed by transfer of an amidine group
from arginine.  The final hydrolytic removal of the
phospho group (which this time is added at C-6)
does not occur until the two other sugar rings have
been transferred on from nucleoside diphosphate
precursors to form streptomycin phosphate.

As with other antibiotics,f– i streptomycin is
subject to inactivation by enzymes encoded by
genetic resistance factors (Chapter 26).  Among
these are enzymes that transfer phospho groups

a Benveniste, R., and Davies, J. (1973) Ann. Rev. Biochem. 42, 471–
506

b Luckner, M. (1972) Secondary Metabolism in Plants and Animals,
Academic Press, New York (pp.78 – 80)

c Walker, J. B., and Skorvaga, M. (1973) J. Biol. Chem. 248, 2441–
2446

d Marquet, A., Frappier, F., Guillerm, G., Azoulay, M., Florentin,
D., and Tabet, J.-C. (1993) J. Am. Chem. Soc. 115, 2139–2145

e Fritsche, E., Bergner, A., Humm, A., Piepersberg, W., and
Huber, R. (1998) Biochemistry 37, 17664– 17672

f Cox, J. R., and Serpersu, E. H. (1997) Biochemistry 36, 2353–2359
g McKay, G. A., and Wright, G. D. (1996) Biochemistry 35, 8680–

8685
h Thompson, P. R., Hughes, D. W., Cianciotto, N. P., and Wright,

G. D. (1998) J. Biol. Chem. 273, 14788– 14795
i Gerratana, G., Cleleand, W. W., and Reinhardt, L. A. (2001)

Biochemistry 40, 2964 – 2971
j Roestamadji, J., Grapsas, I., and Mobashery, S. (1995) J. Am.

Chem. Soc. 117, 80– 84
k Thompson, P. R., Hughes, D. W., and Wright, G. D. (1996)

Biochemistry 35, 8686 – 8695

or adenylyl groups onto streptomycin at the site
indicated by the arrow in the structure.j,k  Thus,
dephosphorylation at one site generates the active
antibiotic as the final step in the biosynthesis, while
phosphorylation at another site inactives the anti-
biotic.
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1141B.  Synthesis and Utilization of Oligosaccharides

tightly but noncovalently to isomaltase, which hydro-
lyzes the α-1,6-linked isomaltose and related oligo-
saccharides.  A nonpolar N-terminal segment of the
isomaltase anchors the pair of enzymes to the micro-
villus membrane.  The two-protein complex arises
naturally because the two enzymes are synthesized as
a single polypeptide, which is cleaved by intestinal
proteases.73,74

  Because of the relatively high group transfer
potential of either the glucosyl or fructosyl parts,
sucrose is a substrate for glucosyltransferases such as
sucrose phosphorylase (Eq. 20-14, step b; see also Eq.
12-7 and associated discussion).  In certain bacteria
this reaction makes available the activated glucose
1-P which may enter catabolic pathways directly.
Cleavage of sucrose for biosynthetic purposes can
occur by reaction 20-14, step c, which yields UDP-
glucose in a single step.

A disaccharide with many of the same proper-
ties as sucrose is trehalose, which consists of two
α-glucopyranose units in 1,1 linkage (p. 168).  The
biosynthetic pathway from UDP-glucose and glu-
cose 6-P parallels that for synthesis of sucrose (Eq.
20-13).75,76  In E. coli the genes for the needed glucosyl-
transferase and phosphatase are part of a single oper-
on.  Its transcription is controlled in part by glucose-
mediated catabolite repression (Chapter 28) and also
by a repressor of the Lac family.76,76a,77  The repressor
is allosterically activated by trehalose 6-P,   the inter-
mediate in the synthesis.  Trehalose formation in bacte-
ria, fungi, plants, and microscopic animals is strongly
induced during conditions of high osmolality (see Box
20-C).77  Both trehalose and maltose can also be taken
up via an ABC type transporter (p. 417).77a,b

Lactose, the characteristic sugar of milk, is formed
by transfer of a galactosyl unit from UDP-galactose
directly to glucose (Eq. 20-15, reaction a).  The similar
transfer of a galactosyl unit to N-acetylglucosamine to
form N-acetyllactosamine (Eq. 20-15, reaction b) occurs
in many animal tissues. An interesting regulatory
mechanism is involved.  The transferase catalyzing Eq.
20-15, reaction b, forms a complex with �-lactalbumin
to become lactose synthase,78– 80b the enzyme that
catalyzes reaction a.  Lactalbumin was identified as a
milk constituent long before its role as a regulatory
protein was recognized.

A very common biochemical problem is intoler-

a

b

d

Lactose (milk)

N-AcetyllactosamineUDP-Gal

c
Raffinose

UDPSucrose

UDPGlc

Glc-Nac UDP

myo-Inositol

OH
HO

OH
HO

O OH

HO

OH

OH
OH

Galactinol

UDP

(Gal (α1-6) Glc (α1-2) β Fru)

(20-15)

ance to lactose.81  This results from the inability of the
intestinal mucosa to make enough lactase to hydro-
lyze the sugar to its monosaccharide components
galactose and glucose.  Among most of the peoples of
the earth only infants have a high lactase level, and the
use of milk as a food for adults often leads to a severe
diarrhea.  The same is true for most animals.  In fact,
baby seals and walruses, which drink lactose-free
milk, become very ill if fed cow’s milk.

The plant trisaccharide raffinose arises from
UDP-galactose by transfer of a galactosyl unit onto
the 6-hydroxyl of the glucose ring of sucrose (Eq. 20-
15, reaction c).  Transfer of a galactosyl unit onto myo-
inositol (Eq. 20-15, reaction d) produces galactinol,
whose occurrence is widespread within the plant
kingdom.  Galactinol, in turn, can serve as a donor of
activated galactosyl groups.  Thus, many plants con-
tain stachyose and higher homologs, all of which are
formed by transfer of additional α-D-galactosyl units
onto the 6-hydroxyl of the galactose unit of raffinose.
These sugars appear to serve as antifreeze agents in
the plants.  The concentration of stachyose in soy
beans can be as high as that of sucrose.  Some seeds,
e.g., those of maize, are coated with a glassy sugar
mixture of sucrose and raffinose in a ratio of ~ 3:1.81a

Besides the oligosaccharides, living organisms form
a great variety of glycosides that contain nonsugar
components.  Among these are the glucuronides
(glucosiduronides), excretion products found in urine
and derived by displacement of UDP from UDP-
glucuronic acid by such compounds as phenol, benzo-
ic acid, and sterols.81b,c  Phenol is converted to phenyl
glucuronide (Eq. 20-16), while benzoic acid (also ex-
creted in part as hippuric acid, Box 10-A) yields an ester
by the same type of displacement reaction.  Many other
aromatic or aliphatic compounds containing – OH, – SH,
– NH2, or – COO – groups also form glucuronides.82

a

b

H2O

Fructose + glucose

Glucose 1-P

FructosePi

Sucrose

c
UDP-Glc

UDP Fructose (20-14)

 Ch 20 IND page-E- 2/14/03, 11:29 AM1141



1142 Chapter 20.  Some Pathways of Carbohydrate Metabolism

BOX 20-C  OSMOTIC ADAPTATION

Bacteria, plants of many kinds, and a variety of
other organisms are forced to adapt to conditions of
variable osmotic pressure.a,b  For example, plants must
resist drought, and some must adapt to increased
salinity.  Some organisms live in saturated brine
~6 M in NaCl.c  The osmotic pressure Π in dilute
aqueous solutions is proportional to the total molar
concentration of solute particles, cs, as follows.

Π = RTcs   where R is the gas constant and
T the Kelvin temperature

At higher solute concentrations cs must be
replaced by the “effective molar concentra-
tion,” which is called osmolarity (OsM)
and has units of molarity (see Record et al. for
discussion).b  An osmolarity difference across a
membrane of 0.04 OsM results in a turgor pressure
of ~ 1 atmosphere.  To adapt to changes in the
environmental osmolarity organisms must alter
their internal solute concentrations.

Cells of E. coli can adapt to at least 100-fold
changes in osmolarity.  Because of the porosity of
the bacterial outer membrane the osmolarity of the
periplasmic space is normally the same as that of
the external medium.  However, the inner mem-
brane is freely permeable only to water and a few
solutes such as glycerol.b  The bacterial cells avoid
loss of water when the external osmolarity is high
by accumulating K+ together with anions such as

glutamate– and nonionic osmoprotectants such
as trehalose, sucrose, and oligosaccharides.  E. coli
cells will also take up other osmoprotectants such
as glycine betaine, dimethylglycine, choline,
proline, and proline betaine.  Some methanogens
accumulate N ε-acetyl-β-lysine as well as glycine
betaine.d

Functioning in a somewhat different way in
E. coli are 6- to 12-residue periplasmic membrane-
derived oligosaccharides.  These are β-1,2- and β-
1,6-linked glucans covalently linked to sn-1-phospho-
glycerol, phosphoethanolamine, or succinate (see
Fig. 8-28).b,e,f  They accumulate in the periplasm when
cells are placed in a medium of low osmolarity.
The resulting increased turgor in the periplasm is
thought to buffer the cytoplasm against the loss of
external osmolarity and to protect the periplasmic
space from being eliminated by expansion of the
plasma membrane.  Related cyclic glucans, which
are attached to sn-1-phosphoglycerol or O-succinyl
ester residues, are accumulated by rhizobia.g
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Among these is bilirubin (Fig. 24-24).  UDP-glucuron-
osyltransferases responsible for their synthesis are
present in liver microsomes.

Among the many glycosides and glycosylamines
made by plants are the anthocyanin and flavonoid
pigments of flowers (Box 21-E), cyanogenic glycosides
such as amygdalin (Box 25-B), and antibiotics (e.g.,
see Box 20-B).83,84  Some are characteristic of certain
families of plants.  For example, more than 100 β-
thioglucosides known as glucosinolides are found
in the Cruciferae (cabbages, mustard, rapeseed).  The
compounds impart the distinctive flavors and aromas
of the plants.  However, some are toxic and may cause
goiter or liver damage.  The enzyme myrosinase

hydrolyzes these compounds releasing isothiocyanates,
thiocyanates, and nitriles (Eq. 20-17).85-86a L-Ascorbate
acts as a cofactor for this enzyme, evidently providing
a catalytic base.86a
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BOX 20-C  (continued)

a Le Rudulier, D., Strom, A. R., Dandekar, A. M., Smith, L. T.,
and Valentine, R. C. (1984) Science 224, 1064 – 1068

Fungi, green algae, and higher plants more
often accumulate glycerol,h,i sorbitol, sucrose,j

trehalose,k or proline.a,l,m  These compounds are
all “compatible solutes” which tend not to disrupt
cellular structure.n  Betaines and proline are espe-
cially widely used by a variety or organisms.  How
is it then that some desert rodents, some fishes, and
other creatures accumulate urea, a well-known
protein denaturant?  The answer is that they also
accumulate methylamine or trimethylamine N-oxide
in an approximately 2:1 ratio of urea to amine.  The
mixture of compounds is compatible, the stabilizing
effects of the amines offsetting the destabilizing
effect of urea.c,o

Adaptation to changes in osmotic pressure
involves sensing and signaling pathways that have
been partially elucidated for E. colip and yeasts.i,q

Major changes in structure and metabolism may
result.  For example, in E. coli the outer membrane
porin OmpF (Fig. 8-20) is replaced by OmpC
(osmoporin), which has a smaller pore.r

A “resurrection plant” that normally contains an
unusual 2-octulose converts this sugar almost entirely
into sucrose when desiccated. This is one of a small
group of plants that are able to withstand severe
desiccation but can, within a few hours, reverse the
changes when rehydrated.j

b Record, M. T., Jr., Courtenay, E. S., Cayley, D. S., and Guttman,
H. J. (1998) Trends Biochem. Sci. 23, 143 – 148

c Yancey, P. H., Clark, M. E., Hand, S. C., Bowlus, R. D., and
Somero, G. N. (1982) Science 217, 1214 – 1222

d Sowers, K. R., Robertson, D. E., Noll, D., Gunsalus, R. P., and
Roberts, M. F. (1990) Proc. Natl. Acad. Sci. U.S.A. 87, 9083 – 9087

e Kennedy, E. P. (1987) in Escherichia coli and Salmonella
typhimurium (Neidhardt, F. C., ed), pp. 672 – 679, Am. Soc. for
Microbiology, Washington,DC

f Fiedler, W., and Rotering, H. (1988) J. Biol. Chem. 263, 14684 –
14689

g Weissborn, A. C., Rumley, M. K., and Kennedy, E. P. (1991) J.
Biol. Chem. 266, 8062 – 8067

h Ben-Amotz, A., and Avron, M. (1981) Trends Biochem. Sci. 6,
297– 299

i Davenport, K. R., Sohaskey, M., Kamada, Y., Levin, D. E., and
Gustin, M. C. (1995) J. Biol. Chem. 270, 30157– 30161

j Bernacchia, G., Schwall, G., Lottspeich, F., Salamini, F., and
Bartels, D. (1995) EMBO J. 14, 610 – 618

k Dijkema, C., Kester, H. C. M., and Visser, J. (1985) Proc. Natl.
Acad. Sci. U.S.A. 82, 14 – 18

l García-Ríos, M., Fujita, T., LaRosa, P. C., Locy, R. D., Clithero, J.
M., Bressan, R. A., and Csonka, L. N. (1997) Proc. Natl. Acad. Sci.
U.S.A. 94, 8249 – 8254

m Verbruggen, N., Hua, X.-J., May, M., and Van Montagu, M.
(1996) Proc. Natl. Acad. Sci. U.S.A. 93, 8787– 8791

n Higgins, C. F., Cairney, J., Stirling, D. A., Sutherland, L., and
Booth, I. R. (1987) Trends Biochem. Sci. 12, 339 – 344

o Lin, T.-Y., and Timasheff, S. N. (1994) Biochemistry 33, 12695 –
12701

p Racher, K. I., Voegele, R. T., Marchall, E. V., Culham, D. E.,
Wood, J. M., Jung, H., Bacon, M., Cairns, M. T., Ferguson, S. M.,
Liang, W.-J., Henderson, P. J. F., White, G., and Hallett, F. R.
(1999) Biochemistry 38, 1676 – 1684

q Shiozaki, K., and Russell, P. (1995) EMBO J. 14, 492 – 502
r Kenney, L. J., Bauer, M. D., and Silhavy, T. J. (1995) Proc. Natl.

Acad. Sci. U.S.A. 92, 8866 – 8870

syl units from UDP-glucose (Eq. 17-56)87,87a or in bacte-
ria from ADP-glucose.88– 90  Utilization of glycogen by
the cell involves removal of glucose units as glucose
1-P by the action of glycogen phosphorylase.  The
combination of growth and degradation from the same
chain ends provides a means of rapidly storing and
utilizing glucose units.  The synthesis and breakdown
of glycogen in mammalian muscle (Fig. 11-4) involves
one of the first studied91 and best known metabolic
control systems.  Various aspects have been discussed
in Chapters 11, 12, and 17.  The mechanism92 and
regulatory features93– 96b have been described.  An
important recent development is the observation of
glycogen concentrations in human muscles in vivo
with 13C NMR.  This can be coupled with observation
of glucose 6-P by 31P NMR.  The concentration of the
latter is ~ 1 mM but increases after intense exercise.94

Glycogen phosphorylase and glycogen synthase
alone are insufficient to synthesize and degrade glyco-
gen.  Synthesis also requires the action of the branch-
ing enzyme amylo-(1,4 → 1,6-transglycosylase,97

C.  Synthesis and Degradation of Polysaccharides

C. Synthesis and Degradation of
Polysaccharides

Polysaccharides are all formed by transfer of
glycosyl groups onto initiating molecules or onto
growing polymer chains. The initiating molecule is
usually a glycoprotein.  However, let us direct our
attention first to the growth of polysaccharide chains.
The glycosyl are transferred by the action of glycosyl-
transferases from substrates such as UDP-glucose,
other sugar nucleotides, and sometimes sucrose.  The
glycosyltransferases act by mechanisms discussed in
Chapter 12 and are usually specific with respect both
to substrate structure and to the type of linkage
formed.

1.  Glycogen and Starch

The bushlike glycogen molecules grow at their
numerous nonreducing ends by the transfer of gluco-
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1144 Chapter 20.  Some Pathways of Carbohydrate Metabolism

an enzyme with dual specificity.  After the chain ends
attain a length of about ten glucose units, the branch-
ing enzyme attacks a 1,4-glycosidic linkage somewhere
in the chain.  Acting much as does a hydrolase, it forms
a glycosyl enzyme or a stabilized carbocation interme-
diate.  The enzyme does not release the severed chain
fragment but transfers it to another nearby site on
the glycogen molecule.  There the enzyme rejoins the
bound oligosaccharide chain that it carries to a free
6-hydroxyl group of the glycogen creating a new
branch attached in α-1,6-linkage.  Degradation of
glycogen  requires debranching after the long nonre-
ducing ends of the polysaccharide have been short-
ened until only four glycosyl residues remain at each
branch point.  This is accomplished by amylo-1,6-
glucosidase / 4- �-glucanotransferase. This 165-kDa
bifunctional enzyme transfers a trisaccharide unit
from each branch end to the main chain and also
removes hydrolytically the last glucosyl residue at
each branch point.98-99a

How are new glycogen molecules made?  There
is some evidence that a 37-kDa protein primer glyco-
genin is needed to initiate their formation.100-101a

Thus, glycogen synthesis may be analogous to that
of the glycosaminoglycans considered in Section D,1.
Muscle glycogenin is a self-glycosylating protein,
which catalyzes attachment of ~ 7 to 11 glucose units
in α−1,4 linkage to the hydroxyl group of Tyr 194.
The glucose units are added one at a time and when
the chain is long enough it becomes a substrate for
glycogen synthase.100,102  The role of glycogenin in
liver has been harder to demonstrate,103 but a second
glycogenin gene, which is expressed in liver, has
been identified.104  Genes for several glycogenins or
glycogenin-like proteins have been identified in yeast,
Caenorhabditis elegans, and Arabidopsis.101a,105

In contrast to animals, bacteria such as E. coli syn-
thesize glycogen via ADP-glucose rather than UDP-
glucose.88  ADP-glucose is also the glucosyl donor
for synthesis of starch in plants.  The first step in the
biosynthesis (Eq. 20-18) is catalyzed by the enzyme
ADP-glucose pyrophosphorylase (named for the
reverse reaction).

Glucose 1-P + ATP → ADP-glucose + PPi

In bacteria this enzyme is usually inhibited by AMP
and ADP and activated by glycolytic intermediates
such as fructose 1,6-P2, fructose 6-P, or pyruvate.  In
higher plants, green algae, and cyanobacteria the en-
zyme is usually activated by 3-phosphoglycerate, a
product of photosynthetic CO2 fixation, and is inhibited
by inorganic phosphate (Pi).106– 108.

In eukaryotic plants starch is deposited within
chloroplasts or in the cytoplasm as granules (Fig. 4-6)
in a specifically differentiated and physically fragile

plastid, the amyloplast.108– 110  Within the granules the
starch is deposited in layers ~ 9 nm in thickness.  About
two-thirds of the thickness consists of nearly crystalline
arrays, probably of double helical amylopectin side
chains (Figs. 4-7, 4-8, 20-3) with “amorphous” segments
between the layers.111 – 114  In maize there are at least
five starch synthases, one of which forms the straight
chain amylose.115 – 117  There are also at least three
branching enzymes118 and two or three debranching
enzymes.119,120  As in the synthesis of glycogen the
molecules of amylopectin may grow at the many
nonreducing ends.  A current model, which is related
to the broom-like cluster model of French (Fig. 4-7), is
shown in Fig. 20-3.  The branches are thought to arise,
in part, by transglycosylation within the double helical
strands.  After branching the two chains remain in a
double helix but the cut chain can now grow.  Only
double helical parts of strands pack well in the crystal-
line layer.  A recent suggestion is that debranching
enzymes then trim the molecule, removing single-
stranded regions.112

The location (within the granule) of amylose, which
makes up 15–30% by weight of many starches,121 is
uncertain.  It may fill in the amorphous layers.  It may
be cut and provide primer pieces for new amylopectin
molecules.122,122a  Another possibility is that it grows
by an insertion mechanism such as that portrayed for
cellulose in Fig. 20-5 and is extruded inward from the
membrane of the amyloplast.  This mechanism might
explain a puzzling question about starch.  The branched
amylopectin presumably grows in much the same way
as does glycogen.  A branching enzyme transfers part
of the growing glycan chain to the – CH2– OH group of

(20-18)

Figure 20-3  Proposed structure of a molecule of amylopec-
tin in a starch granule.  The highly branched molecule lies
within 9 nm thick layers, about 2 / 3 of which contains
parallel double helices of the kind shown in Fig. 4-8 in a
semicrystalline array.  The branches are concentrated in the
amorphous region.113,114,121  Some starch granules contain no
amylose, but it may constitute up to 30% by weight of the
starch.  It may be found in part in the amorphous bands and
in part intertwined with the amylopectin.122

Crystalline
layers

Amorphous
layers

Amylopectin
double helices

Reducing end

Amorphous
backbone
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BOX 20-D  GENETIC DISEASES OF GLYCOGEN METABOLISM

In 1951, B. McArdle described a patient who
developed pain and stiffness in muscles after mod-
erate exericse.a  Surprisingly, this person completely
lacked muscle glycogen phosphorylase.  Since that
time several hundred others have been found with
the same defect.  Glycogen accumulates in muscle
tissue in this disease, one of the several types of
glycogen storage disease.b  Severe exercise is
damaging, but steady moderate exercise can be
tolerated.  Until the time of McArdle’s discovery,
it was assumed that glycogen was synthesized by
reversal of the phosphorylase reaction.  No hint of
the UDP-glucose pathway had appeared, and it
was, therefore, not obvious how glycogen could
accumulate in the muscles of these patients.
Leloir’s discovery of UDP-glucose
at about the same time provided
the answer.  Persons with McAr-
dle syndrome are greatly benefit-
ted by a high-protein diet, pre-
sumably because amino acids
such as alanine and glutamine are
converted efficiently to glucose
and because branched-chain
amino acids may serve as a direct
source of muscle energy.c,d

Several other rare heritable
diseases also lead to accumula-
tion of glycogen because of some
block in its breakdown through
the glycolysis pathway.  The en-
zyme deficiencies include those
of muscle phosphofructokinase,e

liver phosphorylase kinase, liv-
er phosphorylase, and liver
glucose-6-phosphatase.  In the
last case, glycogen accumulates
because the liver stores cannot be  released to the
blood as free glucose.b,f,g  This is a dangerous dis-
ease because blood glucose concentrations may fall
too low at night.  The prognosis improved greatly
when methods were devised for  providing the
body with a continuous supply of glucose.  The
simplest treatment is ingestion of uncooked corn-
starch which is digested slowly.b,h  In one of the
storage diseases the branching enzyme of glycogen
synthesis is lacking, and glycogen is formed with
unusually long outer branches.  In another the
debranching enzyme is lacking, and only the outer
branches of glycogen can be removed readily.i

The most serious of the storage diseases involve
none of the enzymes mentioned above.  Pompe
disease is a fatal generalized glycogen storage disease
in which a lysosomal α-1,4-glucosidase is lacking.

This observation suggested the existence of a new
and essential pathway of degradation of glycogen to
free glucose in the lysosomes.  A few cases of glyco-
gen synthase deficiency have been reported.  Little
or no glycogen is stored in muscle or liver, and
patients must eat at regular intervals to prevent
hypoglycemia.  Severe diseases in which glycogen
synthesis is impaired include deficiencies of the
gluconeogenic enzymes pyruvate carboxylase and
PEP carboxykinase.

The following tabulation includes deficiencies
of glycogen metabolism, glycolysis, and gluconeo-
genesis.a  Glycogen storage diseases are often desig-
nated as Types I–V and these terms are included.

a Huijing, F. (1979) Trends Biochem. Sci. 4, 192
b Chen, Y.-T., and Burchell, A. (1995) in The Metabolic and

Molecular Bases of Inherited Disease, 7th ed., Vol. 1 (Scriver, C. R.,
Beaudet, A. L., Sly, W. S., and Valle, D., eds), pp. 935 – 965,
McGraw-Hill, New York

c Slonim, A. E., and Goans, P. J. (1985) N. Engl. J. Med. 312, 355 – 359
d Goldberg, A. L., and Chang, T. W. (1987) Fed. Proc. 37, 2301–

2307
e Raben, N., Sherman, J., Miller, F., Mena, H., and Plotz, P. (1993)

J. Biol. Chem. 268, 4963 – 4967
f Nordlie, R. C., and Sukalski, K. A. (1986) Trends Biochem. Sci. 11,

85– 88
g Lei, K.-J., Shelly, L. L., Pan, C.-J., Sidbury, J. B., and Chou, J. Y.

(1993) Science 262, 580 – 583
h Chen, Y.-T., Cornblath, M., and Sidbury, J. B. (1984) N. Engl. J. Med.

310, 171– 175
i Thon, V. J., Khalil, M., and Cannon, J. F. (1993) J. Biol. Chem. 268,

7509– 7513
j Shanske, S., Sakoda, S., Hermodson, M. A., DiMauro, S., and

Schon, E. A. (1987) J. Biol. Chem. 262, 14612 – 14617

Glycogen phosphorylase Muscle Moderate, late onset

(Type V), McArdle disease

Glycogen phosphorylase Liver Very mild

Phosphorylase kinase Liver Very mild

Debranching enzyme (Type III) Liver Mild

Lysosomal α-glucosidase (Type II) Lethal, infant and adult form

Phosphofructokinase Muscle Moderate, late onset

Phosphoglycerate mutasej Muscle Moderate

Pyruvate carboxylase Lethal

PEP carboxykinase Lethal

Fructose-1,6-bisphosphatase Muscle Severe

Glycogen synthase Liver Mild

Branching enzyme (Type IV) Lethal, liver transplantation

Glucose-6-phosphatase (Type I) Severe if untreated

SeverityDeficiency Organ

C.  Synthesis and Degradation of Polysaccharides
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1146 Chapter 20.  Some Pathways of Carbohydrate Metabolism

a glucose unit in an adjacent polysaccharide chain
that lies parallel to the first, possibly in a double helix.
Since amylose and amylopectin are intimately inter-
mixed in the starch granules, it seems strange that the
branching enzyme never transfers a branch to mole-
cules of the straight-chain amylose.  However, if the
linear amylose chains are oriented in the opposite
direction from the amylopectin chains,  the nonreduc-
ing ends of the amylose molecules would be located
toward the center of the starch granule.  Growth could
occur by an insertion mechanism at the reducing ends
and the ends could move out continually with the
amyloplast membrane as the granule grows.123 Recent
evidence from 14C labeling indicates that both amylose
and amylopectin too may grow by insertion at the
reducing end of glucose units from ADP-glucose.123a,b

Branching could occur to give the structure of Fig. 20-3.
Starch synthesis in leaves occurs by day but at night
the starch is degraded by amylases, α-glucosidases,
and starch phosphorylase.  Both the starch synthases
and catabolic enzymes are present within the amylo-
plasts where they may be associated with regulatory
proteins of the 14-3-3 class.122a

Digestion of dietary glycogen and starch in the
human body begins with the salivary and pancreatic
amylases, which cleave α-1,4 linkages at random.  It
continues with a glucoamylase found in the brush
border membranes of the small intestine where it
occurs as a complex with maltase.74  Carbohydrases
are discussed in Chapter 12, Section B.

2.  Cellulose, Chitin, and Related Glycans

Cellulose synthases transfer glucosyl units from
UDP-glucose, while chitin synthases utilize UDP-N-
acetylglucosamine.  Not only green plants but some
fungi and a few bacteria form cellulose.  The ameba
Dictyostelium discoideum also coats its spores with
cellulose.124  Electron microscopic investigations suggest
that both in bacteria125 and in plants126 multienzyme
aggregates located at the plasma membrane synthesize
many polymer chains side by side to generate hydrogen-
bonded microfibrils which are extruded through the
membrane.  Both green plants and fungi also form
important β-1,3-linked glycans.

The bacterial cellulose synthase from Acetobacter
xylinum can be solubilized with detergents, and the
resulting enzyme generates characteristic 1.7 nm
cellulose fibrils (Fig. 20-4) from UDP-glucose.125,127– 129

These are similar, but not identical, to the fibrils of
cellulose I produced by intact bacteria.125,130  Each
native fibril appears as a left-handed helix which may
contain about nine parallel chains in a crystalline
array.  Three of these helices appear to coil together
(Fig. 20-4) to form a larger 3.7-nm left-handed helical
fibril.  Similar fibrils are formed by plants.  In both

Figure 20-4  Cellulose microfibrils being formed by Aceto-
bacter xylinum.127  (A)  Dark-field light micrograph after five
minutes of cellulose production (x 1250).  (B)  After 15 min-
utes a pellicle of cellulose fibers is forming (x 2000)  (C)
Negatively stained cellulose ribbon.  At the right the sub-
division into microfibrils is visible.  Courtesy of  R. Malcolm
Brown, Jr.  (D)  Cellulose microfibrils overlaying the plasma
membrane in the secondary cell wall of a tracheary element
of Zinnia elegans. Bar = 100 nm.  (E)  Rosettes in the plasma
membrane underlying the cellulose-rich secondary cell wall
thickening in A. elegans. Bar = 30 nm.  (D) and (E) from Haigler
and Blanton.132  Courtesy of Candace H. Haigler.  (F)  Chitin
microfibrils purified from protective tubes of the tube-worm
Lamellibrachia satsuma.137  Courtesy of Junji Sugiyama.
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bacteria and plants the cellulose I fibrils that are formed
are highly crystalline, contain parallel polysaccharide
chains (Fig. 4-5), and have the tensile strength of steel.
Electron micrographs show that the cell envelope of
A. xylinum contains 5 – 80 pores, through which the
cellulose is extruded, lying along the long axis of the
cell.129  The biosynthetic enzymes are probably bound
to the plasma membrane.  Similar, but more labile,
cellulose synthases are present in green plants.131  In
Arabidopsis there are ten genes.  The encoded cellulose
synthases appear to be organized as rosettes on some
cell surfaces (Fig. 20-4E).131a-133a  The rosettes may be
assembled to provide parallel synthesis of ~ 36 indi-
vidual cellulose chains needed to form a fibril.131a

Because of the insolubility of cellulose fibrils it has
been difficult to determine whether they grow from
the reducing ends or the nonreducing ends of the
chains.  From silver staining of reducing ends and
micro electron diffraction of cellulose fibrils attached to
bacteria,134 Koyama et al. concluded that the reducing
ends are extruded from cells.  New glucosyl rings

would be added at the nonreducing ends, which remain
attached noncovalently to the cells.134  From amino
acid sequence similarities it was also concluded that
the same is true for Arabidopsis.131,133  A single cellulose
chain has a twofold screw axis, each residue being
rotated 180° from the preceding residue (Fig. 4-5).  It
was postulated that two synthases act cooperatively
to add cellobiose units.  Another suggestion is that
sitosterol β-glucoside acts in some fashion as a primer
for cellulose synthesis in plants.133b

An insertion mechanism for synthesis of cellu-
lose. Using 14C “pulse and chase” labeling Han and
Robyt found that new glucosyl units are added at the
reducing ends of cellulose chains formed by cell mem-
brane preparations from A. xylinum.135  This conclusion
is in accord with the generalization that extracellular
polysaccharides made by bacteria usually grow from
the reducing end by an insertion mechanism that
depends upon a polyprenyl alcohol present in the
cell membrane.136  This lipid alcohol, often the C55

Figure 20-5  Proposed
insertion mechanism for
biosynthesis of cellulose.
Three enzymatic steps are
involved: a nucleophilic
displacement reaction of a
lipid phosphate on UDP-
glucose yields a glucosyl
diphosphate lipid in which the
α-glycosyl linkage is retained.  After
passage through the membrane the glycosyl
group is inserted into the reducing end of a cellulose
chain, which is covalently attached by a pyrophosphate link-
age to another lipid.  The first lipid diphosphate is released and is hydrolyzed (step c) to the monophosphate, which crosses
the membrane to complete the cycle.  After Han and Robyt.135  As throughout this book P represents the phospho group –
PO3H.  The H may be replaced by groups which may contain oxygen atoms.  This explains why an O is included in Lipid-O-P
but no O is shown between the P’s in -O-P-P.
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1148 Chapter 20.  Some Pathways of Carbohydrate Metabolism

bactoprenol, reacts with UDP-glucose (or other glyco-
syl donor) to give a lipopyrophospho-glucose (step a,
Fig. 20-5).  The α linkage of the UDP-glucose is retained
in this compound.  The growing cellulose chain is
attached at the reducing end by a similar linkage to a
second lipid molecule.  Then, in a displacement on the
anomeric carbon of the first glucosyl residue of the
cellulose chain, the new glucosyl unit is inserted with
inversion of the α linkage to β.  In step c the pyrophos-
phate linkage of the lipid diphosphate is hydrolyzed
to regenerate the lipid monophosphate and to drive
the reaction toward completion.  Two of the steps in
the cycle involve transport across the bacterial mem-
brane.  The first involves the lipid –O-P-P-glucose and
the second the lipid monophosphate.  This type of
insertion mechanism is a common feature of poly-
prenol phosphate-dependent synthetic cycles for
extracellular polysaccharides (Figs. 20-6, 20-9 and Eq.
20-20).  However, further verification is needed for
cellulose synthesis.

Regulation of cellulose synthesis in bacteria depends
on allosteric activator of cellulose synthase, cyclic
diguanylate (c-di-GMP), and a Ca2+-activated phos-
phodiesterase that degrades the activator.129,138–139a

Sucrose is the major transport form of glucose in plants.
Synthesis of both cellulose and starch is reduced in
mutant forms of maize deficient in sucrose synthase
(Eq. 20-13).  This synthase, acting in the reverse direc-
tion, forms UDP-Glc from sucrose.140,141  The enzymatic
degradation of cellulose is an important biological
reaction, which is limited to certain bacteria, to fungi,
and to organisms such as termites that obtain cellulases
from symbiotic bacteria or by ingesting fungi.142

These enzymes are discussed in Chapter 12, Section
B,6.  Genetic engineering methods now offer the
prospect of designing efficient cellulose-digesting
yeasts143 that may be used to produce useful fermen-
tation products from cellulose wastes.

Callose and other �-1,3-linked glycans.
Attempts to produce cellulose from UDP-Glc using
enzymes of isolated plasma membranes from higher
plants have usually yielded the β-1,3-linked glucan
(callose) instead.  This is a characteristic polysaccha-
ride of plant wounds which, as healing occurs, is
degraded and replaced by cellulose.140,144  Callose
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formation is induced by a specific activator β-furfuryl-
β-glucoside, and callose synthase is virtually inactive
unless both the activator and Ca2+ are present.144

Beta-1,3-linked glycans are major components of
the complex layered cell wall of yeasts and other fungi.
In the fission yeast Saccharomyces pombe ~ 55% of the
cell wall carbohydrate consists of β-1,3-linked glucan
with some β-1,4-linked branches, ~ 28% is α-1,3-linked
glucan, ~ 6% is α-1,6-linked glucan, and ~ 0.5% is chitin.
There are two carbohydrate layers, the outer one
appearing amorphous.  The inner layer contains inter-
woven fibrils of both α-1,3-linked and α-1,4-linked
glucans and holds the shape of the cell.  The β-1,3
glucan synthase is localized on the inner side of the
cell membrane and is activated by GTP and a small
subunit of the Rho family of G proteins.145

Plants synthesize 1,3-β-glucanases that hydrolyze
the glycans of fungal cell walls.  Synthesis is induced
by wounding as a defense reaction (see Box 20-E).  These
glycanases also function in the removal of callose.146

Chitin. Like cellulose synthase, fungal chitin
synthases are present in the plasma membrane and
extrude microfibrils of chitin to the outside.147– 150  In the
fungus Mucor the majority of the chitin synthesized
later has its N-acetyl groups removed hydrolytically to
form the deacetylated polymer chitosan.151,152  Chitin
is also a major component of insect exoskeletons.  For
this reason, chitin synthase is an appropriate target
enzyme for design of synthetic insecticides.153

Chitin hydrolyzing enzymes are formed by fungi
and in marine bacteria.154  Chitinases are also present
in plant vacuoles, where they participate in defense
against fungi and other pathogens155 (Box 20-E).  More
recently a chitinase has been identified in human
activated macrophages.156  Another unanticipated
discovery was that a developmental gene designated
DG42, from Xenopus, has a sequence similar to that
of the NodC gene.  The latter encodes a synthase for
chitin oligosaccharides (Nod factors) that serve as
nodulation factors in Rhizobia (Chapter 24).  The enzyme
is synthesized for only a short time during early em-
bryonic development.157  The significance of this
discovery is not yet clear.  Synthesis of both the bac-
terial Nod factors and chitin oligosaccharides in zebra-
fish embryos occurs by transfer of GlcNAc residues
from UDP-GlcNAc at the nonreducing ends of the
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chains.158  Whether the same is true of chitin in fungi
or arthropods remains uncertain.

Cell walls of plants. The thick walls of higher
plant cells (Figs. 1-7, 4-14, and 20-4D) provide strength
and rigidity to plants and, at the same time, allow
rapid elongation during periods of growth.159– 163a

Northcote164 likened the wall structure to glass fiber-
reinforced plastic (fiber glass).  Thus, the cell wall
contains microfibrils of cellulose and other polysaccha-
rides embedded in a matrix, also largely polysaccha-
ride.  The primary cell wall laid down in green plants
during early stages of growth contains loosely inter-
woven cellulose fibrils ~ 10 nm in diameter and with
an ~ 4 nm crystalline center.  The cellulose in these
fibrils has a degree of polymerization of 8000 – 12,000

glucose units.  As the plant cell matures, a secondary
cell wall is laid down on the inside of the primary
wall.  This contains many layers of closely packed
microfibrils, alternate layers often being laid down
at different angles to one another (Fig. 20-4D).  The
microfibrils in green plants are most often cellulose
but may contain other polysaccharides as well.  Some
algae are rich in fibrils of xylan and mannan.

The materials present in the matrix phase vary
with the growth period of the plant.  During initial
phases pectin (polygalacturonic acid derivatives)
predominate but later xylans and a variety of other
polysaccharides known as crosslinking glycans (or
hemicelluloses) appear.  Primary cell wall constituents
of dicotyledons include xyloglucans (linear glucan
chains with xylose, galactose, and fucose units in

C.  Synthesis and Degradation of Polysaccharides

BOX 20-E  OLIGOSACCHARIDES IN DEFENSIVE AND OTHER RESPONSES OF PLANTS

Plants that are attacked by bacteria, fungi, or
arthropods respond by synthesizing broad-spectrum
antibiotics called phytoalexins,a,b by strengthening
their cell walls with lignin and hydroxyproline-rich
proteins called extensins,c and by making protease
inhibitors and other proteins that help to block the
chemical attack.d  These plant responses seem to be
initiated by the release from an invading organism
of elicitors, which are often small oligosaccharide
fragments, sometimes called oligosaccharins.e

These include β-1,6-linked glucans that carry β-1,3-
linked branches as well as chitin and chitosan oligo-
mers, derived from fungal cell walls.f  Other elicitors
include galacturonic acid oligomers released from
damaged plant cell walls,g metabolites such as
arachidonic acid and glutathione,h and bacterial
toxins.i  Any of these may serve as signals to plants
to take defensive measures.

Phytoalexins are often isoflavonoid derivatives
(Box 21-E).  Their synthesis, like that of lignin, occur
via 4-coumarate (4-hydroxycinnamate, Fig. 25-8).
The ligase which forms the thioester of 4-coumarate
with coenzyme A is one of the pathogenesis-related
proteins whose synthesis is induced.j  A second
induced enzyme is chalcone synthase, which con-
denses three acetyl units onto 4-coumaroyl-CoA as
shown in Box 21-E.  Its induction by elicitors acting
on bean cells requires only five minutes.h  Another
rapidly induced gene is that of cinnamoyl alcohol
dehydrogenase,k essential to lignin synthesis.  Other
proteins formed in response to infections include
chitinases that are able to attack invading fungil,m

as well as the protease inhibitors.  Their synthesis is
induced via derivatives of jasmonate, a product of
the octadecenoic acid pathway (Eq. 21-18).a  As yet,
little is known about the mechanism by which

a Blechert, S., Brodschelm, W., Hölder, S., Kammerer, L., Kutch-
an, T. M., Mueller, M. J., Xia, Z.-Q., and Zenk, M. H. (1995) Proc.
Natl. Acad. Sci. U.S.A. 92, 4099– 4105

b Ebel, J., and Grisebach, H. (1988) Trends Biochem. Sci. 13, 23– 27
c Kieliszewski, M. J., O’Neill, M., Leykam, J., and Orlando, R.

(1995) J. Biol. Chem. 270, 2541– 2549
d Ryan, C. A. (1988) Biochemistry 27, 8879– 8883
e Ryan, C. A. (1994) Proc. Natl. Acad. Sci. U.S.A. 91, 1–2
f Baureithel, K., Felix, G., and Boller, T. (1994) J. Biol. Chem. 269,

17931– 17938
g Reymond, P., Grünberger, S., Paul, K., Müller, M., and Farmer,

E. E. (1995) Proc. Natl. Acad. Sci. U.S.A. 92, 4145–4149
h Dron, M., Clouse, S. D., Dixon, R. A., Lawton, M. A., and Lamb,

C. J. (1988) Proc. Natl. Acad. Sci. U.S.A. 85, 6738– 6742
i Bidwai, A. P., and Takemoto, J. Y. (1987) Proc. Natl. Acad. Sci.

U.S.A. 84, 6755–6759
j Douglas, C., Hoffmann, H., Schulz, W., and Hahlbrock, K.

(1987) EMBO J. 6, 1189– 1195
k Walter, M. H., Grima-Pettenati, J., Grand, C., Boudet, A. M., and

Lamb, C. J. (1988) Proc. Natl. Acad. Sci. U.S.A. 85, 5546–5550
l Legrand, M., Kauffmann, S., Geoffroy, P., and Fritig, B. (1987)

Proc. Natl. Acad. Sci. U.S.A. 84, 6750–6754
m Payne, G., Ahl, P., Moyer, M., Harper, A., Beck, J., Meins, F., Jr.,

and Ryals, J. (1990) Proc. Natl. Acad. Sci. U.S.A. 87, 98 –102
n Cedergren, R. A., Lee, J., Ross, K. L., and Hollingsworth, R. I.

(1995) Biochemistry 34, 4467– 4477
o Jabbouri, S., Relic, B., Hanin, M., Kamalaprija, P., Burger, U.,

Promé, D., Promé, J. C., and Broughton, W. J. (1998) J. Biol.
Chem. 273, 12047– 12055

p Dénarié, J., Debellé, F., and Promé, J.-C. (1996) Ann. Rev.
Biochem. 65, 503– 535

elicitors induce the defensive responses, but the
presence of receptors, of phosphorylation, and of
release of second messengers have been suggested.d

Lipooligosaccharides known as Nod factors
(p. 1365) are another group of signaling mole-
cules. These chitin-related N-acylated oligomers
of  N-acetylglucosamine (GlcNAc) do not defend
against infection but invite infection of roots of
legumes by appropriate species of Rhizobian–p lead-
ing to formation of nitrogen-fixing root nodules.

 Ch 20 IND page-E- 2/14/03, 11:29 AM1149
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branches),164a other crosslinking glycans, and galactur-
onic acid-rich pectic materials.163a  The xyloglycans,
which comprise 20% of the cell wall in some plants,
have a backbone of α-1,4-linked glucose units with
numerous α-1,6-linked xylose rings, some of which
carry attached L-arabinose, galactose, or fucose.  The
structures, which vary from species to species, are
organized as repeating blocks with a continuous
glucan backbone.  Another crosslinking glycan is
glucuronoarabinoxylan.  The backbone is β-1,4-linked
xylose.  Less abundant glucomannans, galactomannans,
and galactoglucomannans, with β-1,4-linked mannan
backbone structures, are also present in most angio-
sperms.163a

Pectins form a porous gel on the inside surface
of plant cell walls.163a,164a  A major component is a
homogalacturonan, which consists of α-1,4-linked
galacturonic acid (GalA).  A second is rhamnogalac-
turonan I, an alternating polymer of (2-L-Rhaα1 →
4GalAα →) units.  The most interesting pectin compo-
nent is rhamnogalacturonan II, one of the less abun-
dant constuents of pectin.  It is obtained by hydrolytic
cleavage of pectin by a polygalacturonidase.  Before
such release it forms parts (hairy regions) of pectin
molecules that are largely homogalacturonans (in
smooth regions).  A rhamnogalacturonan II segment
consists of 11 different monomer units.164b– f  Attached
to the polygalacturonic acid backbone are four oligo-
saccharides, consisting of rhamnose, galactose and
fucose as well as some unusual sugars (see structure in
Box 20-E).  This polysaccharide is apparently present
in all higher plants and is unusually stable, accumu-
lating, for example, in red wine.164e  It contains two
residues of the branched chain sugar apiose, one of
which is a site of crosslinking by boron (Box 20-F).  A
borate diol ester linkage binds two molecules of the
pectin together as a dimer, perhaps controlling the
porosity of the pectin gel.  All of the complex cell wall
polysaccharides bind, probably through multiple
hydrogen bonds, to the cellulose microfibrils (Fig. 4-14).
The resulting structures are illustrated in drawings of
Carpita and McCann,163a which are more current than
is Fig. 4-14.  The cellulose plus crosslinking glycans
form one network in the cell wall.  The pectic sub-
stances form a second independent network.  Some
covalent crosslinking occurs, but most interactions are
noncovalent.163a  The site of biosynthesis of pectins
and hemicelluloses is probably Golgi vesicles which
pass to the outside via exocytosis.  However, the cellu-
lose fibrils as well as the chitin in fungi are apparently
extruded from the plasma membrane.

Although the principal cell wall components of
plants are carbohydrates, proteins account for 5 – 10%
of the mass.165  Predominant among these are glyco-
protein extensins.  Like collagen, they are rich in
4-hydroxyproline which is glycosylated with arabi-
nose oligosaccharides and galactose (p. 181).  Other

hydroxyproline-containing proteins with the charac-
teristic sequence (hydroxyproline)4-Ser are also found,
e.g., in soybean cell walls.166  Some plant cell walls
contain glycine-rich structural proteins.  One in the
petunia consists of 67% glycine residues.167  During
advanced stages of formation, as the walls harden into
wood, large amounts of lignins are laid down in some
plant cells.  These chemically resistant phenylpropanoid
polymers contain many crosslinked aromatic rings (Fig.
25-9).163a

A remarkable aspect of primary plant cell walls is
their ability to be elongated extremely rapidly during
growth.  While the driving force for cell expansion is
thought to be the development of pressure within the
cell, the manner in which the wall expands is closely
regulated.  After a certain point in development, elon-
gation occurs in one direction only and under the
influence of plant hormones.  Most striking is the
effect of the gibberellins (Eq. 22-5), which cause very
rapid elongation.  Elongation of plant cell walls may
depend to some extent upon chemical cleavage and
reforming of crosslinking polysaccharides.  However,
the cellulose fibrils probably remain intact and slide
past each other.161  A curious effect, which is mediated
by proteins called expansins,133a,168 is the ability of
plant tissues to extend rapidly when incubated in a
mildly acidic buffer of pH < 5.5.  Expansins are also
involved in ripening of fruit.  They may disrupt non-
covalent bonding between cellulose fibrils and the
hemicelluloses.169,170  The β-expansins of grasses are
allergens found in grass pollens.133a,168  The borate
diol ester linkages in the pectin may also facilitate
expansion.

3.  Patterns in Polysaccharide Structures

How can the many complex polysaccharides
found in nature be synthesized?  Are there genetically
determined patterns?  How are these controlled?  The
answer can be found in the specificities of the hundreds
of known glycosyltransferases171,172 and in the patterns of
expression of the genes for transferases and other proteins.
As a consequence, a great variety of structurally varied
polysaccharide structures arise, especially on cell
surfaces.  The structures are not random but depend
upon the assortment of glycosyltransferases available
at the particular stage of development in a tissue.
The numerous possibilities can account for much of
the variation observed between species, between
tissues, and also among individuals.

The simplest pattern is the growth of straight-
chain homopolysaccharides such as amylose, cellulose,
and chitin.  The glycosyltransferases must recognize
both the glycosyl donor, e.g., ADP-glucose, UDP-
glucose, and also the correct end of the growing
polymer, always adding the same monomer unit.
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BOX 20-F  WHAT DOES BORON DO?

For 75 years or more it has been known that
boron is essential for growth of green plants.a,b  In
its absence root tips fail to elongate normally, and
synthesis of DNA and RNA is inhibited.  Boron in
the form of boric acid, B(OH)3, is absorbed from soil.
Although deficiency is rare it causes disintegration
of tissues in such diseases as “heart rot” of beets and
“drought spot” of apples.  The biochemical role has
been obscure, but is usually thought to involve
formation of borate esters with sugar rings or other
molecules with adjacent pairs of – OH groups ( as
in the accompanying structures).  A regulatory role
involving the plant hormones auxin, gibberelic acid,
and cytokinin has also been suggested.

Diatoms also require boron, which is incorpo-
rated into the silicon-rich cell walls.a  Some strains
of Streptomyces griseus produce boron-containing
macrolide antibiotics such as aplasmomycin (right).c

Recently a function in plant cell walls has been
identified (see also main text) as crosslinking of
rhamnogalacturonan portions of pectin chains by
borate diol ester linkages as illustrated.

It was long thought that boron was not required
by human beings, but more recent studies suggest
that we may need ~ 30 µg / day.d  The possible func-
tions are uncertain.  Animals deprived of boron
show effects on bone, kidney, and brain as well as a
relationship to the metabolism of calcium, copper,
and nitrogen.  Nielson proposed a signaling func-
tion, perhaps via phosphoinositides, in animals.b
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b Nielsen, F. H. (1991) FASEB J. 5, 2661– 2667
c Lee, J. J., Dewick, P. M., Gorst-Allman, C. P., Spreafico, F.,

Kowal, C., Chang, C.-J., McInnes, A. G., Walter, J. A., Keller, P.
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d Nielsen, F. H. (1999) in Modern Nutrition in Health and Disease,
9th ed. (Shils, M. E., Olson, J. A., Shike, M., and Ross, A. C.,
eds), pp. 283 – 303, Williams & Wilkins, Baltimore, Maryland
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a second dextran chain enters the catalytic site, serving
as the glycosyl acceptor.  See Robyt for a detailed dis-
cussion of synthesis of dextrans and related polysac-
charides such as alternan and the α-1,3-linked mutan
(p. 175).121,176  Some bacteria form β-2,6-linked fructans
by a similar mechanism, with glucose being released
by displacement on C2 of sucrose.181  Fructans are also
formed in green plants, apparently from reaction of two
molecules of sucrose with release of glucose to form the
trisaccharide Frufβ2 → 1Frufβ2–1α-Glcp, which then
transfers a fructosyl group to the growing chain.

Lipid-dependent synthesis of polysaccharides.
Insertion of monomer units at the base of a chain is a
major mechanism of polymerization that is utilized
for synthesis not only of polysaccharides but also of
proteins (Chapter 29).  For most carbohydrates the
synthesis is dependent upon a polyprenyl lipid alcohol.
In bacteria this is often the 55-carbon undecaprenol or
bactoprenol,136 which functions as a phosphate ester:

It serves as a membrane anchor for the growing poly-
saccharide.  We have already discussed one example
in the hypothetical cellulose synthase mechanism of
Fig. 20-5.  For some polysaccharides the mechanism is
better established.  The synthetic cycles all resemble
that of Fig. 20-5 and can be generalized as in Eq. 20-20.
Here NDP-Glx is a suitable nucleotide disphosphate
derivative of sugar Glx, and Z-Glx is the repeating unit
of the polysaccharide formed by the action of glycosyl-
transferases and other enzymes.

For example, the biosynthesis of alginate involves
GDP-mannuronic acid (GDP-ManA) as NDP-Glx,
bactoprenol as the lipid, and a glycosyltransferase
that inserts a second mannuronate residue (as Z).

In contrast, hyaluronan and the polysaccharide chains
of glycosaminoglycans (Fig. 4-11) have an alternating
pattern.  For a hyaluronan chain growing at the reduc-
ing end, one active site of hyaluronan synthase must
be specific for UDP-GlcNAc and transfer the sugar
unit only to the end of a glucuronic acid ring.  A second
active site must be specific for UDP-glucuronic acid
but attach it only to the end of an acetylglucosamine
unit.172a,172b  There is still uncertainty about the direc-
tion of growth of hyaluronan.173– 175  Some hyaluronan
synthases are lipid-dependent and their mechanism
may resemble that proposed for cellulose synthesis
(Fig. 20-5).

Dextrans.  Some polysaccharides, such as the
bacterial dextrans, are synthesized outside of cells by
the action of secreted enzymes.  An enzyme of this
type, dextran sucrase of Leuconostoc and Streptococcus,
adds glucosyl units at the reducing ends of the dextran
chains (p. 174).  Sucrose is the direct donor of the
glucosyl groups, which are added by an insertion
mechanism.121,176– 178  However, it is not dependent
upon a membrane lipid as is that of Fig. 20-5.  The
glucosyl groups are transferred from sucrose to one
of a pair of carboxylate groups of aspartate side chains
in the active site.179,180  If both carboxylates are gluco-
sylated, a dextran chain can be initiated by insertion
of one glucosyl group into the second (Eq. 20-19).  The
dextran grows alternating binding sites between the
two carboxylates.  Chain growth can be terminated by
reaction with a sugar or oligosaccharide that fits into
the active site and acts in place of the glucosyl group
attached to Asp 1 as pictured in Eq. 20-19.  The α-1,3-
linked branches can be formed when a 3-OH group of
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An additional transferase that uses acetyl-CoA as a
substrate sometimes acetylates one mannuronate
unit.  The disaccharide units are then inserted into
the growing chain.  An additional modification, which
occurs after polymerization, is random C5 epimeriza-
tion of unacetylated D-mannuronate residues to L-
guluronate.136,182  Formation of alginate is of medical
interest because infections by alginate-forming bacte-
ria are a major cause of respiratory problems in cystic
fibrosis.182

Sometimes an oligosaccharide assembled on the
polyprenol phosphate represents a substantial block
in assembly of a repeating polymer.  For example,
the xanthan gum (p. 179) produced by the bacterium
Xanthomonas campestris is formed by several successive
glycosyl transfers to bactoprenol-P-P-Glc.  A second
glucose is transferred onto the first from UDP-Glc,
forming a pair of glucosyl groups in β-1,4 linkage.
Mannose is then transferred from GDP-Man and
joined in an α-1,3 linkage to the first GDP-Man to
form a branch point.  A glucuronate residue is then
transferred from UDP-GlcA and another mannose
from GDP-Man.  The last mannose is modified by
reaction with PEP to form a ketal (Eq. 4-9).  The prod-
uct of this assembly is the following lipid-bound
oligosaccharide block.

This is inserted into the growing polysaccharide using
the free 4-OH on the second glucose to link the units
in a cellulose type chain.  The twelve separate genes
needed for synthesis of xanthan gum are contained in
a 16-kb segment of the X. campestris genome.136  Lipid-
bound intermediates are also involved in synthesis
of peptidoglycans (Fig. 20-9) and in the assembly of
bacterial O-antigens (Fig. 8-30).  Both of these also
yield “block polymers.”

D.  Proteoglycans and Glycoproteins

The glycoproteins contain oligosaccharides attached
to the protein either through O-glycosidic linkages
with hydroxyl groups of side chains of serine, threo-
nine, hydroxyproline, or hydroxylysine (O-linked) or
via glycosylaminyl linkages to asparagine side chains
(N-linked).  The “core proteins” of the proteoglycans
carry long polysaccharide chains, which are usually
O-linked and are usually described as glycosamino-
glycans.

1.  Glycosaminoglycans

Synthesis of the alternating polysaccharide hyalu-
ronan has been discussed in Section C,3 and may
occur by an insertion mechanism.  However, other
glycosaminoglycans (sulfate esters of chondroitin,
dermatan, keratan, heparan, and heparin) grow at
their nonreducing ends.183,184  Their synthesis is usually
initiated by the hydroxyl group of serine or threonine
side chains at special locations within several secreted
proteins.185  These proteins are synthesized in the rough
ER and then move to the Golgi.  Addition of the first
sugar ring begins in the ER with transfer of single
xylosyl residues to the initiating – OH groups.186– 190b

This reaction is catalyzed by the first of a group of
special glycosyltransferases of high specificity that
form the special terminal units (Chapter 4, Section
D,1), that anchor the alternating polysaccharide repre-
sented here as (X–Y)n:

(X → Y)n → 4 GlcAβ1 → 3 Galβ1 →
3 Galβ1 → 4 Xylβ1 → O-Ser / Thr

After transfer of the xylosyl residue from UDP-xylose
to the – OH group in the protein,190a a second enzyme
with proper specificity transfers a galactosyl group
from UDP-galactose, joining it in β-1,4 linkage.  A third
enzyme transfers another galactosyl group onto the
first one in β-1,3 linkage.  A fourth enzyme, with a
specificity different from that used in creating the
main chain, then transfers a glucuronosyl group from
UDP-glucuronic acid onto the chain terminus to com-
plete the terminal unit.190c  Then two more enzymes
transfer the alternating units in sequence to form the
repeating polymer with lengths of up to 100 or more
monosaccharide residues.  The sequence (X–Y)n in the
preceding formula is:

(→ 4 GlcAβ1 → 3 GalNAcβ1 →)n
for chondroitin172a,191,192

(→ 4 GlcAβ1 → 4 GlcNAcα1 →)n
for heparan sulfate and heparin

(→ 3 Galβ1 → 4 GlcNAcβ1 →)n
for dermatan sulfate

Subsequent modifications of the polymers involve
extensive formation of O-sulfate esters,190a,193– 197 N-
deacetylation and N-sulfation,198,199 and epimerization
at C5.10  In some tissues almost all GluA is epimer-
ized.200  The modifications are especially extensive in
dermatan, heparan sulfates, and heparin (see also p.
177).196,201– 203b  The modifications are not random and
follow a defined order.  N-Deacetylation must precede
N-sulfation, and O-sulfation is initiated only after N-
sulfation of the entire chain is complete.  The modifica-
tions occur within the Golgi (see Fig. 20-7) but not all

Acetyl Glcβ1

6 4
Manβ1 4 GlcAβ1 2 Manα1 3 Glcβ1 O-P-P-lipid→ → → →

→→

Pyruvate

D.  Proteoglycans and Glycoproteins

 Ch 20 IND page-E- 2/14/03, 11:30 AM1153



1154 Chapter 20.  Some Pathways of Carbohydrate Metabolism

of the glycosyltransferases, PAPS (3'-phosphoadenosine
5'-phosphosulfate)-dependent sulfotransferases, and
epimerases are present within a single compartment.
Nevertheless, an entire glycosaminoglycan chain can
be synthesized within 1– 3 min.189

The completed polymers are modified uniformly.
There are clusters of sulfo groups with unusual structures
in chondroitin from squid and shark cartilages204,205

and fucosylated chondroitin from echinoderms.206

Similar modifications are present less extensively in
vertebrates.  One of the best known modifications
forms the unique pentasaccharide sequence shown
in Fig. 4-13, which is essential to the anticoagulant
activity of heparin.  This sequence has been synthe-
sized in the laboratory as have related longer heparin
chains.  A sequence about 17 residues in length con-
taining an improved synthetic version of the unique
pentasaccharide binds tightly to both thrombin and
antithrombin (Chapter 12, Section C,9).207,208  This
opens the door to the development of improved sub-
stitutes for the medically important heparin.  Heparan
sulfate chains are found on proteoglycans throughout
the body, but the highly modified heparin does not
circulate in the blood.  It is largely sequestered in cyto-
plasmic granules within mast cells and is released as
needed.208a  Heparin binds to many different proteins
(p. 177).  Among them is the glycoprotein selenoprotein
P (p. 824), which may impart antioxidant properties to
the extracellular matrix.208b

Although glycosaminoglycans are most often
attached to O-linked terminal units, chondroitin sulfate
chains can also be synthesized with N-linked oligosac-
charides attached to various glycoproteins serving
as initiators.209  At least one form of keratan sulfate,
found in the cornea, is linked to its initiator protein via
GlcNAc-Man to N-linked oligosaccharides of the type
present in many glycoproteins (Section D).

At least 25 different proteins that are secreted into
the extracellular spaces of the mammalian body carry
glycosaminoglycan chains.183,210,211  Most of these
proteins can be described as (1) small leucine-rich
proteoglycans with 36- to 42-kDa protein cores and
(2) large modular proteoglycans whose protein
cores have molecular masses of 40 to 500 kDa.210  The
most studied of the second group is aggrecan, a major
component of cartilage.  This 220-kDa protein carries
~ 100 chondroitin chains, each averaging about 100
monosaccharide residues and ~ 100 negative charges
from the carboxylate and sulfate groups.  Aggrecan
has three highly conserved globular domains near the
N and C termini.212–213a  The G1 domain near the N
terminus is a lectin (p. 186), which, together with a
small link protein that is structurally similar to the G1
domain, binds to a decasaccharide unit of hyaluronan.
One hyaluronan molecule of 500- to1000-kDa mass
(~ 2500 – 5000 residues) may bind 100 aggrecan and
link molecules to form an ~ 200,000-kDa particle such

as that shown in Fig. 4-16.  These enormous highly
negatively charged molecules, together with associated
counterions, draw in water and preserve osmotic
balance.  It is these molecules that keep our joints
mobile and which deteriorate by proteolytic degrada-
tion in the common osteoarthritis.214,215  The keratan
sulfate content of cartilage varies with age, and the
level in serum and in synovial fluid is increased in
osteoarthritis.215  Keratan sulfate is also found in
the cornea and the brain.  Its content is dramatically
decreased in the cerebral cortex of patients with
Alzheimer disease.216

Other modular core proteins210 include versican
of blood vessels and skin,210,213a,217,217a neurocam and
brevican of brain, perlecan of basement membranes,218

agrin of neuromuscular junctions, and testican of
seminal fluid.  However, several of these have a broader
distribution than is indicated in the foregoing descrip-
tion.  The sizes vary from 44 kDa for testican to greater
than 400 kDa for perlecan.  The numbers of glycos-
aminoglycan chains are smaller than for aggrecan,
varying from 1 to 30.  Another of the chondroitin
sulfate-bearing core protein is appican, a protein
found in brain and one of the splicing variants of the
amyloid precursor protein that gives rise to amyloid
deposits in Alzheimer disease (Chapter 30).217a,b

The core proteins of the leucine-rich proteoglycans
have characteristic horseshoe shapes and are con-
structed from ~ 28-residue repeats, each containing a
β turn and an α helix.  The three-dimensional struc-
tures are doubtless similar to that of a ribonuclease
inhibitor of known structure which contains 15 tandem
repeats.219,220  A major function of these proteoglycans
seems to be to interact with collagen fibrils, which
have distinct proteoglyan-binding sites,221 and also
with fibronectin.222  The small leucine-rich proteo-
glycans have names such as biglycan, decorin,222a

fibromodulin, lumican, keratoglycan, chondro-
adherin, osteoglycin, and osteoadherin.219,223–223c

The distribution varies with the tissue and the stage
of development.  For example, biglycan may function
in early bone formation; decorin, which has a high
affinity for type I collagen, disappears from bone
tissue as mineralization takes place.  Osteoadherin is
found in mature osteoblasts.223 Phosphocan, another
brain proteoglycan, has an unusually high content
(about one residue per mole) of L-isoaspartyl residues
(see Box 12-A).224

Proteoglycans bind to a variety of different proteins
and polysaccharides.  For example, the large extracel-
lular matrix protein tenascin, which is important to
adhesion, cell migration, and proliferation, binds to
chondroitin sulfate proteoglycans such as neurocan.225

Syndecan, a transmembrane proteoglycan, carries
both chondroitin and heparan sulfate chains, enabling
it to interact with a variety of proteins that mediate
cell–matrix adhesion.185
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The ability of dissociated cells of sponges to aggre-
gate with cells only of a like type (p. 29) depends upon
large extracellular proteoglycans.  That of Microciona
prolifera appears to be an aggregate of about three
hundred 35-kDa core protein molecules with equal
masses of attached carbohydrate.  This aggregation
factor has a total mass of ~ 2 x 104 kDa.226,227  It appar-
ently interacts specifically, in the presence of Ca2+ ions,
with a 210-kDa cell matrix protein to hold cells of the
same species together.227

2. O-Linked Oligosaccharides

A variety of different oligosaccharides are attached
to hydroxyl groups on appropriate residues of serine,
threonine, hydroxylysine, and hydroxyproline in many
different proteins (Chapter 4).  Such oligosaccharides
are present on external cell surfaces, on secreted pro-
teins, and on some proteins of the cytosol and the
nucleus.228– 231b  The rules that determine which – OH
groups are to become glycosylated are not yet clear.232

Glycosylation occurs in the ER, and, just as during
synthesis of the long carbohydrate chains of proteo-
glycans, the sugar rings are added directly to an – OH
group, either of the protein or of the growing oligosac-
charide.  The first glycosyl group transferred is most
often GalNAc for external and secreted proteins233

but more often GlcNAc for cytosolic and nuclear
proteins.228,231,233a–c  Glycosylation of protein – OH
groups can occur on either the luminal or cytosolic
faces of the ER membranes.234  The external O-linked
glycoproteins often have large clusters of oligosaccha-
rides attached to – OH groups of serine or threonine,
but cytosolic proteins may carry only a small number
of small oligosaccharides.

Of great importance are the blood group deter-
minants which are discussed in Box 4-C.  The ABO
determinants are found at the nonreducing ends of
O-linked oligosaccharides.  Conserved Ser/Thr sites
in the epidermal growth factor domains (Table 7-3) of
various proteins carry O-linked fucose.235

The secreted mucins are unique in having clus-
ters of large numbers of oligosaccharides linked by 
N-acetylgalactosamine to serine or threonine of the
polypeptide.236  The following core structures predomi-
nate.237  These may be lengthened or further branched by
the particular variety of glycosyltransferases present in a
tissue and by their specificities.233  The human genome
contains at least nine mucin genes.238  The large apomu-
cins contain central domains with tandem repeats rich in
Ser, Thr, Gly, and Ala and flanked at the ends by cysteine-
rich domains.239  For example, porcine submaxillary
mucins are encoded by a gene with at least three alleles
that encode 90, 125, or 133 repeats.  The polypeptide may
contain as many as 13,288 residues.  N-terminal cysteine-
rich regions are involved in dimer formation.240

3.  Assembly of N-Linked Oligosaccharides on
Glycosyl Carrier Lipids

In eukaryotes the biosynthesis of the N-linked
oligosaccharides of glycoproteins depends upon the
polyprenyl alcohols known as dolichols, which are
present in membranes of the endoplasmic reticulum.
They contain 16 – 20 prenyl units, of which the one
bearing the OH group is completely saturated as a
result of the action of an NADPH-dependent reductase
on the unsaturated precursor.241  The predominant
dolichol in mammalian cells contains 19 prenyl units.
The structure of its mannosyl phosphate ester, one
of the intermediates in the oligosaccharide synthesis,
is illustrated below.  The fully extended 95-carbon
dolichol has a length of almost 10 nm, four times
greater than that of oleic acid and twice the thickness
of the nonpolar membrane bilayer core.  The need
for this great length is not clear nor is it clear why the
first prenyl unit must be saturated for good acceptor
activity.

The assembly of the oligosaccharides that will
become linked to Asn residues in proteins occurs on
the phosphate head of dolichol-P.  The process begins
on the cytoplasmic face of the membrane and within
the lumen of the rough or smooth ER and continues
within cisternae of the Golgi apparatus.234,242– 245  The
initial transfer of GlcNAc-P to dolichol-P (Fig. 20-6,
step a) appears to occur on the cytoplasmic face of the
ER and is specifically inhibited by tunicamycin.246,247

As the first “committed reaction” of N-glycosylation,
it is regulated by a variety of hormonal and other
factors.248,249  The reaction takes place cotranslation-
ally as the still unfolded peptide chain leaves the
ribosome.242  The oligosaccharide, still attached to the
dolichol, continues to grow on the cytosolic surface
of the ER membrane by transfer of GlcNAc and
five residues of mannose from their sugar nucleotide
forms (Fig. 20-6, steps b and c).249a  The intermediate
Dol-P-P-GlcNAc2Man5 crosses the membrane bilayer
(Fig. 20-6, step d), after which mannosyl and glucosyl
units are added (steps e and f).  These sugars are car-
ried across the membrane while attached to dolichol.

D.  Proteoglycans and Glycoproteins

core 1

core 2

Galβ1 → 3 GalNAc – Ser/Thr

Galβ1 → 3 GalNAc – Ser/Thr – Ser/Thr
6

GalNAcβ1

→

core 3

core 4

GlcNAcβ1 → 3 GalNAc – Ser/Thr

Galβ1 → 4 GlcNAcβ1 → 6 GalNAc– Ser/Thr
3

GlcNAcβ1

→
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The completed 14-residue branched oligosaccharide
Glc3Man9GlcNAc2, with the structure indicated in Fig.
20-6, is then transferred to a suitable asparagine side
chain (step g).  This may be on a newly synthesized
protein or on a still-growing polypeptide chain that is
being extruded through the membrane into the lumenal
space of the rough ER (Eq. 20-21; Fig. 20-6).  The glyco-
sylation site is often at the sequence Asn-X-Ser(Thr),
which is likely to be present at a beta bend in the folded
protein.  Bends of the type illustrated in Eq. 20-21 and
stabilized by the asparagine side chain are apparently
favored.250  In such a bend the – OH of the serine or
threonine helps to polarize the amide group of the
Asn side chain, perhaps enolizing it and generating a
nucleophilic center that can participate in a displace-
ment reaction250,251 as indicated in Eq. 20-21.  The
oligosaccharyltransferase that catalyzes the reaction
is a multisubunit protein.  As many as eight different

subunits have been reported for the
enzyme in yeast.  Genes for at least
five of these are essential.250–252b

One subunit serves to recognize
suitable glycosylation sites.

Trimming of glycoprotein
oligosaccharides. After transfer to
glycoproteins the newly synthesized
oligosaccharides undergo trimming,
the hydrolytic removal of some of
the sugar units, followed by addi-
tion of new sugar units to create the
finished glycoproteins.  The initial
glycosylation process ensures that
the glycoproteins remain in the
lumen of the ER or within vesicles
or cisternae separated from the cyto-
plasm.  The subsequent processing

appears to allow the cell to sort the proteins.  Some
remain attached to membranes and take up residence
within ER, Golgi, or plasma membrane.  Others are
passed outward into transfer vesicles, Golgi, and
secretion vesicles.  A third group enter lysosomes.
A series of specific inhibitors of trimming reactions,
some of whose structures are shown in Fig. 20-7, has
provided important insights.253– 255  Use of these inhi-
bitors, together with immunochemical methods and
study of yeast mutants,250,252,256 is enabling us to learn
many details of glycoprotein biosynthesis.

Whereas the formation of dolichol-linked oligosac-
charides occurs in an identical manner in virtually all
eukaryotic cells, trimming is highly variable as is the
addition of new monosaccharide units.257–257b  The
major pathway for mammalian glycoproteins is shown
in Fig. 20-7.  Specific hydrolases in the ER remove all
of the glucosyl units and one to three mannosyl

units.258  Removal of additional
mannosyl residues occurs in the cis
Golgi, to give the pentasaccharide
core Man3GlcNAc2 which is common
to all of the complex N-linked oligo-
saccharides.  However, partial trim-
ming without additional glycosyl-
ation produces some “high mannose”
oligosaccharides.258a  Removal of
glucose may be necessary to permit
some glycoproteins to leave the ER.

Sulfate groups and in some
cases fatty acyl groups259 may also
be added.  The exact composition of
the oligosaccharides may depend
upon the condition of the cell and
may be altered in response to exter-
nal influences.257  Oligosaccharides
attached to proteins that remain in
the ER membranes may undergo
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Figure 20-6  Biosynthesis of the dolichol
diphosphate-linked oligosaccharide pre-
cursor to glycoproteins.  The site of inhi-
bition by tunicamycin is indicated.
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D.  Proteoglycans and Glycoproteins

very little trimming.  However, the three glucosyl
residues are usually removed by the glucosidases
present in the rough ER.  Some plant glycoproteins of
the high-mannose type undergo no further processing.

Extensions and terminal elaborations.  Even
before trimming is completed, addition of new resi-
dues begins within the medial cisternae.260  In mam-
malian Golgi, N-acetylglucosamine is added first.
Galactose, sialic acid, and often fucose are then trans-
ferred from their activated forms to create such elabo-
rate oligosaccharides as that shown in Fig. 4-17.  As
many as 500 glycosyltransferases, having different
specificities for glycosyl donor and glucosyl acceptor,
may be involved.245  Extensions of the basic oligosac-
charide structure often contain polylactosamine
chains, branches with fucosyl residues, and sulfate
groups.245,261  More than 14 sialyltransferases place
sialic acid residues, often in terminal positions, on
these cell surface oligosaccharides.262,263

The cell wall of the yeast Saccharomyces is rich in
mannoproteins that contain 50 – 90% mannose.264

The ~ 250-residue mannan chains consist of an α-1,6-
linked backbone with mono-, di-, and tri-mannosyl
branches.  These are attached to the same core structure
as that of mammalian oligosaccharides.  All of the core
structures are formed in a similar way.258,265  The man-
noproteins may serve as a “filler” to occupy spaces in
a cell wall constructed from β-1,3- and β-1,6-linked gly-
cans and chitin.  All of the four components, including
the mannoproteins, are covalently linked together.266

As was emphasized in Chapter 4 (pp. 186 – 188)

glycoproteins serve many needs in biological recogni-
tion.  The N-linked oligosaccharides play a major role
in both animals and plants.266a– c  Use of mass spec-
trometry, new automated methods of oligosaccharide
synthesis,266d and development of new synthetic inhib-
itors266c are all contributing to current studies of what
is commonly called “glycobiology.”

The perplexing Golgi apparatus.  First observed
by Camillo Golgi267,268 in 1898, the stacked membranes,
now referred to simply as Golgi, remain somewhat
mysterious.268– 271  There are at least three functionally
distinct sets of Golgi cisternae, the cis (nearest the
nucleus), medial, and trans.  An additional series of
tubules referred to as the trans Golgi network lies
between the Golgi and the cell surface and may be
the site at which lysosomal enzymes are sorted from
proteins to be secreted.260,272  Immunochemical staining
directed toward specific glycosidases and glycosyl
transferases suggested that the trimming reactions of
glycoproteins start in the ER and continue as the pro-
teins pass outward successively from one compartment
of the Golgi to the next (Fig. 20-8).  This has been the
conventional view since the 1970s.  The movement of
the glycoproteins between compartments is thought
to take place in small vesicles using a rather elaborate
system of specialized proteins.  Some of these coat the
vesicles273,274 while others target the vesicles to specific
locations, e.g., the lysosomes275 or the plasma mem-
branes where they may be secreted.273,277  A host of
regulatory G-proteins assist these complex processes
and drive them via hydolysis of GTP.271,278
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While most proteins synthesized in the ER follow
the exocytotic pathway through the Golgi, some are
retained in the ER and some that pass on through
the Golgi are returned to the ER.279  In fact, such retro-
grade transport can carry some proteins taken up
by endocytosis through the plasma membrane and
through the Golgi to the ER where they undergo
N-glycosylation.  Retrograde transport is essential for
recycling of plasma membrane proteins and lipids.
The forward flow of glycoproteins and membrane
components from the ER to the Golgi can be blocked
by the fungal macrocyclic lactone brefeldin A.  In
cells treated with this drug, which inactivates a small

CTP-binding protein,280 the Golgi apparatus is al-
most completely resorbed into the ER by retrograde
transport.  Proteins remaining in the ER undergo
increased O-glycosylation as well as unusual types
of N-glycosylation.

Although the conventional view of flow through
the Golgi is generally accepted, it is difficult to distin-
guish it from an alternative explanation: The Golgi
compartments may move outward continuously while
retrograde transport occurs via the observed vesicles.268,272

Some evidence for this cisternal maturation model has
been known for many years but was widely regarded
as reflecting unusual exceptions to the conventional
model.  In fact, both views could be partially correct;
vesicular transport may function in both directions.280a

High-resolution tomographic images are also altering
our view of the Golgi.280b

The proteins of Golgi membranes are largely
integral membrane proteins and peripheral proteins
associated with the cytosolic face.  Some of the integral
membrane proteins are the oligosaccharide-modifying
enzymes, which protrude into the Golgi lumen.280c,280d

Many other proteins participate in transport,280d–f

docking, membrane fusion,280g,h and acidification of
Golgi compartments.280i  Many of the first studies of
vesicular transport were conducted with synaptic
vesicles and are considered in Chapter 30 (see Fig.
30-20).  Other aspects of membrane fusion and trans-
port are discussed in Chapter 8.  A group of special-
ized Golgi proteins, the golgins, are also present.
They are designated golgin-84, -95, -160, -245, and -376
(giantin or macrogolgin) and were identified initially
as human autoantigens (Chapter 31), appearing in
the blood of persons with autoimmune disorders
such as Sjögren’s syndrome.281,282  Another protein

of molecular mass ~130 kDa, and which appears to be
specific to the trans-Golgi network, has been found in
human serum of patients with renal vasculitis.283

Lysosomal enzymes. Various sorting signals
are encoded within proteins.  These include the pre-
viously mentioned C-terminal KDEL (mammals) or
HDEL (yeast) amino acid sequence, which serves as a
retrieval signal for return of proteins from the Golgi to
the ER (p. 521).279,284  Other sorting signals are provided
by the varied structures of the oligosaccharides attached
to glycoproteins.  These sugar clusters convey important
biological information, which is “decoded” in the
animal body by interaction with various lectins that
serve as receptors.285  This often leads to endocytosis
of the glycoprotein. An example is provided by the
more than 50 proteins that are destined to become
lysosomal enzymes and which undergo phosphoryla-
tion of 6-OH groups of the mannosyl residue marked
by asterisks on the following structure.  This is an
N-linked oligosaccharide that has been partially
trimmed.  The phosphorylation is accomplished in

two steps by enzymes present in the cis Golgi com-
partment (Eq. 20-22)  An N-acetylglucosaminyl-
phosphotransferase transfers phospho-GlcNAc units
from UDP-GlcNAc onto the 6-OH groups of mannosyl
residues.  These must be recognized by the phospho-
transferase as appropriate.286,287  Then a hydrolase
cleaves off GlcNAc.

The proteins carrying the mannose 6-phosphate
groups bind to one of two different mannose 6-P
receptors present in the Golgi membranes and are
subsequently transported in clathrin-coated vesicles
to endosomes where the low pH causes the proteins
to dissociate from the receptors, which may be recy-
cled.288– 290a  The hydrolytic enzymes are repackaged
in lysosomes.  The same mannose 6-P receptors also
appear on the external surface of the plasma mem-
brane allowing many types of cells to take up lysoso-
mal enzymes that have “escaped” from the cell.  These
proteins, too, are transported to the lysosomes.  The
mannose 6-P receptors have a dual function, for they
also remove insulinlike growth factor from the circula-
tion, carrying it to the lysosomes for degradation.287,290

Most Man 6-P groups are removed from proteins once
they reach the lysosomes but this may not always be
true.291  Not all lysosomal proteins are recruited by the
mannose 6-P receptors.  Some lysosomal membrane
proteins are sorted by other mechanisms.292

O

OHH3C
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D.  Proteoglycans and Glycoproteins
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The hepatic asialoglycoprotein (Gal) receptor.
A variety of proteins are taken out of circulation in the
blood by the hepatocytes of the liver.  Serum glycopro-
teins bearing sialic acid at the ends of their oligosac-
charides (see Fig. 20-7) have relatively long lives, but
if the sialic acid is removed by hydrolysis, the exposed
galactosyl residues are recognized by the multisubunit
asialoglycoprotein receptor.293– 295  The bound pro-
teins are then internalized rapidly via the coated pit
pathway and are degraded in the lysosomes.  Other
receptors, including those that recognize transferrin,
low-density lipoprotein, α2 macroglobulin, and T
lymphocyte antigens, also depend upon interaction
with oligosaccharides.296

E.  Biosynthesis of Bacterial Cell Walls

The outer surfaces of bacteria are rich in special-
ized polysaccharides.  These are often synthesized
while attached to lipid membrane anchors as indicated
in a general way in Eq. 20-20.136,296a  One of the specific
biosynthetic cycles (Fig. 20-9) that depends upon undeca-
prenol phosphate is the formation of the peptidoglycan
(murein) layer (Fig. 8-29) of both gram-negative and
gram-positive bacterial cell walls.  Synthesis begins
with attachment of L-alanine to the OH of the lactyl
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group of UDP-N-acetylmuramic acid in a typical ATP-
requiring process (Fig. 20-9, step a).297  Next D-glutamic
acid, meso-diaminopimelate (Fig. 8-29), or L-lysine,
and D-alanyl-D-alanine are joined in sequence, each
in another ATP-requiring step.298– 301d  The entire unit
assembled in this way is transferred to undecaprenol
phosphate with creation of a pyrophosphate linkage
(step e).  An N-acetylglucosamine unit is added by
action of another transferase (step f), and in an ATP-
requiring process ammonia is sometimes added to cap
the free α-carboxyl group of the D-glutamyl residue
(step g).   In Staphylococcus aureus and related gram-
positive bacteria five glycyl units are also added, each
from a molecule of glycyl-tRNA (green arrows in
Fig. 20-9).  The completely assembled repeating unit,
together with the connecting peptide chain needed
in the crosslinking reaction, is transferred onto the
growing chain (step h).  As in formation of dextrans,
growth is by insertion of the repeating unit at the
reducing end of the chain.  The polyprenyl diphos-
phate is released, and the cycle is completed by the
action of a pyrophosphatase (step i).  This step is
blocked by bacitracin, an antibiotic which forms an
unreactive complex with the polyprenyl diphosphate
carrier.  Completion of the peptidoglycan requires
crosslinking.  This is accomplished by displacement
of the terminal D-alanine of the pentapeptide by attack
by the – NH2 group of the diaminopimelate or lysine
or other diamino acid (see also Fig. 8-29).301e

Because the peptidoglycan layer must resist swell-
ing of the bacteria in media of low osmolarity, it must
be strong and must enclose the entire bacterium.  At
the same time the bacterium must be able to grow in
size and also to divide.  For these reasons bacteria
must continuously not only synthesize peptidoglycan
but also degrade it.302,303  The latter is accomplished
by hydrolytic cleavage using cell wall enzymes to the
N-acetylglucosamine-anhydro-N-acetylmuramate-
tripeptide (GlcNAc-1,6-anhydro-MurNAc-L-Ala-D-Glu-
A2pm) fragment.304,305  A hydrolase cuts the peptide
bridge.305a  This process is probably essential to forma-
tion of new growing points for expansion of the murein
layer.  Most of the peptide fragments that are released
in the periplasm are transported back into the cytosol.
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The anhydroMurNAc is removed, and new UDP-
MurNAc and D-Ala-D-Ala units are added salvaging
the tripeptide unit.  The repaired UDP-MurNA-
pentapeptide can then reenter the biosynthetic
pathway (Fig. 20-9).

The O-antigens and lipid A.  A cluster of sugar
units of specific structure makes up the repeating unit
of the “O-antigen” of Salmonella.  The many structural
variations in this surface polysaccharide account for the
over two thousand serotypes of Salmonella (p. 180).121,306

As is illustrated in Fig. 8-30, the O-antigen is a repeating
block polymer that is attached to a complex lipopoly-
saccharide “core” and a hydrophobic membrane anchor
known as lipid A (Figs. 8-28 and 8-30).307–308a  Lipid A
and the attached core and O-antigen are synthesized
inside the bacterial cell by enzymes found in the cyto-
plasmic membrane.309  The complete lipopolysaccharide
units are then translocated from the inner membrane
to the outer membrane of the bacteria.  The synthesis
of the O-antigen is understood best.  Consider the
following group E3 antigen, where Abe is abequose
(Fig. 4-15) and Rha is rhamnose:

  Abeα1
↓

           4
(→ 6 Galβ1→ 6 Man1→4 Rha1→)n

Assembly of this repeating unit begins with the transfer
of a phosphogalactosyl unit from UDP-Gal to the phospho
group of the lipid carrier undecaprenol phosphate.
The basic reaction cycle is much like that in Fig. 20-9
for assembly of a peptidoglycan.

The oligosaccharide repeating unit of the O-antigen
is constructed by the consecutive transferring action of
three more transferases.  For the antigen shown above,
one enzyme transfers a rhamnosyl unit, another a
mannosyl unit, and another an abequosyl unit from
the appropriate sugar nucleotides.  Then the entire
growing O-antigen chain, which is attached to a second
molecule of undecaprenol diphosphate, is transferred
onto the end of the newly assembled oligosaccharide
unit.  In effect, the newly formed oligosaccharide is
inserted at the reducing end of the growing chain just
as in Fig. 20-9.  Elongation continues by the transfer of
the entire chain onto yet another tetrasaccharide unit.
As each oligosaccharide unit is added, an undecaprenol
diphosphate unit is released and a phosphatase cleaves
off the terminal phospho group to regenerate the
original undecaprenol phosphate carrier.  When the
O-antigen is long enough, it is attached to the rest of
the lipopolysaccharide.

The lipid A anchor is also based on a carbohy-
drate skeleton.  Its assembly in E. coli,307 which
requires nine enzymes, is depicted in Fig. 20-10.  N-
Acetylglucosamine 6-P is acylated at the 3-position310

and after deacetylation311 at the 2-position.  As
shown in this figure, acylation is accomplished by
transfer of hydroxymyristoyl groups from acyl car-
rier protein (ACP).  Two molecules of the resulting
UDP-2,3-diacyl-GlcN are then joined via the reac-
tions shown to give the acylated disaccharide
precursor to lipid A.  Stepwise transfer of KDO,
L-glycero-D-manno-heptose, and other monosaccharide
units from the appropriate sugar nucleotides and
further acylation follows (Fig. 20-10).  The assembled
O-antigen chain is transferred from undecaprenol
diphosphate onto the lipopolysaccharide core.  This
apparently occurs on the periplasmic surface of the
plasma membrane.  If so, the core lipid domain must
be flipped across the plasma membrane before the
O-antigen chain is attached.312  Less is known about the
transport of the completed lipopolysaccharide across
the periplasmic space and into the outer membrane.

The core structures of the lipopolysaccharides vary
from one species to another or even from one strain of
bacteria to another.  All three domains (lipid A, core,
and O-antigen) contribute to the antigenic properties
of the bacterial surface313 and to the virulence of the
organism.313,314  Nitrogen-fixing strains of Rhizobium
require their own peculiar lipopolysaccharides for
successful symbiosis with a host plant.315  However,
there are some features common to most lipopolysac-
charides.  Two to three residues of KDO are usually
attached to the acylated diglucosamine anchor, and
these are often followed by 3 – 4 heptose rings.316–318

The structure of the inner core regions of a typical
lipopolysaccharide from E. coli is indicated in Fig. 8-30.
The complete structure of the lipopolysaccharide from
a strain of Klebsiella is shown at the top of the next
page.319  Here L, D-Hepp is D-manno-heptopyranose
and D, D-Hepp is D-glycero-D-manno-heptose.  As in this
case, the outer core often contains several different
hexoses.  The lipopolysaccharide of Neisseria menin-
gititis has sialic acid at the outer end.320  However, the
major virulence factor for this organism, which is a
leading cause of bacterial meningitis in young children,
is a capsule of poly(ribosyl)ribitol phosphate that
surrounds the cell.321 Haemophilus influenzae, a common
cause of ear infections and meningitis in children, has
no O-antigen but a more highly branched core oligo-
saccharide than is present in E. coli.321a Legionella has
its own variations.321b

Gram-positive bacteria.   Although their outer
coatings are extremely varied, all gram-positive bacteria
have a peptidoglycan similar to that of gram-negative
bacteria but often containing the intercalated penta-
glycine bridge indicated in Fig. 8-29.  However, the
peptidoglycan of gram-positive bacteria is 20–50 nm
thick, as much as ten times thicker than that of E. coli.
Furthermore, the peptidoglycan is intertwined with
the anionic polymers known as teichoic acids and

E.  Biosynthesis of Bacterial Cell Walls
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E.  Biosynthesis of Bacterial Cell Walls
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BOX 20-G  PENICILLINS AND RELATED ANTIBIOTICS
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· BH+

various
cations

Many organisms produce chemical substances
that are toxic to other organisms.  Some plants
secrete from their roots or leaves compounds that
block the growth of other plants.  More familiar to
us are the medicinal antibiotics produced by fungi
and bacteria.  The growth inhibition of one kind of
organism upon another was well known in the last
century, e.g., as reported by Tyndalla,b in 1876.  The
beginning of modern interest in the phenomenon is
usually attributed to Alexander Fleming, who, in
1928, noticed the inhibition of growth of staphylo-
cocci by Penicillium notatum.  His observation led
directly to the isolation of penicillin, which was first
used on a human patient in 1930.  The early history
as well as the subsequent purification, characteriza-
tion, synthesis, and development as the first major
antibiotic has been recorded in numerous books and
articles.c– i  During the same time period, Rene
Dubos isolated the peptide antibiotics gramicidin
and tyrocidine.j  A few years later actinomycin
(Box 28-A) and streptomycin (Box 20-B) were
isolated from soil actinomycetes (streptomyces) by
Waksman, who coined the name antibiotic for
these compounds.  Streptomycin was effective
against tuberculosis, a finding that helped to stimu-
late an intensive search for additional antibacterial
substances.  Since that time, new antibiotics have
been discovered at the rate of more than 50 a year.
More than 100 are in commercial production.

Major classes of antibiotics include more than
200 peptides such as the gramicidins, bacitracin,
tyrocidines and valinomycin (Fig. 8-22)k; more than
150 penicillins, cephalosporins, and related com-
pounds; tetracyclines (Fig. 21-10); the macrolides,
large ring lactones such as the erythromycins (Fig.
21-11); and the polyene antibiotics (Fig. 21-10).

Penicillin was the first antibiotic to find practi-
cal use in medicine.  Commercial production began
in the early 1940s and benzylpenicillin (penicillin
G), one of several natural penicillins that differ in
the R group boxed in the structure above, became
one of the most important of all drugs.  Most effec-
tive against gram-positive bacteria, at higher con-

centrations it also attacks gram-negative bacteria
including E. coli.  The widely used semisynthetic
penicillin ampicillin (R = D-α-aminobenzyl) attacks
both gram-negative and gram-positive organisms.
It shares with penicillin extremely low toxicity but
some danger of allergic reactions.  Other semisyn-
thetic penicillins are resistant to β-lactamases, en-
zymes produced by penicillin-resistant bacteria
which cleave the four-membered β-lactam ring of
natural penicillins and inactivate them.

 Closely related to penicillin is the antibiotic
cephalosporin C.  It contains a D-α-aminoadipoyl
side chain, which can be replaced to form various
semisynthetic cephalosporins. Carbapenems have
similar structures but with CH2 replacing S and
often a different chirality in the lactam ring.

These and other related  β-lactams are medically
important antibacterial drugs whose numbers are
increasing as a result of new isolations, synthetic
modifications, and utilization of purified biosyn-
thetic enzymes.c,l,m

How do antibiotics act?  Some, like penicillin,
block specific enzymes.  Peptide antibiotics often
form complexes with metal ions (Fig. 8-22) and
disrupt the control of ion permeability in bacterial
membranes.  Polyene antibiotics interfere with
proton and ion transport in fungal membranes.
Tetracyclines and many other antibiotics interfere
directly with protein synthesis (Box 29-B).  Others
intercalate into DNA molecules (Fig. 5-23; Box
28-A).  There is no single mode of action.  The
search for suitable antibiotics for human use con-
sists in finding compounds highly toxic to infective
organisms but with low toxicity to human cells.

Penicillin kills only growing bacteria by pre-
venting proper crosslinking of the peptidoglycan
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BOX 20-G  (continued)

layer of their cell walls.  An amino group from a
diamino acid in one peptide chain of the peptido-
glycan displaces a D-alanine group in a transpepti-
dation (acyltransferase) reaction.  The transpeptidase
is also a hydrolase, a DD-carboxypeptidase.  Penicil-
lins are structural analogs of D-alanyl-D-alanine and
bind to the active site of the transpeptidase.l,n– p

The β-lactam ring of penicillins is unstable, making
penicillins powerful acylating agents.  The trans-
peptidase apparently acts by a double displacement
mechanism, and the initial attack of a nucleophilic
serine hydroxyl group of the enzyme on penicillin
bound at the active site leads to formation of an
inactivated, penicillinoylated enzyme.q,r  More than
one protein in a bacterium is derivatized by penicillin.s

Therefore, more than one site of action may be
involved in the killing of bacterial cells.

Several classes of �-lactamases, often encoded
in transmissible plasmids, have spread worldwide
rapidly among bacteria, seriously decreasing the
effectivenss of penicillins and other β-lactam anti-
biotics.t– y  Most β-lactamases (classes A and C) contain
an active site serine and are thought to have evolved
from the DD transpeptidases, but the B typey has a
catalytic Zn2+.   The latter, as well as a recently
discovered type A enzyme,z hydrolyze imipenem,
currently one of the antibiotics of last resort used
to treat infections by penicillin-resistant bacteria.
Some β-lactam antibiotics are also powerful inhibitors
of β-lactamases.u,aa,bb These antibiotics may also
have uses in inhibition of serine proteasescc,dd such
as elastase.  Some antibiotic-resistant staphylococci
produce an extra penicillin-binding protein that
protects them from beta lactams.ee  Because of anti-
biotic resistance the isolation of antibiotics from
mixed populations of microbes from soil, swamps,
and lakes continues.  Renewed efforts are being

a Tyndall, J. (1876) Phil. Trans. Roy. Soc. London B 166, 27
b Reese, K. M. (1980) Chem. Eng. News, Sept. 29, p64
c Abraham, E. P. (1981) Sci. Am. 244 (Jun), 76 – 86
d Sheehan, J. C. (1982) The Enchanted Ring: The Untold Story of

Penicillin, MIT Press, Cambridge, Massachusetts
e Hobby, G. L. (1985) Penicillin: Meeting the Challenge, Yale Univ. Press,
f Chain, B. (1991) Nature (London) 353, 492 – 494
g Williams, T. I. (1984) Howard Florey: Penicillin and After, Oxford

Univ. Press, London
h Moberg, C. L. (1991) Science 253, 734 – 735
i Nayler, J. H. C. (1991) Trends Biochem. Sci. 16, 195 – 197
j Crease, R. P. (1989) Science 246, 883 – 884
k Gabay, J. E. (1994) Science 264, 373 – 374
l Nayler, J. H. C. (1991) Trends Biochem. Sci. 16, 234 – 237
m Mourey, L., Miyashita, K., Swarén, P., Bulychev, A., Samama,

J.-P., and Mobashery, S. (1998) J. Am. Chem. Soc. 120, 9382 – 9383
n Yocum, R. R., Waxman, D. J., and Strominger, J. L. (1980) Trends

Biochem. Sci. 5, 97– 101
o Kelly, J. A., Moews, P. C., Knox, J. R., Frere, J.-M., and Ghuysen,

J.-M. (1982) Science 218, 479 – 480
p Kelly, J. A., and Kuzin, A. P. (1995) J. Mol. Biol. 254, 223 – 236
q Englebert, S., Charlier, P., Fonzè, E., To’th, Y., Vermeire, M., Van

Beeumen, J., Grandchamps, J., Hoffmann, K., Leyh-Bouille, M.,
Nguyen-Distèche, M., and Ghuysen, J.-M. (1994) J. Mol. Biol.
241, 295 – 297

r Kuzin, A. P., Liu, H., Kelly, J. A., and Knox, J. R. (1995) Biochem-
istry 34, 9532 – 9540

s Thunnissen, M. M. G. M., Fusetti, F., de Boer, B., and Dijkstra,
B. W. (1995) J. Mol. Biol. 247, 149 – 153

t Siemers, N. O., Yelton, D. E., Bajorath, J., and Senter, P. D. (1996)
Biochemistry 35, 2104 – 2111

u Swarén, P., Massova, I., Bellettini, J. R., Bulychev, A., Mavey-
raud, L., Kotra, L. P., Miller, M. J., Mobashery, S., and Samama,
J.-P. (1999) J. Am. Chem. Soc. 121, 5353 – 53595

v Guillaume, G., Vanhove, M., Lamotte-Brasseur, J., Ledent, P.,
Jamin, M., Joris, B., and Frère, J.-M. (1997) J. Biol. Chem. 272,
5438– 5444

w Adediran, S. A., Deraniyagala, S. A., Xu, Y., and Pratt, R. F.
(1996) Biochemistry 35, 3604 – 3613

x Brown, R. P. A., Aplin, R. T., and Schofield, C. J. (1996) Biochem-
istry 35, 12421– 12432

y Carfi, A., Pares, S., Duée, E., Galleni, M., Duez, C., Frère, J. M.,
and Dideberg, O. (1995) EMBO J. 14, 4914 – 4921

z Swarén, P., Maveyraud, L., Raquet, X., Cabantous, S., Duez, C.,
Pédelacq, J.-D., Mariotte-Boyer, S., Mourey, L., Labia, R.,
Nicolas-Chanoine, M.-H., Nordmann, P., Frère, J.-M., and
Samama, J.-P. (1998) J. Biol. Chem. 273, 26714 – 26721

aa Trehan, I., Beadle, B. M., and Shoichet, B. K. (2001) Biochemistry
40, 7992 – 7999

bb Swarén, P., Golemi, D., Cabantous, S., Bulychev, A.,
Maveyraud, L., Mobashery, S., and Samama, J.-P. (1999)
Biochemistry 38, 9570 – 9576

cc Wilmouth, R. C., Kassamally, S., Westwood, N. J., Sheppard, R.
J., Claridge, T. D. W., Aplin, R. T., Wright, P. A., Pritchard, G. J.,
and Schofield, C. J. (1999) Biochemistry 38, 7989 – 7998

ddTaylor, P., Anderson, V., Dowden, J., Flitsch, S. L., Turner, N. J.,
Loughran, K., and Walkinshaw, M. D. (1999) J. Biol. Chem. 274,
24901– 24905

ee Zhang, H. Z., Hackbarth, C. J., Chansky, K. M., and Chambers,
H. F. (2001) Science 291, 1962 – 1965
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made to find new targets for antibacterial drugs
and to synthesize new compounds in what will
evidently be a never-ending battle.  We also need
better antibiotics against fungi and protozoa.

E.  Biosynthesis of Bacterial Cell Walls
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BOX 20-H  ANTIBIOTIC RESISTANCE AND VANCOMYCIN
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As antibiotics came into widespread use, an
unanticipated problem arose in the rapid develop-
ment of resistance by bacteria.  The problem was
made acute by the fact that resistance genes are easily
transferred from one bacterium to another by the
infectious R-factor plasmids.a– d  Since resistance
genes for many different antibiotics may be carried
on the same plasmid, “super bacteria,” resistant to a
large variety of antibiotics, have developed, often in
hospitals.

The problem has reached the crisis stage, perhaps
most acutely for tuberculosis.  Drug-resistant Myco-
bacteria tuberculosis have emerged, especially, in
patients being treated for HIV infection (see Box 21-C).
Mechanisms of resistance often involve inactivation

of the antibiotics.  Aminoglycosides
such as streptomycin, spectinomycin,
and kanamycin (Box 20-B) are inacti-
vated by en-zymes catalyzing phos-
phorylation      or adenylylation of
hydroxyl groups on the sugar rings.e–

g  Penicillin and related antibiotics are
inactivated by β-lactamases (Box 20-
G).  Chloramphenicol (Fig. 25-10) is
inactivated      by acylation on one or
both of the hydroxyl groups.

What is the origin of the drug
resistance factors?  Why do genes for
inactivation of such unusual mole-
cules as the antibiotics exist widely in
nature?  Apparently the precursor to
drug resistance genes fulfill normal
biosynthetic roles in nature.  An
antibiotic-containing environment,
such as is found naturally in soil,
leads to selection of mutants of such
genes with drug-inactivating proper-
ties.  Never-theless, it is not entirely

clear why drug resistance factors have appeared so
promptly in the population.  Overuse of antibiotics
in treating minor infections is one apparent cause.h,i

Another is probably the widespread use on farms.j

A nationwide effort to decrease the use of erythro-
mycin in Finland had   a very favorable effect in
decreasing the incidence of erythromycin-resistant
group A streptocci.h

Because of the rapid development of resistance,
continuous efforts are made to alter antibiotics by
semisynthesis (see Box 20-G) and to identify new
targets for antibiotics or for synthetic antibacterial
compounds.d  An example is provided by the
discovery of vancomycin.  Like the penicillins,
this antibiotic interferes with bacterial cell wall

teichuronic acids (p. 431).  Both proteins and neutral
polysaccharides, sometimes covalently bound, may
also be present.303  Like peptidoglycans, teichoic and
teichuronic acids are assembled on undecaprenyl
phosphates303 or on molecules of diacylglycerol.322

Either may serve as an anchor.  A “linkage unit” may
be formed by transfer of several glycosyl rings onto an
anchor unit.  For example, in synthesis of ribitol teichoic
acid sugar rings are transferred from UDP-GlcNAc,
UDP-ManNAC, and CDP-Gal to form the following
linkage unit:

Lipid–P–P– GlcNAc – ManNAc – (P-Gal)2,3

Then many ribitol phosphate units are added by trans-
fer from CDP-ribitol.  Finally, the chain is capped by
transfer of a glucose from UDP-Glc.  Lipoteichoic acids
often carry covalently linked D-alanine in ester linkage,
altering the net electrical charge on the cell surface.322a

The completed teichoic acid may then be transferred
to a peptidoglycan, releasing the lipid phosphate for
reuse.303  Glycerol teichoic acid may be formed in a
similar fashion.322  Teichuronic acids arise by alternate
transfers of P-GalNAc from UDP-GalNAc and of GlcA
from UDP-GlcA.303

Gram-positive bacteria often carry surface proteins
that interact with host tissues in establishing human
infections.  Protein A of Staphylococcus is a well-known
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BOX 20-H  (continued)

synthesis but does so by binding tightly to the
D-alanyl-D-alanine termini of peptidoglycans that
are involved in crosslinking (Fig. 8-29, Fig. 20-9).k,l

Like penicillin, vancomycin prevents crosslinking
but is unaffected by β-lactamases.  Initially bacteria
seemed unable to develop resistance to vancomycin,
and this antibiotic was for 25 years the drug of
choice for β-lactam resistant streptococci or staphyl-
ococci.  However, during this period bacteria carry-
ing a plasmid with nine genes on the transposon
Tn1546 (see Fig. 27-30) developed resistance to van-
comycin and were spread worldwide.l  Vancomycin-
resistant bacteria are able to sense the presence
of the antibiotic and to synthesize an altered
D-alanine:D-alanine ligase, the enzyme that joins
two D-alanine molecules in an ATP-dependent
reaction to form the D-alanyl-D-alanine needed to
permit peptidoglycan crosslinking (Fig. 20-9, step c’).
The altered enzyme adds D-lactate rather than
D-alanine providing an – OH terminus in place of
– NH3

+.  This prevents the binding of vancomycinl,m

and allows crosslinking of the peptidoglycan via
depsipeptide bonds.  Another gene in the transpo-
son encodes an oxoacid reductase which supplies
the D-lactate.l  A different resistant strain synthesizes
a D-Ala-D-Ser ligase.n  High-level vancomycin resis-
tance is not attained unless the bacteria also synthe-
size a D-alanyl-D-alanine dipeptidase.o

The D-Ala-D-Ala ligase does provide yet another
attractive target for drug design.p,q  Still another is
the D-Ala-D-Ala adding enzyme (Fig. 20-8, step d;
encoded by the E. coli MurF gene).r,s  Strategies for
combatting vancomycin resistance include synthesis
of new analogs of the antibiotict,u and simultaneous
administration of small molecules that catalyze
cleavage of the D-Ala-D-lactate bond formed in cell
wall precursors of resistant bacteria.v

Another possibility is to use bacteriophages

a Davies, J. (1994) Science 264, 375 – 382
b Benveniste, R., and Davies, J. (1973) Ann. Rev. Biochem. 42, 471–

506
c Clowes, R. C. (1973) Sci. Am. 228(Apr), 19 – 27
d Neu, H. C. (1992) Science 257, 1064 – 1073
e McKay, G. A., and Wright, G. D. (1996) Biochemistry 35, 8680 –

8685
f Thompson, P. R., Hughes, D. W., Cianciotto, N. P., and Wright,

G. D. (1998) J. Biol. Chem. 273, 14788 – 14795
g Cox, J. R., and Serpersu, E. H. (1997) Biochemistry 36, 2353 – 2359
h Seppälä, H., Klaukka, T., Vuopio-Varkila, J., Muotiala, A.,

Helenius, H., Lager, K., and Huovinen, P. (1997) N. Engl. J. Med.
337, 441– 446

i Gorbach, S. L. (2001) N. Engl. J. Med. 345, 1202 – 1203
j Witte, W. (1998) Science 279, 996 – 997
k Sheldrick, G. M., Jones, P. G., Kennard, O., Williams, D. H., and

Smith, G. A. (1978) Nature (London) 271, 223 – 225
l Walsh, C. T. (1993) Science 261, 308 – 309
m Sharman, G. J., Try, A. C., Dancer, R. J., Cho, Y. R., Staroske, T.,

Bardsley, B., Maguire, A. J., Cooper, M. A., O’Brien, D. P., and
Williams, D. H. (1997) J. Am. Chem. Soc. 119, 12041– 12047

n Park, I.-S., Lin, C.-H., and Walsh, C. T. (1997) Proc. Natl. Acad.
Sci. U.S.A. 94, 10040 – 10044

o Aráoz, R., Anhalt, E., René, L., Badet-Denisot, M.-A.,
Courvalin, P., and Badet, B. (2000) Biochemistry 39, 15971– 15979

p Fan, C., Moews, P. C., Walsh, C. T., and Knox, J. R. (1994)
Science 266, 439 – 443

q Fan, C., Park, I.-S., Walsh, C. T., and Knox, J. R. (1997) Biochem-
istry 36, 2531– 2538

r Duncan, K., van Heijenoort, J., and Walsh, C. T. (1990) Biochem-
istry 29, 2379 – 2386

s Anderson, M. S., Eveland, S. S., Onishi, H. R., and Pompliano,
D. L. (1996) Biochemistry 35, 16264 – 16269

t   Walsh, C. (1999) Science 284, 442 – 443
u Ge, M., Chen, Z., Onishi, H. R., Kohler, J., Silver, L. L., Kerns,

R., Fukuzawa, S., Thompson, C., and Kahne, D. (1999) Science
284, 507– 511

v Chiosis, G., and Boneca, I. G. (2001) Science 293, 1484 – 1487
w Stone, R. (2002) Science 298, 728–731

example.  After synthesis in the cytoplasm, it enters
the secretory pathway.  An N-terminal hydrophobic
leader sequence and a 35-residue C-terminal sorting
signal guide it to the correct destination.  There a free
amino group of an unlinked pentaglycyl group of the
peptidoglycan carries out a transamidation reaction
with an LPXTG sequence in the proteins, cutting the
chain between the threonine and glycine residues, and
anchoring the protein A to the peptidoglycan.323

Group A streptococci, which are serious human
pathogens, form α-helical coiled-coil threads whose
C termini are anchored in the cell membrane.  They
protrude through the peptidoglycan layers and provide
a hairlike layer around the bacteria.  A variable region

at the N termini provides many antigens, some of
which escape the host’s immune system allowing
infection to develop.324  Group B streptococci form
carbohydrate antigens linked to teichoic acid.325

Streptococci, which are normally present in the mouth,
utilize their carbohydrate surfaces as receptors for
adhesion, allowing them to participate in formation
of dental plaque.326

Cell walls of mycobacteria are composed of a
peptidoglycan with covalently attached galactan
chains.  Branched chains of arabinan, a polymer of
the furanose ring form of arabinose with covalently
attached mycolic acids, are glycosidically linked to the
galactan.327  Shorter glycopeptidolipids, containing

E.  Biosynthesis of Bacterial Cell Walls

directly as antibacterial medicines.  This approach
was introduced as early as 1919 and has enjoyed
considerable success.  It is now regarded as a prom-
ising alternative to the use of antibiotics in many
instances.w
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modified glucose and rhamnose rings as well as fatty
acids, contribute to the complexity of mycobacterial
surfaces.328

These examples describe only a small sample of
the great diversity of cell coats found in the prokary-
otic world.  Some bacteria also provide themselves
with additional protection in the form of external
sheaths of crystalline arrays of proteins known as
S-layers.329

F.  Biosynthesis of Eukaryotic Glycolipids

Glycolipids may be thought of as membrane lipids
bearing external oligosaccharides.  In this sense, they
are similar to glycoproteins both in location and in
biological significance.  Like the glycoproteins, glyco-
lipids are synthesized in the ER, then transported into
the Golgi apparatus and eventually outward to join the
outer surface of the plasma membrane.  Some glyco-
lipids are attached to proteins by covalent linkage.

1.  Glycophosphatidylinositol (GPI) Anchors

More than 100 different human proteins are
attached to phosphatidylinositol anchors of the type
shown in Fig. 8-13.329a  Similar anchors are prevalent
in yeast and in protozoa including Leishmania and
Trypanosoma,330– 334b and Plasmodium 334c where they
often bind major surface proteins to the plasma
membrane.335  They are also found in mycobacteria.336

The structures of the hydrophobic anchor ends are
all similar.337  Two or three fatty acyl groups hold the
molecule to the bilayer.  Variations are found in the
attached glycan portion, both in the number of sugar
rings and in the structures of the covalently attached
phosphoethanol-amine groups.337– 339  A typical assem-
bly pathway is shown in Eq. 20-23.  The first step (step
a in Eq. 20-23), the transfer of an N-acetylglucosamine
residue to phosphatidylinositol, is surprisingly com-
plex, requiring at least three proteins.340  The hydro-
lytic deacetylation (step b) helps to drive the synthetic
process.  Step c provides dolichol-P-mannose for the
GPI anchors as well as for glycoproteins.  The phos-
phoethanolamine part of the structure is added from
phosphatidylethanolamine, apparently via direct
nucleophilic displacement.333  In this way the C termi-
nus of the protein forms an amide linkage with the
–NH2 group of ethanolamine in the GPI anchor.  An-
other unexpected finding was that this completed
anchor unit undergoes “remodeling” during which the
fatty acyl chains of the original phosphatidylinositol
are replaced by other fatty acids.339,339a

2.  Cerebrosides and Gangliosides

These two groups of glycolipids are derived from
the N-acylated sphingolipids known as ceramides.
Some biosynthetic pathways from sphingosine to
these substances are indicated in Fig. 20-11.  Acyl,
glycosyl, and sulfo groups are transferred from appro-
priate derivatives of CoA, CDP, UDP, CMP, and from
PAPS to form more than 40 different gangliosides.341,342

The biosynthesis of a sphingomyelin is also shown in
this scheme but is discussed in Chapter 21.

Each biosynthetic step in Fig. 20-11 is catalyzed
by a specific transferase.  Most of these enzymes are
present in membranes of the ER and the Golgi.343– 346

Furthermore, the sequence by which the transferases
act may not always be fixed, and a complete biosyn-
thetic scheme would be far more complex than is
shown in the figure.  For example, one alternative
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sequence is the synthesis of galactosyl ceramide by
transfer of galactose to sphingosine followed by acyla-
tion (Eq. 20-24).  However, the pathway shown in Fig.
20-11 is probably more important.

G. The Intracellular Breakdown of
Polysaccharides and Glycolipids

The attention of biochemists has been
drawn to the importance of pathways of
degradation of complex polysaccharides
through the existence of at least 35 inherited
lysosomal storage diseases.347– 351  In
many of these diseases one of the 40-odd
lysosomal hydrolases is defective or absent.

1.  Mucopolysaccharidoses

There are at least seven mucopolysac-
charidoses (Table 20-1) in which glyco-
saminoglycans such as hyaluronic acid
accumulate to abnormal levels in tissues
and may be excreted in the urine.  The
diseases cause severe skeletal defects;
varying degrees of mental retardation;
and early death from liver, kidney, or
cardiovascular problems.  As in other
lysosomal diseases, undegraded material
is stored in intracellular inclusions lined
by a single membrane.  Various tissues
are affected to different degrees, and the
diseases tend to progress with time.

First described in 1919 by Hurler,
mucopolysaccharidosis I (MPS I, the
Hurler syndrome) leads to accumulation
of partially degraded dermatan and hepa-
ran sulfates (Fig. 4-11).347,352,353  A standard
procedure in the study of diseases of this
type is to culture fibroblasts from a skin
biopsy.  Such cells cultured from patients
with the Hurler syndrome accumulate the
polysaccharide, but when fibroblasts from
a normal person are cultured in the same
vessel the defect is “corrected.”  It was
shown that a protein secreted by the nor-
mal fibroblasts is taken up by the defective
fibroblasts, permitting them to complete the
degradation of the stored polysaccharide.

G.  The Intracellular Breakdown of Polysaccharides and Glycolipids

Figure 20-11  Biosynthesis and catabolism of glycosphingolipids.  The
heavy bars indicate metabolic blocks in known diseases.
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1170 Chapter 20.  Some Pathways of Carbohydrate Metabolism

may arise from several causes.  Thus, Sanfilippo diseases
B and D arise from lack of an N-acetylglucosaminidase
and of a sulfatase for GlcNac-6-sulfate, respectively.354

In Sanfilippo disease C the missing or defective enzyme
is an acetyl transferase that transfers an acetyl group
from acetyl-CoA onto the amino groups of glucosamine
residues in heparan sulfate fragments.  All four of
these enzymes are needed to degrade the glucosamine-
uronic acid pairs of heparan.  The N-sulfate groups
must be removed by the N-sulfatase.  The free amino
groups formed must then be acetylated before the
N-acetylglucosaminidase can cut off the GlcNac groups.
Remov-al of the 6-sulfate groups requires the fourth
enzyme.  Completion of the degradation also requires
both β-glucuronidase and α-L-iduronidase.  Another
lysosomal enzyme deficiency, which is most prevalent
in Finland, is the absence of aspartylglucosamini-
dase, an N-terminal nucleophile hydrolase (Chapter
12, Section C,3) that cleaves glucosamine from aspar-
tate side chains to which oligosaccharides were at-
tached in glycoproteins.358– 360

Some hereditary diseases are characterized by
lack of two or more lysosomal enzymes.  In I-cell
disease (mucolipidosis II), which resembles the
Hurler syndrome, at least ten enzymes are absent or are
present at much reduced levels.350,361  The biochemical
defect is the absence from the Golgi cisternae of the
N-acetylglucosaminyl phosphotransferase that trans-
fers P-GlcNAc units from UDP-GlcNAc onto mannose
residues (Eq. 20-22) of glycoproteins marked for use
in lysosomes.

2.  Sphingolipidoses

There are at least ten lysosomal storage diseases,
known as sphingolipidoses, that involve the metabo-
lism of the glycolipids.  Their biochemical bases are
indicated in Fig. 20-11 and in Table 20-1.  Gaucher
disease362– 365 is a result of an autosomal recessive trait
that permits glucosyl ceramide to accumulate in macro-
phages.  The liver and spleen are seriously damaged,
the latter becoming enlarged to four or five times

normal size in the adult form of the disease.  In the
more severe juvenile form mental retardation occurs.
By 1965, it was established that cerebroside is synthe-
sized at a normal rate in the individuals affected, but
that a lysosomal hydrolase was missing.  This blocked
the catabolic pathway indicated by dashed arrows in
Fig. 20-11 (block No. 3 in the figure).  In many patients
a single base change causing a Leu → Pro substitution
accounts for the defect.  In Fabry disease an X-linked
gene that provides for removal of galactosyl residues
from cerebrosides is defective.350  This leads to accu-
mulation of the triglycosylceramide whose degrada-
tion is blocked at point 7 in Fig. 20-11.

The best known and the commonest sphingolipi-
dosis is Tay–Sachs disease.366– 368  Several hundred
cases have been reported since it was first described in
1881.  A terrible disease, it is accompanied by mental
deterioration, blindness, paralysis, dementia, and
death by the age of three.  About 15 children a year
are born in North America with this condition, and
the world figure must be 5 – 7 times this.  The defect is
in the α subunit of the β-hexosaminidase A (point 7
in Fig. 20-10)366,366a with accumulation of ganglioside
GM2.  Somewhat less severe forms of the disease are
caused by different mutations in the same gene369 or in
a protein activator.  Sandhoff disease, which resembles
Tay–Sachs disease, is caused by a defect in the β sub-
unit, which is present in both β-hexosaminidases A
and B.368  Mutant “knockout” mice that produce only
ganglioside GM3 as the major ganglioside in their
central nervous system die suddenly from seizures if
they hear a loud sound.  This provides further evidence
of the essential nature of these components of nerve
membranes.369a

3.  Causes of Lysosomal Diseases

The descriptions given here have been simplified.
For many lysosomal diseases there are mild and severe
forms and infantile or juvenile forms to be contrasted
with adult forms.  Some of the enzymes exist as multiple
isozymes.  An enzyme may be completely lacking or
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a A general reference is Scriver, C. R., Beaudet, A. L., Sly, W. S., and Valle, D., eds. (1995) The Metabolic and Molecular
Bases of Inherited Disease, 7th ed., Vol. 1, McGraw-Hill, New York (pp. 2427– 2879)

b Wenger, D. A., Sattler, M., Kudoh, T., Snyder, S. P., and Kingston, R. S. (1980) Science 208, 1471– 1473
c See main text
d Hoogeveen, A. T., Reuser, A. J. J., Kroos, M., and Galjaard, H. (1986) J. Biol. Chem. 261, 5702–5704
e Gravel, R. A., Clarke, J. T. R., Kaback, M. M., Mahuran, D., Sandhoff, K., and Suzuki, K. (1995) in The Metabolic and

Molecular Bases of Inherited Disease, 7th ed., Vol. 1 (Scriver, C. R., Beaudet, A. L., Sly, W. S., and Valle, D., eds), pp. 2839–
2879, McGraw-Hill, New York

f See Box 20-D
g Neufeld, E. F., and Muenzer, J. (1995) in The Metabolic and Molecular Bases of Inherited Disease, 7th ed., Vol. 2 (Scriver, C.

R., Beaudet, A. L., Sly, W. S., and Valle, D., eds), pp. 2465 – 2494, McGraw-Hill, New York
h Wu, B. M., Tomatsu, S., Fukuda, S., Sukegawa, K., Orii, T., and Sly, W. S. (1994) J. Biol. Chem. 269, 23681 –23688
i Mononen, I., Fisher, K. J., Kaartinen, V., and Aronson, N. N., Jr. (1993) FASEB J. 7, 1247– 1256
j Seppala, R., Tietze, F., Krasnewich, D., Weiss, P., Ashwell, G., Barsh, G., Thomas, G. H., Packman, S., and Gahl, W. A.

(1991) J. Biol. Chem. 266, 7456– 7461

1. Niemann–Pick diseaseb Sphingomyelinase

 2. Farber disease (lipogranulomatosis) Ceramidase

3. Gaucher diseasec β-Glucocerebrosidase

4. Lactosyl ceramidosis β-Galactosyl hydrolase

5. Tay–Sachs diseasec β-Hexosaminidase A

6. GM1 gangliosidosisd β-Galactosidase

7. Fabry diseasec α-Galactosidase

8. Sandhoff diseasee β-Hexosaminidases A and B

9. Globoid cell leukodystrophy Galactocerebrosidase

10. Metachromatic leukodystrophy Arylsulfatase A

13. Hematoside (GM3) accumulation GM3-N-acetylgalactosaminyltransferase

Pompe diseasef α-Glucosidase

Hurler syndrome (MPS I)c α-L-Iduronidase

Hunter syndrome (MPS II)c Iduronate 2-sulfate sulfatase

Sanfilippo diseasec,g

Type A (MPS III) Heparan N-sulfatase

Type B N-Acetylglucosaminidase

Type C Acetyl-CoA:  α-glucosaminide N-acetyltransferase

Type D GlcNAc-6-sulfate sulfatase

Maroteaux–Lamy syndrome (MPS VI)g Arylsulfatase B

Sly syndrome (MPS VII)g,h β-Glucuronidase

Aspartylglycosaminuriai Aspartylglucosaminidase

Mannosidosis β-Mannosidase

Fucosidosis α-L-Fucosidase

Mucolipidosis α-N-Acetylneuraminidase

Sialidosisj

TABLE 20-1
Lysosomal Storage Diseases:  Sphingolipidoses and Mucopolysaccharidosesa

No. in
Fig. 20-11 Name Defective enzyme

G.  The Intracellular Breakdown of Polysaccharides and Glycolipids
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may be low in concentration.  The causes of the defi-
ciencies may include total absence of the gene, absence
of the appropriate mRNA, impaired conversion of a
proenzyme to active enzyme, rapid degradation of a
precursor or of the enzyme itself, incorrect transport
of the enzyme precursor to its proper destination,
presence of mutations that inactivate the enzyme,
or absence of protective proteins.  Several lysosomal
hydrolases require auxiliary activator proteins that
allow them to react with membrane-bound sub-
strates.350,351,365,370

4.  Can Lysosomal Diseases Be Treated?

There has been some success in using enzyme
replacement therapy for lysosomal deficiency dis-
eases.347,371-371b  One approach makes use of the fact
that the mannose-6-P receptors of the plasma mem-
brane take up suitably marked proteins and transfer
them into lysosomes (Section C,2).  The missing en-
zyme might simply be injected into the patient’s
bloodstream from which it could be taken up into the
lysosomes.372  This carries a risk of allergic reaction,
and it may be safer to attempt microencapsulation of
the enzyme, perhaps in ghosts from the patient’s own
erythrocytes.347  A second approach, which has had
limited success, is transplantation of an organ371 or of
bone marrow373 from a donor with a normal gene for
the missing enzyme.  This is dangerous and is little
used at present.  However, new hope is offered by
the possibility of transferring a gene for the missing
enzyme into some of the patient’s cells.  For example,
the cloned gene for the transferase missing in Gaucher
disease has been transferred into cultured cells from
Gaucher disease patients with apparent correction of
the defect.374  Long-term correction of the Hurler syn-
drome in bone marrow cells also provides hope for an
effective therapy involving gene transfer into a patient’s
own bone marrow cells375 or transplantation of selected
hematopoietic cells.375a

In the cases of Gaucher disease and Fabry disease,
it is hoped that treatment of infants and young children
may prevent brain damage.  However, in Tay–Sachs
disease the primary sites of accumulation of the
ganglioside GM2 are the ganglion and glial cells of
the brain.  Because of the “blood–brain barrier” and
the severity of the damage it seems less likely that the
disease can be treated successfully.

The approach presently used most often consists
of identifying carriers of highly undesirable genetic
traits and offering genetic counseling.  For example,
if both parents are carriers the risk of bearing a child
with Tay–Sachs disease is one in four.  Women who
have borne a previous child with the disease usually
have the genetic status of the fetus checked by amnio-
centesis.  A sample of the amniotic fluid surrounding

the fetus is withdrawn during the 16th to 18th week
of pregnancy.  The fluid contains fibroblasts that have
become detached from the surface of the fetus.  These
cells are cultured for 2 – 3 weeks to provide enough
cells for a reliable assay of the appropriate enzymes.
Such tests for a variety of defects are becoming faster
and more sensitive as new techniques are applied.376

In the case of Tay–Sachs disease, most women who
have one child with the disease choose abortion if a
subsequent fetus has the disease.

The diseases considered here affect only a small
fraction of the problems in the catabolism of body
constituents.  On the other hand, fewer cases are on
record of deficiencies in biosynthetic pathways.  These
are more often absolutely lethal and lead to early
spontaneous abortion.  However, blockages in the
biosynthesis of cerebrosides are known in the special
strains of mice known as Jimpy, Quaking, and msd
(myelin synthesis deficient).377,378  The transferases
(points 11 and 12 of Fig. 20-11) are not absent but are
of low activity.  The mice have distinct neurological
defects and poor myelination of nerves in the brain.
A human ailment involving impaired conversion of
GM3 to GM2 (with accumulation of the former; point
13 of Fig. 20-11) has been reported.  Excessive synthesis
of sialic acid causes the rare human sialuria.379  This
is apparently a result of a failure in proper feedback
inhibition.

Animals suffer many of the same metabolic diseases
as humans.  Among these are a large number of lyso-
somal deficiency diseases.380  Their availability means
that new methods of treating the diseases may, in
many cases, be tried first on animals.  For example,
enzyme replacement therapy for the Hurler syndrome
is being tested in dogs.381  Bone marrow transplantation
for human �-mannosidosis is being tested in cats with
a similar disease.382  Mice with a hereditary deficiency
of β-glucuronidase are being treated by gene transfer
from normal humans.357
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Study Questions

1. Constitution of cell surface oligosaccharides or
polysaccharides includes the following:

D-Glucose
D-Mannose
D-Galactose
L-Arabinose
L-Fucose
D-Glucuronic acid
D-Neuraminic acid

Outline pathways for biosynthesis of these com-
pounds from glucose.

2. Decarboxylation steps are required for synthesis
of UDP-xylulose and UDP-apiose (Fig. 21-1).
Propose chemical mechanisms for these reactions.

3. How do animals and plants differ with respect to
transport and storage of glucose?

4. Comment on unresolved questions about the
biosynthesis of cellulose, amylose, and amylopec-
tin.  What glycosyl carrier groups are required?

5. Most 5- and 6-membered sugars are found in
nature as pyranose ring forms.  Why is ribose in
RNA in the furanose ring form?

6. If the ratio [ NAD+]/ [ NADH ] in a cell were 500
and the ratio [ NADP+]/ [ NADPH ] were 0.002,
what concentrations of fructose and sorbitol
would be in equilibrium with 0.1 mM glucose?
See Box 20-A and Table 6-4.

7. Write a balanced equation for reaction of boric
acid (H3BO3) with two sugar rings to give a borate
diol ester linkage (Box 20-E).

8. Describe in general terms the process by which
N-linked oligosaccharides are synthesized and
attached to proteins.  What are the functions of the
ER and the Golgi?

9. What, if any, restrictions do you think should be
applied to the use of antibiotics on farms?

 Ch 20 IND page-E- 2/14/03, 11:31 AM1179



1180 Chapter 21.  Specific Aspects of Lipid Metabolism

Contents

Two large fat-filled adipose cells are seen in the foreground of this scanning
electron micrograph.  They are part of a larger cluster of cells from rat tissue.
Delicate strands of connective tissue fibers intertwine the cells and hold them
together.  While most of the connective tissue substance has been washed away
during preparation of the specimen, the remnants give a realistic impression of
the soft, loose nature of the intercellular material.  From Porter and Bonneville
(1973) Fine Structure of Cells and Tissues, Lea and Febiger, Philadelphia,
Pennsylvania.  Courtesy of Mary Bonneville.
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The basic pathways for both synthesis of fatty
acids and for their β-oxidation (Fig. 17-1) have been
described in Chapter 17.  However, there are many
variations to these pathways, and additional sets of
enzymes are needed to synthesize the complex array
of lipids present in most organisms.  We will consider
these details in this chapter.  Like most other organ-
isms, human beings are able to synthesize triacylglyc-
erols (triglycerides), phospholipids, and glycolipids
needed for cell membranes.  Glucose can serve as the
starting material.  However, dietary lipids are also a
major source.  For this reason, we will start with a
discussion of the digestion and uptake of lipids and of
the distribution by way of the bloodstream of ingested
lipids and of lipids synthesized in the liver or in other
tissues.

A. Digestion, Synthesis, and Distribution of
Triacylglycerols in the Human Body

Digestion of triglycerides begins in the stomach
with emulsification and partial digestion by gastric
lipase.  Within the small intestine the ~ 100-residue
protein called colipase1 – 2a binds to the surface of the
fat droplets and provides an attachment site for the
449-residue pancreatic lipase.  This Ca2+-dependent
serine esterase cleaves each triglyceride to two mole-
cules of fatty acid and one of a 2-monoacylglycerol.3 – 5

These products are emulsified by bile salts (Fig. 22-10)
and are then taken up by the cells of the intestinal
lining.  The fatty acids are converted to acyl-CoA
esters which transfer their acyl groups to the monoa-
cylglycerols to resynthesize the triacylglycerols.6  The
latter are incorporated into the very large lipoprotein

particles called chylomicrons (Table 21-1) and enter
the bloodstream via the lymphatic system (Fig. 21-1).7

Free fatty acids are also transported as complexes with
serum albumin.

Synthesis of lipids from carbohydrates is an effi-
cient process, which occurs largely in the liver and also
in intestinal epithelial cells.6  The newly synthesized
triacylglycerols, together with smaller amounts of
phospholipids and cholesterol, combine with specific
apolipoproteins, which are also synthesized in the
liver, to form very low density lipoprotein (VLDL)
particles which are secreted into the blood stream.
They transport the newly formed triacylglycerols from
the liver to other body cells including the adipocytes,
which store excess fat (Fig. 21-1).

1.   Plasma Lipoproteins

 The small particles of plasma lipoprotein, which
carry triacylglycerols, can be separated according to
their buoyant densities by centrifugation.  They have
been classified into five groups of increasing density
but smaller size as chylomicrons, very low density
lipoproteins (VLDL), intermediate density lipopro-
teins (IDL), low density (LDL), and high density
lipoproteins (HDL) (Table 21-1 and Fig. 21-2).  Each
lipoprotein particle contains one or more apolipopro-
teins (Table 21-2), whose sizes vary from the enormous
4536-residue apoB-100 to apoC-II and apoC-III, each of
which contains just 79 residues7a and the 57-residue
apoC-I.7b

The larger lipoproteins are spherical micelles
containing a core of triacylglycerols and esters of
cholesterol surrounded by a  2- to 3-nm-thick layer

50 µm
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consisting of phospholipid, free cholesterol, and the
apolipoprotein components.8  The size of the lipopro-
tein particles also varies from a 200- to 500-nm diame-
ter for chylomicrons to as little as 5 nm for the smallest
HDL particles.  The difference in volume is more
impressive.  If, as has been estimated,9 a 22-nm diame-
ter LDL particle contains about 2000 cholesterol and
cholesteryl ester molecules and 800 phospholipids, a
small HDL particle of 7-nm diameter will have room
for only about 60 molecules of cholesterol and 90 of
phospholipid, while a chylomicron may carry 10
million molecules of triacylglycerol.  HDL particles are
quite heterogeneous.  As is indicated in Table 21-1,
they are sometimes dividing into HDL2 and HDL3
density groups.  In addition,  there is a pre-HDL with
lower phospholipid content and discoid forms low in
cholesterol.  Models of a reconstituted lipoprotein disc
contain two molecules of apoA-I and ~160 phosphati-
dylcholines that form a bilayer core.10– 10b

Each apolipoprotein has one or more distinct
functions.  The apoB proteins probably stabilize the
lipoprotein micelles.  In addition, apoB-100 is essential
to recognition of LDL by its receptors.  The 79-residue
apoC-II has a specific function of activating the lipo-
protein lipase that hydrolyses the triacylglycerols of
chylomicrons and VLDL.  Lack of either C-II or the
lipase results in a very high level of triacylglycerols in
the blood.11

The large apolipoprotein B-100 is synthesized in
the liver and is a principal component of VLDL, IDL,
and LDL.  It is the sole protein in LDL, accounting for
nearly 20% of the mass of LDL particles.  Partly be-
cause of its insolubility in water, its detailed structure
is uncertain.  If it were all coiled into an α helix, it
would be 680 nm long and could encircle the LDL
particle nearly 10 times!  While the true structure of
apoB-100 is unknown, it is thought to be extended and
to span at least a hemisphere of the LDL surface.12  It
consists of at least five domains.  Sixteen cysteines are
present in the first 25 residues at the N terminus,
forming a crosslinked high-cysteine region.  There are
also 16 N-glycosylated sites.  Domain IV (residues
3071– 4011) is thought to contain the site that binds to
its specific receptor, the LDL receptor.12  Heterogeneity
in the amide I band of the infrared absorption spec-
trum (Fig. 23-3) suggests that about 24% is α helix,
23% β sheet, and that a large fraction consists of turns,
and unordered and extended peptide structures.13

In intestinal epithelial cells the same apoB gene
that is used to synthesize apoB-100 in the liver is used
to make the shorter apoB-48 (48%) protein.  This is
accomplished in an unusual way that involves “edit-
ing” of the mRNA that is formed.  Codon 2153 in the
mRNA for the protein is CAA, encoding glutamine.
However, the cytosine of the triplet is acted on by a
deaminase, an editing enzyme, to form UAA, a chain
termination codon.14,15  A third form of apoB is found

in lipoprotein(a) (Lpa).  This LDL-like particle con-
tains apoB-100 to which is covalently attached by a
single disulfide linkage (probably to Cys 3734 of apoB-
100) a second protein, apo(a).  The latter consists
largely of a chain of from 11 to over 50 kringle do-
mains resembling the 78-residue kringle-4 of plasmi-
nogen (see Fig. 7-30C)16– 19a as well as a protease
domain.20  This additional chain may cause tighter
binding to LDL receptors and may cause lipoprotein(a)
to displace plasminogen from cell surface receptors.21

The amount of Lp(a) varies over 1000-fold among
individuals and is genetically determined.  The num-
ber of kringle domains also varies.17  Although the
presence of high Lp(a) is associated with a high risk of
atherosclerosis and stroke,21a many healthy 100-year
olds also have high serum Lp(a).22

Apolipoprotein A-I is the primary protein compo-
nent of HDL.23– 25b  Most of the 243 residues consist of
a nearly continuous amphipathic α helix with kinks at
regularly spaced proline residues.26– 28  Two disulfide-
linked ApoA-I molecules may form a belt that encir-
cles the discoid lipoprotein.25b  ApoA-II is the second
major HDL protein, but no clearly specialized function
has been identified.29,30  ApoA-I, II, and IV, apoC-I, II,
and III, and apoE all have multiple repeats of 22 amino
acids with sequences that suggest amphipathic helices.
The 391-residue ApoA-IV has 13 tandem 22-residue
repeats.  Proline and glycine are present in intervening
hinge regions.23  This may enable these proteins to
spread over and penetrate the surfaces of the lipopro-
tein micelles.  Most of these proteins are encoded by a
related multigene family.7,30a

The 299-residue apolipoprotein E plays a key role
in metabolism of both triacylglycerols and cholesterol.
Like apoB-100 it binds to cell surface receptors.31– 33a

Absence of functional apoE leads to elevated plasma
triacylglycerol and cholesterol, a problem that is con-
sidered in Chapter 22, Section  D.  The N-terminal
domain, from residues 23 to 164, forms a 6.5 nm-long
four-helix bundle, which binds to the LDL receptors.32

There are three common isoforms of alipoprotein E
(apoE2, apoE3, and apoE4).  ApoE3 is most
common.33b  The presence of apoE4 is associated with
an increased risk of Alzheimer disease (Chapter 30).

The major lipoproteins of insect hemolymph, the
lipophorins, transport diacylglycerols.  The apolipo-
phorins have molecular masses of ~ 250, 80, and some-
times 18 kDa.34– 37a  The three-dimensional structure of
a small 166-residue lipophorin (apolipophorin-III) is
that of a four-helix bundle.  It has been suggested that
it may partially unfold into an extended form, whose
amphipathic helices may bind to a phospholipid sur-
face of the lipid micelle of the lipophorin.35  A similar
behavior may be involved in binding of mammalian
apolipoproteins.  Four-helix lipid-binding proteins
have also been isolated from plants.38  See also Box 21-
A.  Specialized lipoproteins known as lipovitellins
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TABLE 21-1
Classes of Lipoprotein Particles

a Data from Havel, R. J., and Kane, J. P. (1995) in The Metabolic and Molecular Bases of Inherited Disease, 7th ed., Vol. II (Scriver, C. R., Beaudet, A.
L., Sly, W. S., and Valle, D., eds), pp. 1841 – 1852, McGraw-Hill, New York.

Chylomicrons 75 –1200 0.93 2 7 2 3 86

VLDL 30 – 80 0.93 –1.006 8 18 7 12 55

IDL 25 – 35 1.006 –1.019 19 19 9 29 23

LDL 18 – 25 1.019 –1.063 22 22 8 42 6

HDL2 9–12 1.063 –1.125 40 33 5 17 5

HDL3 5–9 1.125 –1.21 45 35 4 13 3

Lp (a); slow 25 – 30 1.04 –1.09
pre-β

Class Composition (weight percent)a

Diameter
(nm)

Surface components Core lipids

Protein Phospholipid Cholesterol Cholesteryl
esters

TriacylglycerolDensity
(g/ml)

These are averages and there is considerable variation.

TABLE 21-2
Properties of Major Plasma Apolipoproteins

A-I  243 29 Major HDL protein

A-II — 17.4 Liver and intestine

A-IV    376 44.5

B-100 4536 513 Liver VLDL formation; ligand for LDL
receptor

B-48 2152 241 Intestine Chylomicron formation ligand
for liver chylomicron receptor

C-I 57 6.6

C-II 79 8.9 Liver Cofactor for lipoprotein lipase

C-III 79 8.8

D — 31 Many tissues A lipocalin

E 299 34 Liver, VLDL Ligand for LDL receptor

(a) Variable Ligand for liver chylomicron
receptor

Designation No. residues Mass Source Function
(kDa)

A.  Digestion, Synthesis, and Distribution of Triacylglycerols in the Human Body
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1184 Chapter 21.  Specific Aspects of Lipid Metabolism

store phospholipid in eggs whether from nematodes,
frogs, or chickens.39  There is some sequence similarity
to that of human apolipoprotein B-100.

2.  Movement of Lipid Materials Between Cells

After the synthesis and release of chylomicrons
into the lymphatic circulation, various exchange pro-
cesses occur by which apolipoproteins, as well as
enzymes and other proteins, may be added or re-
moved.  These very complex and incompletely under-

stood phenomena are presented in simplified form in
Fig. 21-1.  Chylomicrons donate apolipoproteins of the
A and C families to HDL particles which, in turn,
donate apoE and may also return some apoC protein
to the chylomicrons.

Both chylomicrons and VLDL particles undergo
similar processes in the capillary blood vessels, where
their triacylglycerols are hydrolyzed to glycerol and
free fatty acids by lipoprotein lipase.40– 42a  This
enzyme requires for its activity the apolipoprotein C-II
which is present in the chylomicrons and VLDL parti-
cles.  Lipoprotein lipase is also known as the “clearing

Newly synthesized
triacylglycerols

Cholesterol

Phospholipids

Endocytosis

Excess
cholesterol

Bile salts
Cholesterol

Chylomicron
remnant

Cholesterol
Triacyl-
glycerols

Intestinal
mucosal cell
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ApoB-48
ApoA-I,A-II
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other body cells

Excess
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HDL

Glycerol

Free fatty acids and
albumin complexes

ApoE

HDL

ApoC

2 Fatty acids

Monoacylglycerol
+

Dietary
lipids ApoB-48

ApoE

Liver cells
(hepatocytes)

Intestinal
lumen

ApoB-100
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Free
phospholipids
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endothelial
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ApoA
ApoC

Blood
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ApoB-100
ApoE
ApoC-I,II,III

ApoB-48
ApoE
ApoC-I,II,III
ApoA-I,II

ApoB-48
ApoA-I,II
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ApoC-I,II,III
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To
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Figure 21-1  Movement of triacylglycerols from liver and intestine to body cells and lipid carriers of blood.  VLDL; very low
density lipoprotein which contains triacylglycerols, phospholipids, cholesterol, and apolipoproteins B, and C.  IDL; intermedi-
ate density lipoproteins found in human plasma.  LDL; low density lipoproteins which have lost most of their triacylglycerols.
ApoB-100, etc., are apolipoproteins listed in Table 21-2.  LCAT, lecithin: cholesterol acyltransferase; CETP, cholesteryl ester
transfer protein (see Chapter 22).
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phorylation and moves from the cytoplasm to the
surfaces of lipid droplets in response to catechola-
mines and other lipolytic hormones.  Fatty acids are a
major fuel for aerobic cells.  Their conversion to acyl-
CoA derivative and oxidation to CO2 by beta oxidation
(Fig. 17-1) and other pathways are discussed in
Chapter 17 (pp. 939 – 950).

B. The Biosynthesis of Fatty Acids and Their
Esters

The synthesis of fatty acids two carbon atoms at a
time from acetyl-CoA has been considered in Chapter
17 and is outlined in Fig. 17-12.  In this pathway,
which resembles the β oxidation sequence in reverse,
the products are saturated fatty acids with an even
number of carbon atoms as shown in Fig. 21-2.  In this
section, we will consider some of the factors that lead
to variations in the chain lengths and types of fatty
acids.

1.  Fatty Acid Synthases

Both bacteria and plants have separate enzymes
that catalyze the individual steps in the biosynthetic
sequence (Fig. 17-12).  The fatty acyl group grows
while attached to the small acyl carrier protein
(ACP).54– 58  Control of the process is provided, in part,
by the existence of isoenzyme forms.  For example, in
E. coli there are three different β-oxoacyl-ACP synthas-
es.  They carry out the transfer of any acyl primer from
ACP to the enzyme, decarboxylate malonyl-ACP, and
carry out the Claisen condensation (steps b, e, and f in
Eq. 17-12)58a – e  One of the isoenzymes is specialized
for the initial elongation of acetyl-ACP and also pro-
vides feedback regulation.58c  The other two function
specifically in synthesis of unsaturated fatty acids.

In a few bacteria and protozoa and in higher
animals the fatty acid synthase consists of only one or
two multifunctional proteins.  That from animal tis-
sues contains six enzymes and an acyl carrier protein
(ACP) domain as well.  The human enzyme contains
2504 amino acid residues organized as a series of
functional domains.59– 59b  Pairs of the 272-kDa chains
associate to form 544-kDa dimers.  The complex pro-
tein may have arisen via an evolutionary process
involving fusion of formerly separate genes.60  The
enzyme contains an ACP-like site with a bound
4'-phosphopantetheine near the C terminus as well as
a cysteine side chain near the N terminus in the second
acylation site.  Since the two – SH groups can be
crosslinked by dibromopropanone,61,62 an antiparallel
linear arrangement of the two chains was proposed.63–65

Locations of the six enzymatic activities in each chain
are indicated on page 1187.  According to this picture,

factor” because it clears the milky chylomicron-con-
taining lymph.  It is secreted by adipocytes and other
cells and becomes attached to heparan sulfate proteg-
lycans on surfaces of capillary endothelial cells, a
major site of its action.43  Hereditary absence of func-
tional lipoprotein lipase causes chylomicronemia, a
massive buildup of chylomicrons in plasma.41,44  The
condition does not cause atherosclerosis but may lead
to pancreatitis if not treated.  Restriction of dietary fat
to 20 g / day or less usually prevents problems.  Natu-
rally occurring mutations of lipoprotein lipase involv-
ing both the aspartate of the catalytic triad (p. 635)45

and the flexible loop that covers the active site46 have
been discovered.

Both lipoprotein lipase and the less well under-
stood hepatic lipase are related structurally to pan-
creatic lipase.42,42b  In addition to hydrolysis of the
triacylglycerols, the uptake of materials from lipopro-
teins probably involves shedding of intact phospholip-
ids, perhaps as liposome-like particles.40

The free fatty acids and glycerol are taken up by
mammalian tissue cells leaving the cholesterol and
some of the phospholipids of the VLDL particles as
LDL.  In humans intermediate density lipoproteins
(IDL) are formed initially, but some are converted to
LDL later.  Both LDL particles and the shrunken chy-
lomicron remnants and VLDL remnants are taken
up by endocytosis in coated pits and are degraded by
body cells, principally of the liver.47,48    The best
known of these receptors is the 839-residue LDL
receptor, which has a specific affinity for ApoB-100.
The related VLDL receptor (apoE receptor) has a
higher affinity for apoE48– 50 and may function in up-
take of both VLDL and chylomicron remnants.  The
LDL receptor-related protein functions as a third
lipoprotein receptor.51  In addition, a series of scaven-
ger receptors, found in abundance in macrophages,
take up oxidized lipoproteins and other materials.51,52

Scavenger receptor B1 (SR-B1), which is also found in
liver cells, is involved in uptake of cholesterol from
HDL particles by hepatocytes 53  (see also Chapter 22).
Liver cells, and other cells as well, contain lipocalins
and fatty acid binding proteins (Box 21-A) that help
to carry these relatively insoluble acids to their desti-
nations within the cells.  Serum albumin (Box 2-A) is
also a major carrier of free fatty acids.53a  Within the
adipocytes the fatty acids are reconverted to triacylg-
lycerols.  The low density (LDL) and high density
(HDL) lipoproteins are involved primarily in trans-
porting cholesterol to and from cells, a topic that is
discussed in Chapter 22, Section D,2.

Fatty acids are carried to tissues for use in synthe-
sis of triacylglycerols, phospholipids, and other
membrane lipids.  The mobilization of fatty acids from
triacylglycerol stores and from cholesterol esters de-
pends upon hormone-sensitive lipase (p. 635).53b, 53c

This enzyme is activated by cAMP-dependent phos-
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BOX 21-A  LIPOCALINS, FATTY ACID-BINDING PROTEINS, AND LIPOPHORINS

Small hydrophobic molecules, which might
easily bind in biologically undesirable ways, are
chaperoned in animals, plants, and bacteria by
binding proteins that provide hydrophobic cavities
or crevices appropriate for holding these molecules
in readily releasable forms.  The lipocalins, most of
which are extracellular proteins, have a conserved
structural motif consisting of an 8-stranded β barrel
arranged as two stacked orthogonal sheets with a C-
terminal α helix that blocks one end.  The other end
is able to open and allow a small hydrophobic
molecule to bind in the internal cavitya– c  (see fig-
ure).  Only three short amino acid sequences are
conserved within a large family of lipocalinsb,d

which includes plasma retinol-binding protein,e

mammalian odorant-binding proteins,f �-lactal-
bumin, apolipoprotein D,a and the blue biliverdin-
binding protein insecticyanin of insect
hemolymph.g,h  Most lipocalins are soluble, but
some such as the plasma �1-microglobulin,i which
plays a role in the immune system (Chapter 31),
have additional functions that require them to bind
to other proteins or to cell surfaces.j  The gelati-
nase-associated lipocalin of human neutrophils

binds bacterially derived N-formylpeptides that act
as chemotactic agents (Chapter 19) and induces
release of materials from intracellular granules.c  A
few lipocalins have enzymatic activity.  For exam-
ple, prostaglandin D synthase is both an enzyme
and a carrier of bile pigments and thyroid
hormones.k  Most lipocalins have been found in
higher animals, but at least a few bacterial proteins
belong to the family.d  One is the 77-residue E. coli
outer membrane lipoprotein.a

A related family of proteins are represented by
fatty acid-binding proteinsl– o and by the intracel-
lular retinol- and retinoic acid-binding proteins
(see also Box 22-A).p  These are 10-stranded antipar-
allel β-barrels with two helices blocking an end (see
Figure).

A third group of lipid-binding proteins have a
four-helix bundle structure.  They include the insect
lipophorins, which transport diacylglycerols in the
hemolymph (see main text), and nonspecific lipid
carriers of green plants.q  An 87-residue four-helix
protein with a more open structure binds acyl-
coenzyme A molecules in liver.r

A small 98-residue sterol-binding protein from

Structure of a crystalline fatty acid-
binding protein from liver with two
molecules of bound oleate (dark
rods).  The lower molecule is more
deeply embedded in the protein and
more tightly bound than the second
molecule, which is closer to the outer
surface of the protein.  Semitranspar-
ent grey marks the solvent-accessible
surface of the binding cavity.  An
unknown molecule, perhaps butanoic
acid (as modeled), binds also at top of
the protein.  See Thompson et al.n

Courtesy of Leonard Banaszak.

NH3
+ NH3

+

COO- COO-

Stereoscopic view of an α-carbon
model of an insecticyanin sub-
unit with the bound biliverdin.
The N and C termini are labeled
NH3

+ and COO–, respectively.
The positions of several amino
acid residues are indicated.
From Holden et al.g  Courtesy of
Hazel Holden.
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BOX 21-A  (continued)

a Bishop, R. E., Penfold, S. S., Frost, L. S., Höltje, J.-V., and
Weiner, J. H. (1995) J. Biol. Chem. 270, 23097– 23103

b Flower, D. R., North, A. C. T., and Attwood, T. K. (1993) Protein
Sci. 2, 753 – 761

c Coles, M., Diercks, T., Muehlenweg, B., Bartsch, S., Zölzer, V.,
Tschesche, H., and Kessler, H. (1999) J. Mol. Biol. 289, 139 – 157

d Flower, D. R., Sansom, C. E., Beck, M. E., and Attwood, T. K.
(1995) Trends Biochem. Sci. 20, 498–499

the fungus Phytophthora, an agriculturally important
plant pathogen, has a very different folding pattern.
The sterol binds into a cavity formed by six helices
and two loops.  The protein is not only a sterol
carrier but an elicitin, which induces a defensive
response in the invaded plant.  The function of the
protein for the invader may be to acquire sterols for
the fungus, which is unable to synthesize them.s

Many larger lipid carrier proteins are known.
The 476-residue plasma cholesteryl ester transfer
protein is discussed briefly in Chapter 22.  Plasma
phospholipid transfer proteins are of similar size.t,u

A 456-residue human phospholipid-binding protein
interacts with the lipopolysaccharide of the surfaces
of gram-negative bacteria (Fig. 8-30) and partici-
pates in the immune response to the bacteria.  It has
an elongated boomerang shape with two cavities,
both of which bind a molecule of phosphatidylcho-
line.  Other plasma lipid transfer proteins may have
similar structures.v

e Cowan, S. W., Newcomer, M. E., and Jones, T. A. (1990) Proteins
8, 44 –61

f Spinelli, S., Ramoni, R., Grolli, S., Bonicel, J., Cambillau, C., and
Tagoni, M. (1998) Biochemistry 37, 7913– 7918

g Holden, H. M., Rypniewski, N. R., Law, J. H., and Rayment, I.
(1987) EMBO J. 6, 1565– 1570

h Huber, R., Schneider, M., Mayr, I., Müller, R., Deutzmann, R.,
Suter, F., Zuber, H., Falk, H., and Kayser, H. (1987) J. Mol. Biol.
198, 499 –513

i Åkerström, B., and Lögdberg, L. (1990) Trends Biochem. Sci. 15,
240– 243

j Bishop, R. E., and Weiner, J. H. (1996) Trends Biochem. Sci. 21,
127

k Beuckmann, C. T., Aoyagi, M., Okazaki, I., Hiroike, T., Toh, H.,
Hayaishi, O., and Urade, Y. (1999) Biochemistry 38, 8006 – 8013

l Sacchettini, J. C., and Gordon, J. I. (1993) J. Biol. Chem. 268,
18399– 18402

m Wiesner, S., Kurian, E., Prendergast, F. G., and Halle, B. (1999) J.
Mol. Biol. 286, 233 –246

n Thompson, J., Winter, N., Terwey, D., Bratt, J., and Banaszak, L.
(1997) J. Biol. Chem. 272, 7140– 7150

o  Hohoff, C., Börchers, T., Rüstow, B., Spener, F., and van
Tilbeurgh, H. (1999) Biochemistry 38, 12229– 12239
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flexibility with the ACP, MAS, and KS domains of a
single chain also being able to function together.58,62

Animal fatty acid synthases produce free fatty acids,
principally the C16 palmitate.  The
final step is cleavage of the acyl-
CoA by a thioesterase, one of the six
enzymatic activities of the synthase.

Yeast fatty acid synthase66,67 has
an α6β6 structure where the 208-kDa
α subunit contains the ACP-like site,
the active site – SH, and three cata-
lytic activities.  The 220-kDa β sub-
unit has five catalytic activities.  The
yeast enzyme contains the FMN
thought to act as FMNH2 in the
second reduction step.  As in bacte-
ria, the products of the complex are
molecules of acyl-CoA of chain
lengths C14, C16, and C18.68

B.  The Biosynthesis of Fatty Acids and Their Esters

SH
HS

SH
HS

A
C
P DH MAT KSERKRTE NC

DH ER KR TEN C
A
C
PMATKS

Abbreviation Enzymatic activity Residue numbers
KS β-Oxoacyl (ketoacyl) synthase 1 –  406
MAT Malonyl and acetyl transferase 428 –  815
DH Dehydratase 829 –  969
Central region Structural core (?) 970 – 1629
ER Enoyl reductase 1630 – 1850
KR β-Oxoacyl (ketoacyl) reductase 1870 – 2100
ACP Acyl carrier protein 2114 – 2190
TE Thioesterase 2200 – 2505

Organization of eukaryotic fatty acid synthase.  From Joshi et al.61

the ACP domain of one chain would cooperate with
the β-oxacyl synthase (KS) domain of the second
chain.  However, more recent studies indicate greater
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1188 Chapter 21.  Specific Aspects of Lipid Metabolism

Figure 21-2  Some biosynthetic reactions of fatty acids.  Green arrows indicate transformations carried out by the human
body.

acids as well as those with longer chains, whereas
rabbit’s milk contains largely C8 to C10 fatty acids.71

In plants most biosynthesis occurs in the chloro-
plasts or in the protoplastids of seeds.72– 75  There are
two different synthase systems in chloroplasts, one
that forms primarily the 16:0 palmitoyl-ACP and the
other the 18:0 stearoyl-ACP.  Hydrolysis of the palmi-
toyl-ACP releases palmitate, one major product of
chloroplasts.  However, the stearoyl-ACP is desaturat-
ed to oleoyl-ACP75a before hydrolysis to free oleate or
conversion to oleoyl-CoA.  In many species oleic acid
is almost the sole fatty acid exported by the chloro-
plasts.  However, it undergoes a variety of modifica-
tion reactions in the plant cytosol.

Plants, animals, and fungi all have fatty acid elon-

2.  Control of Chain Length

The length of fatty acid chains is controlled largely
by the enzymatic activity that releases the fatty acyl-
CoA molecules or the free fatty acids from the syn-
thase complex.  In the animal enzymes the
thioesterase, which is built into the synthase molecule,
favors the release primarily of the 16-carbon saturated
(16:0) palmitic acid.  However, in mammary glands
and in the uropygial glands (preen glands) of water-
fowl shorter chain fatty acids predominate.  These are
released from the synthase by reaction with a second
thioesterase, a 29-kDa protein69,70 that catalyzes the
otherwise premature release of shorter fatty acids.
Cow’s milk contains significant amounts of C4-C14
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gation systems in the endoplasmic reticulum.  Using
malonyl-CoA and NADPH,76,77 chain lengths of fatty
acids may be increased to C20 to C26.  Elongation of
fatty acids can also occur in mitochondria by reactions
that are essentially the reverse of β oxidation.  The
only deviation from an exact reversal of oxidation is
the use of NADPH as the reductant for enoyl-CoA
reductase.  Elongation of fatty acids in the outer mem-
brane of mitochondria, followed by transport of the
elongated chains into the mitochondria, may even
constitute another shuttle for transport of reducing
equivalents from NADH into mitochondria (Chapter
18, Section D).78  Elongation reactions may also occur
in peroxisomes.78a

3.  Starter Pieces and Branches

Acetyl-CoA is most often the primer or starter
piece for fatty acid synthesis, but butyryl-CoA is a
better primer for rabbits.  Butyryl-CoA arises from
acetyl-CoA by a reversal of β oxidation, the necessary
enzymes occurring in significant amounts in the cyto-
sol.79  If either acetyl-CoA or butyryl-CoA is the starter
piece, chain elongation via malonyl-CoA (Fig. 18-12)
leads to fatty acids with an even number of carbon

atoms.  However, degradation of the branched chain
amino acids valine, isoleucine, and leucine creates a
series of branched starter pieces (Table 21-3), whose
utilization leads to formation of branched fatty acids
of the iso and anteiso series.  These are found in bacte-
ria, in the lipids of tobacco and wool, in the “sound
lens” of echo-locating porpoises,80 and in many other
materials.81  Propionyl-CoA serves as an intermediate
for introduction (via methylmalonyl-CoA) of branches
at various other points in a fatty acid chain.82  For
example, 2R- and 4R-methylhexanoic acids, 2,4,6,8-
tetramethyldecanoic acid, and a variety of other
branched chain acids are esterified with long- chain
alcohols (mainly 1-octadecanol) to form the waxes of
the preen glands of ducks and geese.83  The C32 myco-
cerosic acid of Mycobacterium tuberculosis is also
formed using both malonyl-CoA and methylmalonyl-
CoA for chain elongation.84  This acid is present in
mycobacterial cell walls esterified with long-chain
diols (Box 21-C).85

4.  Synthesis by the Oxoacid Chain Elongation
Process

The carbon skeleton of leucine is derived from that
of valine by elongation of the corresponding oxoacid
by a single carbon atom that is derived from acetyl-
CoA (Fig. 17-18).  At least in plants some branched-
chain fatty acids of medium length are formed via the
same oxoacid elongation process, which extends the
chain one carbon atom at a time using 2-oxobutyrate
as a starting compound.  The same process can be
used to form medium length straight-chain fatty acids
(up to ~ C12) with either an odd or an even number of
carbon atoms.86

2-Oxoglutarate can also serve as a starter piece for
elongation by the oxoacid pathway.  Extension by
three carbon atoms yields 2-oxosuberate (Eq. 21-1).
This dicarboxylate is converted by reactions shown in
Eq. 24-39 into biotin and in archaebacteria into the
coenzyme 7-mercaptoheptanoylthreonine phosphate
(HTP), Eq. 21-1.87  Lipoic acid is also synthesized from
a fatty acid, the eight-carbon octanoate.88,89  A fatty
acid synthase system that utilizes a mitochondrial
ACP may have as its primary function the synthesis of
octanoate for lipoic acid formation.90  The mechanism
of insertion of the two sulfur atoms to form lipoate
(Chapter 15) is uncertain.  It requires an iron–sulfur
protein91,91a,b and is probably similar to the corre-
sponding process in the synthesis of biotin (Eq. 24-
39)92-93a and in formation of HTP (Eq. 21-1).  One
component of the archaebacterial cofactor methano-
furan (Chapter 15) is a tetracarboxylic acid that is
formed from 2-oxoglutarate by successive condensa-
tions with two malonic acid units as in fatty acid
synthesis.94

B.  The Biosynthesis of Fatty Acids and Their Esters

TABLE 21-3
Starter Pieces for Biosynthesis of Fatty Acids

Starter piece

Acid with even
number of carbon
atoms

Acid with odd
number of carbon
atoms

Iso series (even)

Iso series (odd)

Anteiso series (odd)

O

S-CoA

Acetyl-CoA

O

S-CoA

Propionyl-CoA

O

S-CoA

Isobutyryl-CoA

Valine

O

S-CoA
Isovaleryl-CoA

Leucine

O

S-CoAIsoleucine

Fatty acid products
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1190 Chapter 21.  Specific Aspects of Lipid Metabolism

BOX 21-B  THE ESSENTIAL FATTY ACIDS

In 1930, George and Mildred Burr reported
that the C18:2 (∆9,12) linoleic acid, a fatty acid of
exclusively plant origin, cured a disease condi-
tion observed in rats raised on a highly purified
fat-free diet.a,b  These animals grew poorly,
developed a scaly dermatitis, and suffered kid-
ney damage and impaired fertility.  The symp-
toms could be prevented if 1% of the dietary
energy was provided by linoleic acid.  This
C18:2 fatty acid can be converted in animals into
a series of other fatty acids by chain elongation
and desaturation.  All of this series have a dou-
ble bond six carbon atoms from the – CH3 termi-
nus and form an ω6 (or n-6) family.c

The major known essential function of linoleic acid
is conversion to the C20:4 (∆5,8,11,14 ) arachidonic
acid, the major precursor to prostaglandins and
other prostanoid compounds (Section D).  This
conversion occurs in infants as well as adults,d but
the rate may not always be adequate, and arachi-
donic acid is usually classified as an essential fatty
acid.  It is not clear whether linoleic acid has any
essential role of its own.  However, while arachidon-
ic acid can be converted into the prostaglandins
designated PGE2 and PGF2α, linoleic acid can also
give rise, via the C20:30 dihomolinolenic acid, to
PGE1 and PGF1α (see Eq. 21-16).  The C18:3 (∆9,12,15)
�-linolenic acid, another plant acid, can partially
replace linoleic acid and can be converted into PGE3
and PGF3α.

Thus, it is not surprising that the three acids are not
completely equivalent.e– g

Recent interest has focused on the C20:5 eicosa-
pentaenoic acid (EPA) and the C22:6 docosa-
hexaenoic acids (DHA).  These ω3 (or n-3)
polyunsaturated acids are formed from linolenic
acid by marine algae and are found in fish oils.h

The C22:5 and C22:6 acids can be converted to
prostaglandins of the PG4 and PG5 series.  DHA
together with the ω6 C22:4 acid constitutes over 30%
of the fatty acids in brain phospholipids.  In the

COOH

COOH

COOH

COOH

COOH

HO

H
HO OH

C18:3, ω3 α-Linolenic acid

C18:2, ω6 Linoleic acid

C20:4, ω6 Arachidonic acid

Arachidonic acid – folded

Prostaglandin E2

ω6: C18:2 → C18:3 → C20:3 → C20:4 → C22:4 → C22:5
Arachidonate→

PGE2,
PGF2α

→

PGE1,
PGF1α

ω3: C18:3 → C18:4 → C20:4 → C20:5 → C22:5 → C22:6→

PG4

→

PGE3,
PGE3α

→

PG5

retina DHA accounts for over 60% of the total in the
rod outer segments (Fig. 23-40).  DHA may be
formed in the human body from α-linolenic acid
obtained from plant sources (Fig. 21-2).  However,
the rate of synthesis may be inadequate especially in
infants and in persons of old age.i – m  Deficiency of
either EPA or DHA may lead to poor brain develop-
ment during prenatal and infant life.  Formation of
new synapses between neurons as well as growth of
new neurons in some areas of the brain is associated
with thinking and with memory formation (Chapter
30).  Therefore, a lack of the essential ω3 and ω6
fatty acids may contribute to mental deterioration in
older adults.  Eskimo populations, which consume
large amounts of fish, have a very low incidence of
coronary heart disease.  An inverse relation between
fish consumption and heart disease has also been
demonstrated in other populations.n  Inclusion of
fish oils to 20 – 30% of total caloric intake in the diet
causes a marked decrease in plasma triacylglycerols
and very low density lipoproteins (VLDL).o  This
effect has been attributed to the altered composition
of the prostanoid compounds known as thrombox-
anes and prostacyclins (PGI).  For similar reasons
the ω3 acids may have an antiinflammatory effect.p,q

Administration of fish oil to patients with kidney
disease has proved beneficialr and may decrease risk
of some cancers.s  However, a diet high in ω3 fatty
acids has also been reported to increase cancer risk.f

Long-chain ω3 fatty acids may protect against sudden
death from heart disease.t  They may promote lateral
phase separation within membranes to form regions
low in cholesterol (see references 95a and 119d).
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5.  Unsaturated Fatty Acids

Fatty acids containing one or more double bonds
provide necessary fluidity to cell membranes95,95a and
serve as precursors to other components of cells.  Sig-
nificant differences in the methods of introduction of
double bonds into fatty acids are observed among
various organisms.  Bacteria such as E. coli that can
live anaerobically often form vaccenic acid as the
principal unsaturated fatty acid.  It is formed by chain
elongation after introduction of a cis double bond at
the C10 stage of synthesis.  The bacteria possess a �-
hydroxydecanoyl thioester dehydratase, which
catalyzes elimination of a β-hydroxyl group to yield
primarily the cis-β,γ rather than the trans-α,β-unsatur-
ated product (Eq. 21-2).96  The mechanism may resem-

B.  The Biosynthesis of Fatty Acids and Their Esters

OOC COO

O

––

2-Oxoglutarate
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1192 Chapter 21.  Specific Aspects of Lipid Metabolism

O2 + 2 H+ + 2 e– + stearoyl-CoA → oleoyl-CoA + 2 H2O
(21-3)

Figure 21-3  Major pathways of synthesis of fatty acids and glycerolipids in the green plant Arabidopsis.  The major site of
fatty acid synthesis is chloroplasts.  Most is exported to the cytosol as oleic acid (18:1).  After conversion to its coenzyme A
derivative it is converted to phosphatidic acid (PA), diacylglycerol (DAG), and the phospholipids: phosphatidylcholine (PC),
phosphatidylinositol (PI), phosphatidylglycerol (PG), and phosphatidylethanolamine (PE).  Desaturation also occurs, and
some linoleic and linolenic acids are returned to the chloroplasts.  See text also.  From Sommerville and Browse.106  See also
Figs. 21-4 and 21-5.  Other abbreviations: monogalactosyldiacylglycerol (MGD), digalactosyldiacylglycerol (DGD), sulfolipid
(SL), glycerol 3-phosphate (G3P), lysophosphatidic acid (LPA), acyl carrier protein (ACP), cytidine diphosphate-DAG (CDP-
DAG).
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ble that of enoyl hydratase (Eq. 13-7), the indicated
trans-α,β-unsaturated intermediate (enzyme bound)
being isomerized to the cis-β,γ-unsaturated product
through an allylic rearrangement.  The product can
then be elongated to the C16 palmitoleoyl-ACP and
C18 vaccenoyl-ACP derivatives (Fig. 21-2, right side).
However, dehydration of β-hydroxydecanoyl-ACP lies
at a branch point in the biosynthetic sequences.  The
trans-α,β-unsaturated fatty acyl compound lies on the
usual route of chain elongation to palmitoyl-CoA (left
side, Fig. 21-2).

In higher plants, animals, protozoa, and fungi,
saturated fatty acids are acted upon by desaturases to
introduce double bonds, usually of the cis (Z) configu-
ration.  The substrates may be fatty acyl-ACP, fatty
acyl-CoA molecules, membrane phospholipids,97 or
glycolipids.98  The ∆9 desaturase, isolated from liver or
from yeast, converts stearoyl-CoA to oleoyl-CoA (Eq.
21-3).99– 102  This membrane-associated enzyme system

utilizes NADH as a reductant, passing electrons via
cytochrome b5 reductase and cytochrome b5 itself to
the desaturase.103,104  The pro-R hydrogens are re-
moved at both C-9 and C-10.

In plants a similar enzyme catalyzes formation  of
the first double bond in a fatty acyl group converting
stearoyl-ACP into oleoyl-ACP in the
chloroplasts.72,75a,105– 108  The soluble ∆9  stearoyl-ACP
desaturase has a diiron-oxo active site (Fig. 16-20, B,
C).109,110  Electrons are donated from light-generated
reduced ferredoxin (see Chapter 23).  In addition to
the ∆9 desaturase both plants and cyanobacteria
usually desaturate C18 acids also at the ∆12 and ∆15

positions and C16 acids at the ∆7, ∆10, and ∆13 (ω3)
positions.111,112  Desaturation of oleate occurs primari-

 Ch 21 IND page - E 2/14/03, 11:35 AM1192



1193B.  The Biosynthesis of Fatty Acids and Their Esters

ly in the ER after conversion of the free acid to its
coenzyme A derivative or to phosphatidylcholine.
Consecutive introduction of two double bonds forms
linoleoyl-CoA (18:2, ∆9,12) and linolenoyl-CoA (18:3,
∆9,12,15; see Fig. 21-3).108  All double bonds are cis.  The
membrane lipids of chloroplasts contain both linoleic
and linolenic acids, which have apparently been re-
turned to the chloroplasts from the cytosol72 as indicat-
ed in Fig. 21-3.  Plants grown at colder temperatures
have a higher content of these trienoic acids than those
grown at higher temperature.72a

The origin of ricinoleic acid, an abundant constitu-
tuent of castor beans, is also shown in Fig. 21-2.  It is
formed by an oleate hydroxylase that has an amino
acid sequence similar to those of oleate desaturases.113

Both hydroxylation and desaturation are reactions
catalyzed by diiron centers.114  Other fatty acid hy-
droxylases act on the alpha115 and the omega posi-
tions.  The latter are members of the cytochrome P450
family.116,117

The conversion of oleoyl-CoA to linoleoyl-CoA is
accomplished by some insects118 but does not take
place in most animals.  As a result of this biosynthetic
deficiency, polyunsaturated fatty acids such as linoleic,
linolenic, and the C20 arachidonic acid are necessary in
the diet (Box 21-B).  One essential function of linoleic
acid is to serve as a precursor of prostaglandins and
related prostanoids (Section D).  Dietary linoleate is
converted to its CoA derivative and then by sequential
∆6 desaturation,119 elongation, and then ∆5 desatura-
tion, to the 20:4 (∆5,8,11,14) arachidonoyl-CoA (Fig. 21-2,
lower right).  These acids are referred to as ω6 because
of the position of the last double bond.  Linolenic acid
can be converted in an analogous fashion to the CoA
derivative of the 20:5 (∆5,8,11,14,17 ω6) eicosapentaenoic
acid (EPA).  The 22:6 docasahexaenoic acid (DHA; Fig.
21-2) is apparently formed by elongation of the 22:5
acyl-CoA to 24:5, desaturation, transfer to a peroxi-
some or mitochondrion, and β oxidation to shorten
the chain.95a

These acids are very important in human
nutrition.119a–d  (See also Box 21-B.)  In the absence of
adequate essential fatty acids oleate is desaturated and
elongated in a similar sequence to the unusual 20:3
(∆5,8,11 ω9) acid.  Vertebrate tissues also carry out desat-
uration at the ∆4 and ∆3 positions.111  Lepidoptera,
which synthesize a great diversity of pheromones, are
rich in unusual desaturases such as the gland-specific
acyl-CoA ∆11 desaturase of cabbage looper moths.120

Polyunsaturated fatty acids, containing 4, 5, or 6
double bonds and chain lengths of up to C36, are found
in phosphatidylcholine of vertebrate retinas.121  Al-
though the double bonds are rarely in conjugated
positions in food fats and in animal bodies, some
plants convert oleic or linoleic acid into fatty acids
with as many as three or four conjugated double
bonds.121a Conjugated linoleic acid (9c, 11t 18:2) can

be formed from 11-trans-octadecenoate in the human
body.121b  This compound is also found in meat and
dairy products.  It has been reported to have antican-
cer properties121c and may be another beneficial di-
etary constituent.  An isomerase isolated from red
algae converts polyunsaturated acids into forms with
conjugated double bonds.  For example, arachidonic
acid (5Z, 8Z, 11A, 14Z) is converted to (5Z, 7E, 9E,
14Z)-eicosatetraenoic acid.122,123

6.  Cyclopropane Fatty Acids and Mycolic Acids

Fatty acids containing one or more cyclopropane
rings are present in many bacteria (p. 381).124,125  The
extra carbon of the cyclopropane ring is added from
S-adenosylmethionine (AdoMet) at the site of a cis
double bond in a fatty acyl group of a phosphatidyle-
thanolamine molecule in a membrane (Eq. 21-4).126,126a

The same type of intermediate carbocation can yield
either a cyclopropane fatty acid (Eq. 21-4, step a) or a
methenyl fatty acid (Eq. 21-4, step b).  The latter can be
reduced to a branched fatty acid.  This is an alternative
way of introducing methyl branches that is used by
some bacteria.127

Mycobacteria are rich in cyclopropane-containing
fatty acids.  These mycolic acids are major compo-
nents of the cell walls and may account for 30% of the
dry weight of the cells.128  The most abundant mycolic
acid of M. tuberculosis consists of C52 fatty acid contain-
ing two cyclopropane rings joined via a Claisen-type
condensation with a C26 carboxylate fatty acid (Eq. 21-
5).  A similar mycolic acid formed by M. smegmatis has
double bonds instead of cyclopropane rings as indicat-
ed below Eq. 21-5.128,129  There are other variations.  In
place of a double bond or cyclopropane group there
may be – OH, – OCH3, C = O, epoxide, or CH3

127

Cyclopropane fatty acids are catabolized via β
oxidation,130 which is modified as in Eq. 21-6 when the
chain degradation reaches the cyclopropane ring.  The

a

b

C C

H H
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H HCH3

+
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H HCH2
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C
CH2

H3C H
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(21-4)
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BOX 21-C  TUBERCULOSIS

COOH

CH3CH3CH3CH3
2R,4R,6R,8R-Tetramethyloctacosanoic acid (mycocerosic acid)

N
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O N NH2
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S NH2
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C2H5 N
N C2H5

HOH2C H

H CH2OH

Isonicotinylhydrazide
(Isoniazid)

Ethionamide

H

Pyrazinamide

H

H
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As many as one-third of the inhabitants of the
earth are infected by Mycobacterium tuberculosis.  For
most the infection is dormant, but in some the slow-
growing bacteria cause a progressive and deadly
destruction of the lungs.  There are still about three
million deaths annually, and M. tuberculosis now, as
in the past, kills more people then any other
pathogen.a,b  The development of drug-resistant
strains of the bacterium and the threat of a world-
wide resurgence of tuberculosisc,d has spurred new
efforts to understand the unusual metabolism of
mycobacteria and to develop new drugs.  The com-
plete 4.4 million base-pair sequence of the circu-
lar genome is known.c  An unusually large
fraction of the genes encode enzymes involved in
synthesis and breakdown of lipids, including the
synthesis of mycolic acids (Eq. 21-5) which are
characteristic of mycobacteria.

The mycobacterial cell wall, discussed in
Chapter 8, contains mycolic acids bound co-
valently at the nonreducing ends of arabinogalac-
tans that are attached to the inner peptidoglycan
layer,e as well as phosphatidylinositol-anchored
lipoarabinomannans.  Other unusual lipids that
are also present and account for some of the
difficulty of treatment with antibiotics include
esters of mycocerosic acid with long-chain diols
known as phenolphthiocerols and phthiocerols.f,fg

Streptomycin (Boxes 20-B, 20-H) was intro-
duced into clinical use against tuber-
culosis in about 1943.  However,
resistant mutants always survived
until newer drugs were developed.
Isonicotinylhydrazide (isoniazid) is
especially effective in combinations
with suitable antibiotics and other
drugs.g  The four-drug combination
isoniazid, rifampicin (Box 28-A),
pyrazinamide, and ethambutol is
often used.  Nevertheless, bacteria
resistant to all of these have devel-
oped.

N

N O
H2N
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R

H
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NH2

N

R

H

O

NH2 H

N

O

N

O

NH2

R

H

H

NADH NAD radical Isonicotinic acyl-NADH

Isoniazid

Isonicotinic acyl
radical

Although isoniazid has been in use for about 45
years, the enzyme that it inhibits has been recog-
nized only recently.  It is a specific NADH-depen-
dent enoyl reductase involved in synthesis of
mycolic acids.h,i  The isoniazid must be activated by
action of a bacterial catalase-peroxidase.j,k  This
enzyme may convert the drug to a reactive radical
that combines with a NADH-derived radical to
form an adduct in the active site of the enzymes.
One possible reaction sequence follows.h  However,
the mechanisms are not clear.
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BOX 21-C  (continued)

a Young, D. B. (1998) Nature (London) 393, 515 – 516
b Venisse, A., Rivière, M., Vercauteren, J., and Puzo, G. (1995)

J. Biol. Chem. 270, 15012 – 15021
c Cole, S. T., and and 41 other authors. (1998) Nature (London)

393, 537– 544
d Iseman, M. D. (1994) Proc. Natl. Acad. Sci. U.S.A. 91, 2428 – 2429
e Scherman, M. S., Kalbe-Bournonville, L., Bush, D., Xin, Y.,

Deng, L., and McNeil, M. (1996) J. Biol. Chem. 271, 29652 – 29658
f Fitzmaurice, A. M., and Kolattukudy, P. E. (1998) J. Biol. Chem.

273, 8033 – 8039
fg Patterson, J. H., McConville, M. J., Haites, R. E., Coppel, R. L.,

and Billman-Jacobe, H. (2000) J. Biol. Chem. 275, 24900 – 24906

ring opening of the cyclopropanol derivatives occurs
readily, even with mild nonenzymatic acid–base catalysis.

Another alteration of unsaturated fatty acids is the
formation of acetylenic groups  (– C ≡ C –).  This appar-
ently occurs by dehydrogenation of – CH = CH –.  Ex-
amples of naturally occurring acetylenes are
crepenynic acid (p. 381), alloxanthin (p. 1240), and
the following remarkable hydrocarbon from the com-
mon cornflower Centaurea cyanus131:

a

b

c

SCoA

O

OH

O(C24) (C24:1)

Elongate, cyclopropanate,
desaturate, cyclopropanate
elongate
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OH

O

CO2H

OH

OH

O

Condense,
reduce

CO2

Mycolic acid (C77) M. tuberculosis

OH

OH

O
Mycolic acid (C79) M. smegmatis

(21-5)

g Blanchard, J. S. (1996) Ann. Rev. Biochem. 65, 215 – 239
h Rozwarski, D. A., Grant, G. A., Barton, D. H. R., Jacobs, W. R. J.,

and Sacchettini, J. C. (1998) Science 279, 98 – 102
i Baldock, C., Rafferty, J. B., Stuitje, A. R., Slabas, A. R., and Rice,

D. W. (1998) J. Mol. Biol. 284, 1529 – 1546
j Sherman, D. R., Mdluli, K., Hickey, M. J., Arain, T. M., Morris, S.

L., Barry, C. E., III, and Stover, C. K. (1996) Science 272, 1641– 1643
k Wengenack, N. L., Lopes, H., Kennedy, M. J., Tavares, P., Pereira,

A. S., Moura, I., Moura, J. J. G., and Rusnak, F. (2000) Biochemis-
try 39, 11508 – 11513
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7. The Lipids of Skin and Other
Surfaces

Special fatty materials are often secret-
ed to form external surfaces of organ-
isms.81,132  An example already mentioned
is the secretion of the uropygial glands
(preen glands) of water fowl.  In the goose
90% of this material is a wax consisting of
monoesters of various acids with predomi-
nantly 1-octadecanol as the long-chain

fatty alcohol.81  The latter is formed by reduction of
stearoyl-CoA as indicated in Fig. 21-2.  Waxes are also
important constituents of marine environments, where
they are not limited to surfaces.  For example, copep-
ods, which constitute a major component of marine
zooplankton, may contain up to 70% of their dry
weight as wax esters.  Some marine animals, such as
sperm whales, accumulate the same esters in major
amounts as energy stores.133

Among the compounds present in the lipids of
human skin are a variety of branched fatty acids, both
free and combined.  They may play a role in maintain-
ing the ecological balance among microorganisms of
the skin, and they also impart to each individual a

H3C C C C C C C C

H H

C
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H H

CH2

CH2

CH2

CH2 C
CH2

H

B.  The Biosynthesis of Fatty Acids and Their Esters
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1196 Chapter 21.  Specific Aspects of Lipid Metabolism

distinct odor or “chemical fingerprint.”132  Some of the
skin lipids are incorporated into the cornified outer
skin surface (Box 8-F).134  See also Section C, 3.

Surface lipids of plants. The thick cuticle (Fig. 1-
6) that covers the outer surfaces of green plants con-
sists largely of waxes and other lipids but also contains
a complex polymeric matrix of cutin (stems and
leaves) or suberin (roots and wound surfaces).135,135a

Plant waxes commonly have C10 – C30 chains in both
acid and alcohol components.  Methyl branches are
frequently present.  A major function of the waxes is to
inhibit evaporation of water and to protect the outer
cell layer.  In addition, the methyl branched compo-
nents may inhibit enzymatic breakdown by microbes.
Free fatty acids, free alcohols, aldehydes, ketones, β-
diketones, and alkanes are also present in plant sur-
face waxes.  Chain lengths are usually C20 – C35.136

Hydrocarbon formation can occur in other parts of a
plant as well as in the cuticle.  Thus, normal heptane
constitutes up to 98% of the volatile portion of the
turpentine of Pinus jeffreyi.81

  Cutin is largely a polyester with a high content of
ω-hydroxypalmitic acid and related fatty acids, which
are also hydroxylated at a second position:

This allows branching of the polymer.  Monomers of
other chain lengths as well as aromatic components
related to lignin are also present and polymerized into
a high molecular mass branched structure.  Suberin is
a more complex ligninlike polymer with a high con-
tent of phenolic constituents135 such as vanillin (Fig.
25-8).

Formation of hydrocarbons. Alkanes and alk-
enes occur in plants, in preen gland secretions, and in
insects.  The alkanes of plant cuticle are thought to be
formed by elongation of a C16 acid followed by loss of
the carboxyl group.  The mechanisms are not obvious.
However, these hydrocarbons are often two carbon
atoms shorter than the starting fatty acid.  The path-
way between them might begin by α-oxidation to form
an α-peroxy acid which would decarboxylate to form
an aldehyde, a reaction similar to that of Eq. 15-36.
Alternatively, a long-chain acyl-CoA may be reduced
directly to an aldehyde.  In fact, when suitable inhibi-
tors are present aldehydes do accumulate in tissues
that are forming hydrocarbons.137  Conversion of an
aldehyde intermediate to an alkane may occur by
decarbonylation (loss of CO).  This has been demon-
strated in pea (Pisum sativum) leaves,138 in uropygial
glands,139 in flies, and in a colonial green alga, Botyro-
coccus braunii.138  In the last case 32% of the dry weight

of the cells is C27, C29, and C31 hydrocarbons.  They
appear to be formed by action of a decarbonylase that
apparently contains a cobalt porphyrin.137  Plants
require cobalt for growth, but an enzymatic function
has not previously been established.

In contrast, the sex pheromone of the female
housefly is (Z)-9-tricosene, a hydrocarbon apparently
formed by an oxidative decarboxylative process from a
precursor aldehyde by an enzyme that requires NAD-
PH and O2 and is apparently a cytochrome P450.140

Oxidative deformylation by a cytochrome P450 con-
verts aldehydes to alkenes, presumably via a peroxo
intermediate.117  Formation of an alkene by decarboxy-
lation has also been proposed,141 but a mechanism is
not obvious.

Insect waxes, hydrocarbons, and pheromones.
Surface lipids of many insects contain esters of long-
chain (as long as 66 carbon atoms) alcohols and long-
chain acids.142  On the other hand, waxes of the
tobacco hornworm consist largely of 11- and 12-oxo
derivatives of a C28 alcohol, which may be esterified to
short-chain acids.142  A major hydrocarbon of cock-
roaches is 6,9-heptacosadiene.81

Insects communicate through the use of a great
variety of volatile pheromones.  As mentioned in
Chapter 8, Section A,1, some moths utilize acetate
esters of various isomers of ∆7 and ∆11 unsaturated C14
fatty acids as sex pheromones.  Some other moths
convert the trans-11-tetradecenyl acetate into the corre-
sponding C14 aldehyde or alcohol, while others use
similar compounds of shorter (C11 – C12) chain
length.143  Some ants use ketones, such as 4-methyl-3-
heptanone, as well as various isoprenoid compounds
and pyrazines as volatile signaling compounds.144

Other insects also utilize isoprenoids,145 alkaloids,146

and aromatic substances as pheromones.

C. Synthesis of Triacylglycerols, Glycolipids,
and Phospholipids

Reduction of dihydroxyacetone phosphate yields
sn-glycerol 3-phosphate, the starting compound for
formation of the glycerol-containing lipids (Fig. 21-4
step a).146a,b  Transfer of two acyl groups from ACP or
CoA to the hydroxyl groups of this compound (steps b
and c) yields 1,2-diacylglycerol 3-phosphate (phospha-
tidic acid).  Two different acyltransferases are re-
quired.147  Unsaturated fatty acids are incorporated
preferentially into the 2-position.  The intermediate 1-
acyl-sn-glycero-3-phosphate, often called lysophos-
phatidic acid (LPA), is formed in excess in activated
platelets and has a variety of signaling activities.148,149

LPA for signaling is derived by turnover of existing
phospholipids.  An alternative route of LPA formation
in liver is the transfer of one acyl group onto dihy-

HO CH2 (CH2)x CH

OH

(CH2)y COOH

Cutin monomers.  C16 acids in which y = 8, 7, 6, or 5 and x + y = 13
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droxyacetone phosphate and reduction prior to addi-
tion of the second acyl group (Eq. 21-7).

Phosphatidic acid lies at a metabolic branch point.
On the one hand, the phospho group can be removed
by a specific phosphatase (step d)150 and another acyl
group (most often an unsaturated acyl group) may be
transferred onto the resulting diacylglycerol (DAG,
diglyceride, step e)150a,b to form a triacylglycerol
(triglyceride).  Alternatively, the phosphatidic acid
may be converted to a CDP-diacylglycerol (step g), a
key intermediate in phospholipid synthesis both in
eukaryotes and in bacteria.151  Not only can phospha-
tidic acid be hydrolyzed to 1,2-diacylglycerols, but the
reverse process can occur by action of a kinase.  This
presumably permits recycling of the diacylglycerol
formed by turnover of membrane phospholipids.152

Diacylglycerols can also be converted to a variety
of glycolipids such as the galactolipids of chloro-
plasts (Eq. 21-8).  See also Chapter 8.  These are the
major lipids of photosynthetic membranes.98,153– 155

Some bacteria, e.g., the mycoplasma Acholeplasma

C.  Synthesis of Triacylglycerols, Glycolipids, and Phospholipids

laidlawii, contain both monoglucosyl- and diglucosyl-
DAG.  Changes in the ratio of these two membrane
components may regulate the phase equilibrium
between bilayer and nonbilayer forms.156  1,2-Diacylg-
lycerol can also react with UDP-sulfoquinovose (Eq.
20-12) to form the characteristic sulfolipid of chloro-
plasts.154

In animals a principal regulatory point for lipid
synthesis is in the activation of acetyl-CoA carboxylase
by citrate (Fig. 17-20).156a,b  Beyond that, a complex
hormonal control is exerted on both biosynthesis and
the catabolism of triglycerides stored in liver and
adipose tissues.157  For example, adrenaline and gluca-
gon, by stimulating production of cAMP, stimulate
acetyl-CoA carboxylase,158 activate lipases that cleave
triacylglycerols, and mobilize depot fats.159  Insulin, on
the other hand, promotes lipid storage.  It increases the
activity of the enzymes of lipogenesis from the ATP-
dependent citrate cleavage enzyme (Eq. 13-39) and
inhibits cAMP production, thus blocking lipolysis
within cells.  At the transcriptional level sterols bind to
activator proteins (sterol regulatory element bind-
ing proteins, SREBPs) and activate genes for acetyl-
CoA carboxylase158 and for stearoyl-CoA
desaturases.160  Fatty acid synthases, which play a
central role in lipid formation, are controlled by both
hormonal and nutritional factors at the transcription-
al161 and translational162 levels.  Environmental factors
also have indirect effects.  For example, the ∆9 fatty
acid desaturase activity of poikilothermic (cold-blood-
ed) animals is increased at low temperatures.  The
resulting increased synthesis of unsaturated fats leads
to increased fluidity of the membrane bilayer.163  As
mentioned on p. 1193; the same is true for green plants.

1.  Phospholipids

Bacterial and also some eukaryotic phospholipids
are formed following conversion (Fig. 21-4, step g) of
phosphatidic acids to CDP-diacylglycerols, which are
able to react with a variety of nucleophiles with dis-
placement of CMP.164– 166  Reaction with L-serine (step
h)167 leads to phosphatidylserine, and reaction with
glycerol 3-phosphate (step i),168 which enters cells via a
special transporter,168a produces phosphatidyglycerol
3-P.  The enzyme catalyzing the formation of phos-
phatidylserine appears to occur naturally as an inte-
gral membrane protein of the ER.  Some is also bound
to ribosomes and to mitochondria.169,169a  In contrast,
most of the other enzymes of phospholipid formation
are closely associated with or embedded in the cyto-
plasmic membrane.  One of these, a pyruvoyl group
dependent enzyme (Chapter 14, Section F),  catalyzes
decarboxylation of phosphatidylserine to phosphati-
dylethanolamine (PE, step j, Fig. 21-4).170  This reac-
tion had been thought unimportant in animals, but
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results with cultured cells show that decarboxylation
of phosphatidylserine is often the major route of for-
mation of phosphatidylethanolamine in mammalian
cells.171,172  This phospholipid also accounts for 75% of
total phospholipid of the E. coli cell envelope.  It is
synthesized on the cytosolic side of the inner mem-
brane, but it is also translocated to the outer mem-
brane, where it is a major constituent of the inner
bilayer leaflet.173  PE is essential for viability of E. coli
cells.174  It provides dipolar ionic head groups and
apparently serves as a chaperone for folding of some
membrane proteins.175

After removal of a phosphate from phosphatidylg-
lycerol 3-P, the resulting phosphatidylglycerol can be
converted to diphosphatidylglycerol (known as

cardiolipin).  One manner in which this is accom-
plished in bacteria is indicated by step l of Fig. 21-4.
One molecule of glycerol is displaced as two mole-
cules of phosphatidylglycerol are coupled.  The alter-
native pathway of Eq. 21-9 is followed in eukaryotic
mitochondria and perhaps in some bacteria.  The
entire phosphatidic acid group is transferred from
CDP-diacylglycerol to phosphatidylglycerol with
displacement of CMP.176– 178  Gram-negative bacteria
also synthesize a second set of membrane phospholip-
ids, compounds such as lipid A (Figs. 8-30, 20-10) that
are based on acylated glucosamine.165

Phosphatidylcholine, which is rarely present in
bacteria, is formed in eukaryotes from phosphatidyl-
ethanolamine by three consecutive steps of methylation
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Figure 21-4  Biosynthesis of triacylglycerols, glycolipids, and major phos-
pholipids that are formed both in prokaryotes and eukaryotes.  More com-
plete schemes of phospholipid synthesis are shown in Figs. 21-3 and 21-5.
Green arrow: pathway occurring only in eukaryotes.
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by S-adenosylmethionine (Fig. 21-5).  This pathway is
of major importance in eukaryotic cells.179,180  Howev-
er, alternative pathways (the Kennedy pathways),166

which are represented by black lines on the left side of

Fig. 21-5, are also used for formation of both phos-
phatidylcholine and phosphatidylethanolamine.  In
both cases, the free base, choline, or ethanolamine180a,b

is phosphorylated with ATP.  Choline phosphate
formed in this manner is then converted by reaction
with CTP  to CDP-choline (Eq. 17-58).181  Phosphati-
dylcholine is formed from this intermediate181a,b while
CDP-ethanolamine is used to form phosphatidyletha-
nolamine (Fig. 21-5).  These synthetic reactions occur
within cell nuclei as well as on surfaces of cytoplasmic
membranes.181c

The formation of phosphatidylserine and possibly
other phospholipids in animal tissues may also be
accomplished by exchange reactions (Eq. 21-10, step
a).182,183  At the same time, decarboxylation of phos-
phatidylserine back to phosphatidylethanolamine (Eq.
21-10, step b) also takes place, the net effect being a
catalytic cycle for decarboxylation of serine to ethano-
lamine.  The latter can react with CTP to initiate syn-
thesis of new phospholipid molecules or can be
converted to phosphatidylcholine (step c).  However,
unless there is an excess of methionine and folate in
the diet, choline is an essential human nutrient.184

C.  Synthesis of Triacylglycerols, Glycolipids, and Phospholipids

Figure 21-5  A more complete outline of the biosynthesis of triacylglycerols, glycolipids, and phospholipids including charac-
teristic eukaryotic pathways.  Green lines indicate pathways utilized by both bacteria and eukaryotes.  Structures of some of
the compounds are shown in Fig. 21-4.  The gray arrows show the formation of phosphatidylserine by exchange with ethano-
lamine (Eq. 21-10).
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Apparently the synthesis via serine and phosphati-
dylserine cannot provide an adequate amount of
choline, which is present in the body not only in phos-
phatidylcholine but in plasmalogens, sphingomyelins,
and the neurotransmitter acetylcholine.185

Phosphatidylinositol (PI), a major component of
membrane lipids, is formed by displacement of CMP
from CMD-dialylglycerol by myo-inositol.186  It is also
converted into a variety of less abundant phosphory-
lated derivatives that engage in signaling activities
(see Fig. 11-9).  In addition, PI is a component of the
glycosylphosphatidylinositol (GPI) membrane anchors
for suface proteins (Fig. 8-13).  Free GPI anchors, lack-
ing bound proteins, are also present in membranes.

a

b

c

Phosphatidylethanolamine
(or phosphatidylcholine)

Serine Ethanolamine (or choline)

Phosphatidylserine

CO2

AdoMet

Phosphatidylcholine

Ethanolamine

(21-10)

BOX 21-D  POLY-�-HYDROXYBUTYRATE AND BIODEGRADABLE PLASTICS

The important bacterial storage material poly-
hydroxybutyric acid is related metabolically and
structurally to the lipids.  This highly reduced poly-
mer is made up of D-β-hydroxybutyric acid units in
ester linkage, about 1500 residues being present per
chain.  The structure is that of a compact right-
handed coil with a twofold screw axis and a pitch of
0.60 nm.a  Within bacteria it often occurs in thin
lamellae ~5.0 nm thick.  Since a chain of 1500 resi-
dues stretches to 440 nm, there must be ~88 folds in
a single chain.  Present in both cytoplasmic granules
and in membranes,b polyhydroxybutyrate can
account for as much as 50% of the total carbon of
some bacteria.c  In E. coli and many other bacteria
polyhydroxybutyrate is present in a lower molecu-
lar mass form bound to calcium polyphosphates,
proteins, or other macromolecules.d,e  It has also
been extracted from bovine serum albumin and may
be ubiquitous in both eukaryotes and prokaryotes.d,e

The polymer may function in formation of Ca2+

channels in membranes.b,d

Biosynthesis occurs from 3-hydroxybutyryl-
CoA.  Some bacteria incorporate other β-hydroxyac-
ids into the polymer.f  Apparently various hydroxy-
acyl-CoAs can be diverted from the β oxidation
pathway to polymer synthesis,g and synthases that
will accept a variety of β-hydroxyacyl-CoA sub-
strates have been isolated.h,i  More than 80 different
hydroxyacyl groups can be incorporated into the
polymer.i  A bacterially produced copolymer of β-

a Okamura, K., and Marchessault, R. H. (1967) in Conformation of
Biopolymers, Vol. 2 (Ramachandran, G. N., ed), pp. 709 – 720,
Academic Press, New York

b Reusch, R. N., and Sadoff, H. L. (1988) Proc. Natl. Acad. Sci.
U.S.A. 85, 4176 – 4180

c Jacob, G. S., Garbow, J. R., and Schaefer, J. (1986) J. Biol. Chem.
261, 16785 – 16787

d Reusch, R. N., Huang, R., and Bramble, L. L. (1995) Biophys. J.
69, 754 – 766

e Huang, R., and Reusch, R. N. (1996) J. Biol. Chem. 271, 22196 –
22202

f Peoples, O. P., and Sinskey, A. J. (1989) J. Biol. Chem. 264, 15298 –
15303

g de Waard, P., van der Wal, H., Huijberts, G. N. M., and Eggink,
G. (1993) J. Biol. Chem. 268, 315 – 319

h Müh, U., Sinskey, A. J., Kirby, D. P., Lane, W. S., and Stubbe, J.
(1999) Biochemistry 38, 826 – 837

i Gerngross, T. U., and Martin, D. P. (1995) Proc. Natl. Acad. Sci.
U.S.A. 92, 6279 – 6283

j Pool, R. (1989) Science 245, 1187– 1189
k Poirier, Y., Dennis, D. E., Klomparens, K., and Somerville, C.

(1992) Science 256, 520 – 523
l Mittendorf, V., Robertson, E. J., Leech, R. M., Krüger, N.,

Steinbüchel, A., and Poirier, Y. (1998) Proc. Natl. Acad. Sci.
U.S.A. 95, 13397– 13402

m John, M. E., and Keller, G. (1996) Proc. Natl. Acad. Sci. U.S.A. 93,
12768– 12773

n García, B., Olivera, E. R., Minambres, B., Fernández-Valverde,
M., Canedo, L. M., Prieto, M. A., García, J. L., Martínez, M., and
Luengo, J. M. (1999) J. Biol. Chem. 274, 29228–29241.

o Crandall, W. V., and Lowe, M. E. (2001) J. Biol. Chem. 276,
12505– 12512

H2C

C

H3C H

OH

C

O
OH

Linking groups in polymer

d-β-Hydroxybutyric acid

or longer
alkyl groups

hydroxybutyrate and β-hydroxyvalerate resembles
polypropylene but is biodegradeable.  It not only
can be used for sutures and other medical implantsj

but also could compete with petroleum-derived
plasticsh and be derived from renewable sources.  To
this end the synthase genes have been cloned, engi-
neered, and transferred into other microorganisms
and plants.k– n  Transgenic cotton plants incorporate
polyhydroxybutyrate granules into the cotton fibers
altering the properties of the fibers.m  The polyhy-
droxybutyrate synthases apper to be related mecha-
nistically to bacterial lipases.o

 Ch 21 IND page - E 2/14/03, 11:35 AM1200



1201

They are especially abundant in many parasitic proto-
zoa and may carry additional glycosyl groups.186a

Regulation of phospholipid synthesis, which has
been studied in detail in yeast,187– 191 is complex but
highly coordinated.  The committed step in the synthe-
sis of PE and PC is the hydrolysis of phosphatidate
(PA) by a phosphatase to generate diacylglycerols (Fig.
21-5, step c).  Reaction of PA with CTP (step d) also
affects synthesis of the other major phospholipids.
Much of the coordinate regulation arises at the tran-
scriptional level.  For example, genes for the synthesis
of PC or PI are repressed by inositol alone and in
combination with choline.187,188  Regulation of CTP
synthetase controls the formation of CDP-diacylglycer-
ols.190  In mammalian cells PC synthesis appears to
occur only during the S-phase of the cell cycle (Fig. 11-
15).191  The CTP: phosphocholine cytidyltransferase
that catalyzes CDP-choline formation is controlled by
storage in a resevoir in the nucleus from which it is
transferred to ER membranes.181b

2.  The Ether-Linked Lipids

Closely related to both the triacylglycerols and
phospholipids, the ether-linked lipids contain in place
of one ester group an alkoxy (– OR) or alkenyl (– O – CH
= CH – R) group.192  Phospholipids containing the alk-
1-enyl group, the plasmalogens, were first recognized
in 1924 by Feulgen and Voit, who were developing
histological staining procedures.  They observed that
treatment of tissue slices with acid resulted in the
liberation of aldehydes, which were later shown to be
formed by breakdown of the alkenyl lipids (Eq. 21-11).
Over 10% of the lipid in the human central nervous
system is plasmalogen and about 1% is alkoxy lipid.
Among the latter is the platelet activating factor
(Box 8-A).193-194a  In many mammalian cells the ethano-
lamine plasmalogen plasmenylethanolamine repre-
sents the major storage depot of arachidonic acid.195

Ether-linked lipids constitute up to 35% of the total
phospholipid in molluscs.  Although they are usually
regarded as animal constituents, small amounts of
ether-linked lipids have been identified in plants.  The
major phospholipids of archaebacterial membranes are
ether-linked derivatives of the polyprenyl phytanyl
group and of the dimeric biphytanyl group (Chapter
8).196– 198

C.  Synthesis of Triacylglycerols, Glycolipids, and Phospholipids

C C ROY

C CH2 RO

H

H

H

H2O
H+

Y OH

(21-11)

Biosynthesis of ether lipids begins with formation
of fatty acyl derivatives of dihydroxyacetone phos-
phate.  The acyl group is then displaced, along with
the oxygen atom to which it is attached, by an alkoxy
group of a long-chain fatty alcohol (Eq. 21-12, step a),
which is formed by reduction of the corresponding
acyl-CoA.199  The oxygen of the alcohol (designated by
an asterisk) is retained in the product.200,201  The reac-
tion differs significantly from displacements discussed
in Chapter 12.  The pro-R hydrogen atom (marked by
the dagger, †) at C-1 exchanges with the medium
during the reaction suggesting that enolization of the
dihydroxyacetone phosphate takes place.  A possible
mechanism would be to add the incoming R– O –,
generated as in serine proteases, to the double bond of
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1202 Chapter 21.  Specific Aspects of Lipid Metabolism

of animal sphingolipids.  It may be hydroxylated to
phytosphingosine in plants and fungi (step c).210,211

Sphinganine is converted to long-chain amides by acyl
transfer from acyl-CoA (step d) and then undergoes
desaturation (step e)212– 213a to form ceramides, the
precursors to more than 100 gangliosides (Fig. 20-
11),214,215 to the phospholipid sphingomyelins (Fig.
21-6, step g), and also to free sphingosine (step h).  This
last reaction is degradative and on the pathway of
breakdown of gangliosides (Fig. 20-11).  Further
catabolism of sphingosine is thought to take place by a
PLP-mediated chain cleavage to palmitaldehyde.216

The essential functions of sphingolipids, including
the complex gangliosides, are only now being clari-
fied.215,217,218  The latter are abundant in brain and are
thought to function in cell–cell recognition.  On blood
cell surfaces they carry blood group antigens (Box 4-
C).  They play an essential role in spermatogenesis218

and may function in various signaling processes.218a

In the outer cornified layers of skin, ceramides with
very long chain (C28– C36) fatty acyl groups undergo ω
hydroxylation (Fig. 21-6) and become esterified to
glutamate side chains of specific skin proteins called
involucrins.  The long hydrocarbon chains are
thought to pass entirely through the lipid bilayer to
form rigid lamellae of a water-impermeable outer skin
barrier.134  An important hypothesis is that
sphingolipids associate with cholesterol to form “lipid
rafts,” which float in a sea of glycerolipids and serve
as bases for various signaling processes.  The long
hydrophobic acyl chains of the sphingolipids pack
well with cholesterol to form a rigid lipid structure of
high melting temperature.218b,c

4.  Complex Lipids in Signaling

While pathways of synthesis of complex lipids
have been described, we are far from understanding
the dynamics of the synthesis and turnover of the
membranous structures built from them.  The fact that
the lipid bilayer of a cell membrane is so thin means
that any sudden changes in composition at a particular
location will cause changes in physical properties and
a wave of diffusion that will travel along the mem-
brane.  The membrane seems to be ideally structured
to receive and propagate messages from outer surface
or internal receptors, or messages sent along the
bilayer.

One of the most studied examples of signaling
with membrane lipids is provided by the phospho-
inositide cascade, which is pictured in Fig. 11-9.  Six
or more phosphate esters of phosphatidylinositol (PI)
are generated by the action of kinases.219,220  More than
100 extracellular signaling molecules activate specific
isozyme forms of phospholipase C,221– 224 releasing 20
or more different inositol phosphates from these

the enol at C-1.  This would generate a transient car-
banion on C-2.  It could then eliminate the carboxylate
containing the original C-1 acyl group, and the enol
could then ketonize.

Once an alkoxy derivative of dihydroxyacetone is
formed, reduction to the 2-OH form, further acylation,
and conversion to various alkyl phospholipids and
neutral lipids can occur.  The pathways (Eq. 21-12,
steps b–f ) are closely akin to those of Fig. 21-4.  The
conversion of alkoxy lipids to plasmalogens occurs by
oxidative desaturation (Eq. 21-12, step f ).202  The initial
steps in the synthesis of ether-linked lipids take place
principally in the peroxisomes.  Enzymes catalyzing
both the acylation of dihydroxyacetone phosphate and
the synthesis of alkyl-dihydroxyacetone-P (step a, Eq.
21-12) are found in high amounts in animal peroxi-
somes.  In the rare autosomal recessive disorder
known as the Zellweger syndrome peroxisomes are
completely lacking.203  Both the synthesis of ether-
linked lipids204 and the β oxidation of very-long-chain
fatty acids are depressed.  These acids, principally
C26:0 and C26:1, accumulate in tissues205,206 of patients
with this severe disease, which is usually fatal during
the first four months of life.

The platelet activating factor (PAF, Box 8-A) is
formed in neutrophils and macrophages from alkyla-
cyl-sn-glycero-3-phosphocholine by the action of
phospholipase A2.  This enzyme removes the C2 acyl
group, which is then replaced by an acetyl group trans-
ferred from acetyl-CoA to form PAF.  Alternatively, a
phosphocholine group may be transferred onto 1-
alkyl-2-acyl-sn-glycerol from CDP-choline as in the
formation of phosphatidylcholine (Fig. 21-5).  PAF can
undergo hydrolytic removal of its acetyl group in
tissues but can also transfer it to such acceptors as
lysoplasmalogens or sphingosine.194  Hydrolytic loss
of the acetyl group from PAF destroys biological activ-
ities including induction of allergic and inflammatory
responses.194a  The various signaling activities of PAF
arise from binding to G-protein linked receptors in
many cells and tissues.207

3.  Sphingolipids

Sphinoglipids are phospholipids and glycolipids
derived from sphingosine and other “long-chain
bases.”208  At least 60 bases of this type have been
identified.209  They vary in chain length from C14 to C26
and include members of the iso and anteiso series.  Up
to two double bonds may be present.  The C18 com-
pound, usually called sphingosine, is derived from
condensation of palmitoyl-CoA with serine.209a

Carbon dioxide is lost from the serine during the
condensation reaction (Fig. 21-6, step a; Chapter 14),
and the resulting ketone is reduced with NADPH
(step b) to form sphinganine, a common component
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Figure 21-6  Pathways of synthesis and metabolism of sphingolipids.  Gray arrows indicate catabolic pathways.  See also Fig.
20-11.  The green extension on the ceramide structure is that of a long-chain ω-hydroxyceramide that is covalently bound to
protein in human skin.
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1204 Chapter 21.  Specific Aspects of Lipid Metabolism

most readily with polyunsaturated fatty acids,
whether free or in ester linkage within triacylglycerols.
The reactions are initiated by free radicals, which may
be generated by oxidative enzymes within or outside
of cells, or by nonenzymatic reactions catalyzed by
traces of transition metals or by environmental pollut-
ants.  Characteristic of rancidity is an autocatalytic
chain reaction (Eq. 21-13).239– 241

Radical X·, which initiates the reaction, is regenerated
in a chain propagation sequence that, at the same time,
produces an organic peroxide.  The latter can be
cleaved to form two additional radicals, which can
also react with the unsaturated fatty acids to set up the
autocatalytic process.  Isomerization, chain cleavages,
and radical coupling reactions also occur, especially
with polyunsaturated fatty acids.  For example,
reactive unsaturated aldehydes can be formed (Eq. 21-
14).

An intermediate in Eq. 21-13 may be converted to 
4-hydroxy-2-nonenal, a prominent product of
the peroxidation of arachidonic or linoleic acids (Eq.
21-15).242– 243a  However, other biosynthetic pathways
to this compound are possible.244,244a 4-Hydroxy-2-
nonenal can react with side chains of lysine, cysteine,
and histidine245 to form fluorescent products such as
the following cyclic compound generated by an
oxidative reaction.246

phosphoinositide esters.  The released inositol phos-
phates, which act as water-soluble messengers, are
further modified by the action of several phosphatases
(Fig. 11-9).225  At the same time, diacylglycerols are
left in the membrane.  With loss of the negative
charges of the PI phosphates there will be immediate
electrostatic effects in the membrane, which may alter
the ionic environment, open ion channels, etc.  The
diacylglycerols, which diffuse within the membrane,
may lose arachidonic acid from the sn-2 position to
supply substrate for the arachidonate cascades de-
scribed in Section D (Eq. 21-16).  Diacylglycerols
also activate the 11 isozyme forms of protein kinase
C.226– 228  Some of these enzymes not only are activated
by diacylglycerols, but also require  phospha-
tidylserine for activity.

Other lipid-based signaling cascades arise from
reactions that modify phosphatidylcholine molecules.
Unsaturated fatty acids in the sn-2 position are readily
oxidized by free radicals with cleavage of the hydro-
carbon chains to form alcohols, aldehydes, and
carboxylic acids.  These mimic PAF in their biological
activities.194a,228a  Phosphatidate molecules with
saturated or monounsaturated fatty acids in the sn-2
position arise from breakdown of phosphatidylcholine
catalyzed by phospholipase D.229  Phosphatidate
may also be formed by a family of lipid
diacylglycerol kinases.230,230a  Phosphatidates
containing saturated or monounsaturated fatty acids
also have a variety of signaling activities.230a  An
arachidonoyl-diacylglycerol kinase is thought to
function in many processes. An example is a PI-
mediated cycle in invertebrate vision.231  Sphingomy-
elin breakdown (black arrows in Fig. 21-6) releases
diffusible ceramides that have been implicated as
signaling molecules in cell proliferation, differentia-
tion, growth arrest, and apoptosis.232– 237a  Sphingosine
and sphingosine 1-P also have signaling
functions.211,237b-e

Phospholipids have been shown to exchange
between different membranes, e.g., of mitochondria
and the ER.  Exchanges of phosphatidylcholine,
phosphatidylinositol, and sphingomyelin are cata-
lyzed by specific exchange proteins (Box 21-A).238,238a

These proteins may also participate in signaling, but
their major function may be to transport the phospho-
lipids from their sites of synthesis to the various
membranes of the cell.

5.  Peroxidation of Lipids and Rancidity

Storage of fats and oils leads to rancidity, a largely
oxidative deterioration that causes development of
unpleasant tastes, odors, and toxic compounds.239

Similar chemical changes account for the “drying” of
oil-based paints and varnishes.  These reactions occur

(21-14)
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Polyenoic acids also give rise to malondialdehyde, a
reactive mutagenic compound, which can be reduced

and dehydrated to acrolein, a toxic compound which
also reacts with both lysine and serine to

CH2= CH– CHO
Acrolein

produce products excreted in the urine.247,248  More
dangerous are similar reactions of these aldehydes
with proteins of the body in conditions such as diabe-
tes or renal insufficiency.242  The bifunctional
malondialdehyde forms Schiff bases with protein
amino groups and acts as a crosslinking agent.249 Age
pigments (also called lipofuscin), which tend to
accumulate within neurons and other cells, are

thought to represent precipitated lipid-protein com-
plexes resulting from such reactions.250  The reactions
are similar to those of proteins with the products of
sugar breakdown (glycation; p. 69).250a  Organisms
have developed multiple enzymatic mechanisms for
detoxification of products of both glycation and
oxidative degradation.243a

The oxidative degradation represented by the
foregoing reactions is referred to as peroxidation.
Peroxidation can lead to rapid development of rancid-
ity in fats and oils.  However, the presence of a small
amount of tocopherol inhibits this decomposition,
presumably by trapping the intermediate radicals in
the form of the more stable tocopherol radicals (Eq. 15-
54), which may dimerize or react with other radicals to
terminate the chain.

Catalytic hydrogenation of vegetable oils is widely
used to form harder fats and to decrease the content of
polyunsaturated fatty acyl groups.  The products have
a greatly increased resistance to rancidity.  However,
they also contain fats with trans double bonds as well
as isomers with double bonds in unusual positions.251–

253  Such compounds may interfere with normal fatty
acid metabolism and also appear to affect serum
lipoprotein levels adversely.  Trans fatty acids are
present in some foods.  One hundred grams of butter
contain 4 – 8 g, but hydrogenated fats often contain
much more.  It has been estimated that in the United
States trans fatty acids account for 6 – 8% of total
dietary fat.253

6.  Some Nutritional Questions

While many of the poorer people on earth starve
to death the problems of atherosclerosis and obesity
affect many in wealthier societies.253a–c  The fat content
of foods is often blamed, and, as discussed in Boxes
21-B and 22-B, the quality of fatty acids in the diet is
very important.  However, like fatty acids, carbohy-
drates are also metabolized via acetyl-CoA and can
readily be converted to both fatty acids and
cholesterol.253d  Obesity is largely a problem of exces-
sive total caloric intake.

Why do some people stay slim while others be-
come obese?  What are the regulatory mechanisms that
affect appetite and body composition?  The human
body weight tends to be stable or to increase slowly
during adult life.253e Is there a natural set point for
each individual?  No, an apparent set point is just a
result of action of a multitude of factors including
genetic variations253f and psychological factors that
affect exercise levels, eating habits, etc.253g  It is worth-
while to recognize that the basal metabolic rate, which
is also affected by many factors, accounts for a very
high fraction of a person’s energy expenditure (p. 283).

The following are among specific biochemical

C.  Synthesis of Triacylglycerols, Glycolipids, and Phospholipids
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1206 Chapter 21.  Specific Aspects of Lipid Metabolism

factors that act on the energy balance: the
activity of acetyl-CoA carboxylase and the
associated level of malonyl-CoA253h,i; the
activity of mitochondrial uncoupling
proteins (Box 18-C)253j,k; actions of the
hormone leptin253l (which have been hard
to interpret)253m,n; and other hormones
including cholecystokinins and neuropep-
tide Y (Chapter 30).

D. Prostaglandins and Related 
Prostanoid Compounds

Lipid peroxidation has often been
regarded simply as an undesirable side
reaction, but it is also a normal part of
metabolism.  Initiated by enzymatically
generated radicals, peroxidation occurs as
specific metabolic pathways, such as the
arachidonate cascade, which leads to a
variety of local hormones and other
substances (Eq. 21-16).254– 256a

As early as 1930, it was recognized
that seminal fluid contains materials that
promote contraction of uterine muscles.
The active compounds, the prostaglan-
dins, were isolated and crystallized in
1960 and were identified shortly thereaf-
ter.257,258  As many as 14 closely related
compounds are found in human seminal
fluid, one of the richest known
sources.  Prostaglandins are present
in seminal fluid at a total concentra-
tion of ~ 1 mM, but their action on
smooth muscles has been observed
at a concentration as low as 10–9 M.
The structures and biosynthetic
pathways of several of the prostag-
landins are indicated in Fig. 21-7.
Prostaglandins are usually abbrevi-
ated PG with an additional letter
and numerical subscript added to
indicate the type.  The E type are β-
hydroxyketones, the F type 1,3-
diols, and the A type α, β-unsatur-
ated ketones.  Series 2 prostaglan-
dins arise from arachidonic acid,
while series 1 and 3 arise from fatty
acids containing one fewer or one
more double bond, respectively
(Fig. 21-7).  Additional forms are
known.257,259
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1.  Metabolism of the Prostaglandins

Prostaglandins are not stored by cells but are
synthesized in response to external stimuli.  Arachi-
donic acid and other polyenoic acids are present in
relatively small amounts (e.g., ~ 1% of total plasma

fatty acids), but they are concentrated in the 2-position
of phospholipids.  This is in part a result of phospho-
lipid “remodeling.”  Acyl groups are hydrolyzed from
the sn-2 position by action of phospholipase A2.  An
acyltransferase with a preference for arachidonoyl
groups then transfers esterified arachidonic acid from

Figure 21-7  Pathway of synthesis and catabolism of the prostaglandins.
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phosphatidylcholine and other phospholipids to the
lyso forms of the phospholipids, which lack a 2-acyl
group.  The enzyme has a strong preference for the
lyso-ethanolamine plasmalogens.  As a consequence,
in the plasmenylethanolamine of platelets
arachidonoyl groups account for 66% of the acyl
residues at the 2-position.260  An arachidonate-specific
acyl-CoA synthetase rapidly reconverts any free
arachidonate that is not used for prostanoid synthesis
back into phospholipids.261

The synthesis of prostaglandins, which was
elucidated by Samuelsson,258– 260 begins with the
release of arachidonate and other polyenoic acid
precursors from phospholipids through the action of
phospholipase A2.  The released arachidonate is then
acted upon by prostaglandin H synthases, which
catalyze two consecutive reactions at adjacent but
distinct sites in a single protein.262– 262d  The first,
cyclooxygenase or prostaglandin endoperoxide
synthase reaction, forms PGG2 from arachidonate and
the second, a peroxidase reaction, generates PGH2.
There are two major mammalian isozymes of
prostaglandin synthase, which are often called
cyclooxygenase-1 (COX-1) and cyclooxygenase-2
(COX-2).  From studies of stereospecifically synthe-
sized 3H-containing fatty acid precursors, it was
established that the first step in cyclooxygenase action
involves removal of the pro-S proton at C-13 of the
fatty acid (step a, Fig. 21-7).  The O2-requiring
cyclooxygenase resembles lipoxygenase (Eq. 21-17).181

The product is a peroxy acid, possibly in the form of
the peroxide radical shown in Fig. 21-7.  This radical
(or peroxide anion) undergoes cyclization with
synchronous attack by a separate O2 molecule at C-15
(Fig. 21-7, step b) to give the endoperoxide PGG.
Reduction of the latter to an OH group by the
NADPH-dependent peroxidase (step c) yields PGH.
The entire sequence is catalyzed by the single 70-kDa
PGH synthase, which contains a single heme pros-
thetic group.263  During the cyclooxygenase reaction
the enzyme appears to accept electrons from cyto-
chrome b5.  During the peroxidase step the heme
group undergoes formation of the characteristic
peroxidase intermediate compounds I and II263 (Fig.
16-14).  It has been suggested that a tyrosyl radical is
generated in the peroxidase active site (on Y385 of
COX-1) and is used to form an arachidonate radical
that reacts with O2 in the cyclooxygenase reaction.264–

266b  Alternatively, a carbocation mechanism is also
possible.267

PGH can break down in three ways to give the E
and F series of prostaglandins.268  In one the proton at
C-9 is eliminated (step d) as indicated by the small
arrows by the PGH2 structure of Fig. 21-7.  An alterna-
tive isomerization (step e) gives PGD2.  The F prostag-
landins are formed by reductive cleavage of the
endoperoxide (step f ).  The A series and other prostag-

landins arise by secondary reactions, one of which is
shown in Fig. 21-7.

A biochemical characteristic of the prostaglandins
is rapid catabolism.  The product shown in Fig. 21-7
(lower right) arises by oxidation of the 15-OH to a
carbonyl group, permitting reduction of the adjacent
trans double bond.  Two steps of β oxidation as well as
ω oxidation are also required269 to produce the dicar-
boxylic acid product shown.  However, a series of
products appears, and the distribution varies among
species.  Catabolism of prostaglandins is especially
active in the lungs, and any prostaglandins entering
the bloodstream are removed by a single pass through
the lungs.  This observation has led to the conclusion
that prostaglandins are not hormones in the classical
sense but act on a more local basis.

2. Thromboxanes and Prostacyclins

In blood platelets and in some other tissues PGG is
also transformed to another series of compounds, the
thromboxanes,270 which were identified in 1975.
Labile hemiacetals, the thromboxanes A (TXA, Fig. 21-
7), are derived by rearrangement of PGH (step g).
Thromboxane synthase,271– 273 which catalyzes the
reaction, has characteristics of a cytochrome P450.
Cytochromes P450 are known to react with peroxides
as well as with O2, and the endoperoxide of PGH may
be opened by the synthase prior to rearrangement to
TXA.273  Thromboxane A2 is so unstable that its half-
life at 37°C in water is ~ 36 s.  It is spontaneously
converted to TXB2 (Fig. 21-7), which contains an – OH
group at C-15.  The thromboxanes B are much more
stable than TXA but are not very active physiologi-
cally.

By 1976, Vane and associates had identified
another prostanoid compound, prostacyclin (or
PGI2).274– 275a  This compound also arises from PGH2 by
action of a cytochrome P450-like prostacyclin synthase
(Fig. 21-7).273,275,276  It is thought to be an important
vasoprotective molecule.  As with the thromboxanes,
prostacyclin undergoes rapid inactivation277 by
hydrolysis to the physiologically inactive 6-oxo-
PGF1α.

3. Lipoxygenases

Lipoxygenases, of which the enzyme from soy
beans has been studied the most, also catalyze oxida-
tion of polyunsaturated fatty acids in lipids as indi-
cated in Eq. 21-17.  Formation of the hydroperoxide
product is accompanied by a shift of the double bond
and conversion from cis to trans configuration.  Soy-
bean lipoxygenase is a member of a family of related
lipoxygenases that are found in all eukaryotes.  All
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appear to have similar iron- or manganese-containing
active sites and to act by similar mechanisms.278– 280e

The major substrate in animals is arachidonic acid
(probably as the arachidonate ion).  As marked on the
structures above Eq. 21-17, there are 5-, 8-, 12-, and 15-
lipoxygenases, which catalyze reaction with dioxygen

at the indicated places.281,282  Linoleic and linolenic
acids are the primary substrates in plants.  Soybean
lipoxygenase acts on the 13-position of linoleic acid as
shown in Eq. 21-17.  However, this enzyme is often
referred to as a 15-lipoxygenase because it acts on
arachidonate at C15.  The 100-kDa enzyme from

D.  Prostaglandins and Related Prostanoid Compounds
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 Ch 21 IND page - E 2/14/03, 11:36 AM1209



1210 Chapter 21.  Specific Aspects of Lipid Metabolism

soybeans contains one atom of Fe(II), which is bound
by a cluster of His and Tyr side chains.283  It must be
oxidized to the Fe(III) state before becoming ac-
tive.279,284  The initial reaction with O2 may occur via
an intermediate radical.

4.  Leukotrienes, Lipoxins, and Related
Compounds

Yet another series of products results from the
action on arachidonate of tissue lipoxygenases,
which compete with the prostaglandin-forming
cyclooxygenases.  The 5-lipoxygenase (Fig. 21-8)
produces the unstable peroxide 5-hydroperoxy
6,8,11,14-eicosatetraenoic acid (usually abbrevi-
ated 5-HPETE).  This enzyme requires ATP and Ca2+

and appears to be regulated by a series of other
metabolites.285  The 12- and 15-lipoxygenases, whose
distribution varies among different mammalian organs
and tissues, form the corresponding 12- and 15-
HPETES as well as 5, 15-, 8,15-, 14,15-diHPETEs.255,286

Some of these peroxides have physiological effects of
their own, but they are largely transformed by peroxi-
dases to more stable compounds such as the corre-
sponding alcohols (hydroxy-icosatetraenoic acids or
HETEs; Fig. 21-8).

The leukotrienes are formed from 5-HPETE (Fig.
21-8).287,288  Dehydration of HPETE produces the
unstable epoxide leukotriene A4 (LTA4), which can be
hydrolyzed enzymatically by leukocytes to the diol
leukotriene B4 (LTB4).289,290  Alternatively leukotriene
synthase, present in many cells, catalyzes the addition
of glutathione (Box 11-B) to the LTA.  This is a ring-
opening reaction of the epoxide that can be visualized
as a nucleophilic displacement by the thiolate anion of
glutathione at C-6 (Fig. 21-8).  The product is
leukotriene C4 (LTC4),291 which can undergo con-
secutive removal of glutamate and glycine to form
leukotrienes D and E (LTD4, LTE4), respectively.
Removal of the glutamate occurs by the action of γ-
glutamyl transpeptidase (Box 11-B), whereas removal
of the glycine is hydrolytic.  LTC4 and the more potent
LTD4 have been identified as the slow-reacting
substance of anaphylaxis (SRS-A), a long-sought
mediator of bronchial asthma.292,293  Leukotrienes can
be formed from polyunsaturated acids other than
arachidonic acid.  Thus, eicosapentaenoic acid yields
LTC5 and LTD5.294  A lipoxygenase-derived product
from the C18:2 linoleic acid is 13-hydroxylinoleic acid,
which is made principally by endothelial cells that line
blood vessels.  It may contribute to resistance to blood
clotting.294

Products of the 15-lipoxygenase pathway include
a group of trihydroxytetraenes formed by leuko-
cytes.295  Several routes of biosynthesis, which may
involve epoxide intermediates, are known.296,297  The

structures of two of these compounds, lipoxin A and
lipoxin B, are shown in Fig. 21-8.  Several stereoiso-
mers and cis–trans isomers can be formed.   These
compounds can all arise from 15-HPETE, either by
enzyme action or nonenzymatically.  In fact, the entire
series of prostanoid compounds arise by reactions
related to but more specific than those that occur
during nonenzymatic autoxidation of
arachidonate.255,298  Cytochrome P450-catalyzed
reaction with O2 can convert arachidonic acid into four
different epoxytrienoic acids (EETs), which may also
exist as stereoisomers.  They are vasodilators which
affect a variety of signaling pathways.298a,b

5.  Physiological Effects of the Prostanoids

The release of arachidonate and initiation of the
arachidonate cascade is induced by hormones, various
inflammatory and immunological stimuli, and even
mechanical agitation.  Tissues do not all behave the
same in response to the arachidonate cascade.299

Blood platelets form largely thromboxane A2, whereas
tissues of the aorta form prostacyclin.  Prostaglandin
D2 is a major prostanoid in the central nervous sys-
tem.300   Biological functions of prostanoids are also
varied.256a,301  The primary prostaglandins PGE and
PGF were first recognized as mediators of inflamma-
tion.  However, PGE2 and PGF2 sometimes have
opposite effects.  The unstable precursors PGG2 and
PGH2, which have half-lives of only a few minutes, are
much more powerful than the more stable PGEs and
PGFs.  Prostaglandin D2, which is released in lungs
during attacks of asthma, is thought to be a major
bronchoconstrictor, but it may also serve as a neu-
rotransmitter.300  Thromboxanes released from plate-
lets cause smooth muscle contraction and aggregation
of the platelets, the first step in blood clot formation.
Thromboxanes have half life-times of only seconds but
are extremely potent not only in inducing platelet
aggregation but also in causing contraction of blood
vessels.  Prostacyclin has the opposite effect, being a
potent vasodilator that causes relaxation of smooth
muscle.  Upon release from blood vessel walls it acts to
prevent clot formation.

The lipoxygenase pathway (Fig. 21-8) leading to
the leukotrienes, lipoxins, and other products is
especially active in leukocytes and in mast cells.302

The leukotrienes promote inflammation, but lipoxins
A4 and B4 are antiinflammatory.303  The release of
leukotrienes LTC4, LTD4, and LTE4 in lung tissue is
correlated with the long-lasting contractions of smooth
muscle of the bronchi that are characteristic of
asthma.304  Leukotriene LTC4 is ~ 1000 times more
powerful than histamine in inducing such contraction.
Leukotrienes have also been found in the central
nervous system.305
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Some effects of prostaglandins are mediated
through cell surface G-protein coupled receptors (see
Chapter 11).306  Some other prostanoids bind to and
activate nuclear peroxisome proliferator-activated
receptors.306  PGJ2 may inhibit fatty acid synthesis and
fat deposition in adipose tissue through these recep-
tors.  Some of the prostanoid derivatives enter mem-
branes and may become incorporated into phospho-
lipids and exert their effects there.

A number of medical uses of prostaglandins have
been discovered and more will probably be developed.
While prostaglandins may be required for conception,
small amounts of PGE2 or PGF2α induce abortion.
PGF2α is also used to induce labor.  Prostaglandins are
widely employed to control breeding of farm animals,
to synchronize their estrus cycles, and to improve the
efficiency of artificial insemination.307

6.  Inflammation

Special interest in the prostaglandins has focused
on pain of inflammation and allergic responses.  The
medical significance is easy to see.  Five million
Americans have rheumatoid arthritis, an inflamma-
tory disease.  Bronchial asthma and other allergic
diseases are equally important.  Our most common
medicine is aspirin, an anti-inflammatory drug.  Both
the inflammatory response and the immune response
are normal parts of the defense mechanisms of the
body, but both are potentially harmful, and it is their
regulation that is probably faulty in rheumatoid
arthritis and asthma.  Overproduction of prostaglan-
dins may be a cause of menstrual cramps.308

Prostaglandins have been implicated both in the
induction of inflammation and in its relief.  In inflam-
mation small blood vessels become dilated, and fluid
and proteins leak into the interstitial spaces to produce
the characteristic swelling (edema).  Many polymor-
phonuclear leukocytes attracted by chemotactic factors
that include LTB4

309 (Chapter 19) migrate into the
inflamed area, engulfing dead tissue and bacteria.  In
this process lysosomes of the leukocytes release
phospholipase A, which hydrolyzes phospholipids
and initiates the arachidonate cascade.  The
leukotrienes that are formed promote the inflamma-
tory response.  However, cAMP can suppress inflam-
mation, and PGE2 has a similar effect.  Indeed, E
prostaglandins, when inhaled in small amounts,
relieve asthma.

The synthesis of prostaglandins is inhibited by
aspirin310 and many other analgesic drugs.  Aspirin is
an acetylating reagent, and the inhibition has been
traced to acetylation of the side chain – OH group of a
single serine residue, Ser 530 of COX-1 or Ser 516 of
COX-2 in the arachidonate binding channel.311 – 313

Other nonsteroidal antiinflammatory drugs (NSAIDs),

e.g., ibuprofen, are competitive inhibitors of the
cyclooxygenases.314  COX-3, a variant form of COX-1,
may be the target for acetaminohen (Box 18-E).314a

However, the same drugs also inhibit activation of
neutrophils and may thus exercise their anti-inflam-
matory action in more than one way.315 Since PGE1 is a
potent pyrogen (fever-inducing agent), a relationship
to the ability of aspirin to reduce fever is also sug-
gested.  Unfortunately, all of these drugs inhibit
COX-1 of platelets.  Small regular doses of aspirin may
be useful in preventing blood clots in persons with
arterial disease, but they can be disastrous.  Thousands
of people die annually of hemorrhage caused by
aspirin.316,317

Recently it was recognized that COX-1 provides
eicosinoids for homeostatic purposes, while it is COX-
2 that is inducible and generates prostoglandins for
production of leukotrienes and induction of the
inflammatory response.  Now there is a major effort,
with the first drugs already in use, to develop specific
inhibitors for COX-2, which do not inhibit COX-1.  It is
hoped that these will be safer than aspirin.256a,266a,311,317,317a-c

However, these drugs can also cause dangerous side
effects.317d  COX-2 of macrophages is also inhibited by
γ-tocopherol, a major form of vitamin E.317e

D.  Prostaglandins and Related Prostanoid Compounds
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7.  Plant Lipoxygenases and Jasmonic Acid

An octadecenoid signaling pathway (Eq. 21-18),
which resembles the arachidonate cascade in some
respects, plays an important role in green plants.318– 320

Alpha-linolenic acid is acted upon by a lipoxgenase in
plastids to form a 13-hydroperoxy derivative.  This is
dehydrated and cyclized by allene oxide synthase.
Although this doesn’t appear to be an oxidation–
reduction process, the enzyme seems to be a cyto-
chrome P450 and to initiate the cyclization to the
unstable epoxide allene oxide by homolytic cleavage
of the peroxy group.321,321a  Allene oxide synthase and
the cyclase that acts in the next step may be cytosolic,
while the β oxidation that shortens the chain occurs in
plants exclusively in peroxisomes or glyoxysomes.319

Jasmonic acid is a plant growth regulator that
affects many aspects of plant development as well as
responses to environmental signals.  A very important
function is mobilization of plant defenses in response
to damage by herbivores, by bacterial or fungal
pathogens, or by ultraviolet light.322,323  The synthesis
of protease inhibitors as well as phytoalexins is
induced.  A curious variant of the jasmonate pathway
is the acquisition of α-linoleic acid from plants by
chewing caterpillars.  The linoleic acid is hydroxylated
by the insect, and conjugated with glutamine to form
volicitin (N-(17-hydroxylinoleoyl)-L-glutamine; Eq.
21-18).  Some of this compound reenters the plant from
material regurgitated into wounds by the caterpillars.
Volicitin induces the plant to release volatile terpenes
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and other compounds.  The value to the caterpillars is
not clear, but not only does volicitin induce defensive
reactions in plants but also the released volatile
compounds attract wasps that parasitize the caterpil-
lars.324,325  Plants also form a group of isoprostanes E1
from α-linolenic acid.326

Allene oxides are unusual biological products.
However, they are formed from arachidonic acid by
some corals and are evidently precursors to prostag-
landin esters, which may be present in high concentra-
tions.327  Allene oxides are also present in starfish
oocytes.321,328

E.  The Polyketides

In 1907, Collie proposed that polymers of ketene
(CH2= C = O) might be precursors of such compounds
as orsellinic acid, a common constituent of lichens.
The hypothesis was modernized in 1953 by Birch and
Donovan, who proposed that several molecules of
acetyl-CoA are condensed (Eq. 21-19) but without the
two reduction steps required in biosynthesis of fatty acids
(Fig. 17-12).329  As we now know they were correct in
assuming that the condensation occurs via malonyl-
CoA and an acyl carrier group of an enzyme.  The
resulting �-polyketone can react in various ways to
give the large group of compounds known as
polyketides.
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β-Polyketones can be stabilized by ring formation
through ester or aldol condensations.  Remaining
carbonyl groups can be reduced (prior to or after
cyclization) to hydroxyl groups, and the latter can be
eliminated as water to form benzene or other aromatic
rings.  Figure 21-9 illustrates two ways in which
cyclization can occur.  One involves a Claisen ester
condensation during which the enzyme and its SH
group are eliminated.  Enolization of the product
gives a trihydroxy-acetophenone.  The second
cyclization reaction is the aldol condensation.  Follow-
ing the condensation water is eliminated, and the
product is hydrolyzed and enolized to form orsellinic
acid.  Another product of fungal metabolism is
6-methylsalicylic acid, which lacks one OH group
of orsellinic acid.  This synthesis can be explained by
assuming that the carbonyl group at C-5 of the original
β-polyketone was reduced to an OH group at some
point during the biosynthesis.  Elimination of two
molecules of water together with enolization of the
remaining ring carbonyl gives the product (Fig.
21-9).330

By allowing a few variations in the basic
polyketone structure, the biosynthesis of a large
number of unusual compounds can be explained.
Extra oxygen atoms can be added by hydroxylation,
and methyl groups may be transferred from S-
adenosylmethionine to form methoxyl groups.331

Occasionally a methyl group may be transferred
directly to the carbon chain.  Glycosyl groups may also
be attached.332,333  Many starter pieces other than
acetyl-CoA may initiate polyketide synthesis.  These
include the branched-chain acids of Table 21-3, nico-
tinic and benzoic acids, 4-coumaroyl-CoA, and a 14:1
∆9-ACP.  The last of these starter pieces is formed by
desaturation of the corresponding 14:0-ACP and is
converted via polyketide synthesis to one of a family
of anacardic acids, which provide pest resistance to a
variety of dicotyledenous plants (Fig. 21-10, bottom).334

The CoA derivative of malonic acid amide is the
starter piece for synthesis of the antibiotic tetracycline
as indicated in Fig. 21-10).335  Polyketide origins of
some other antibiotics are also indicated in this figure.

The cloning and sequencing of genes for enzymes
involved in synthesis of polyketides of fungi and
actinomycetes has shown that these enzymes are
closely related to the fatty acid synthases and, like the
latter, have a multidomain structure (Fig. 21-11).  The
possibilities of engineering these genes, together with
the urgent need for new antibiotics, has led to an

E.  The Polyketides
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BOX 21-E  HOW THE FLOWERS MAKE THEIR COLORS

Most of the pigments of flowers arise from a
single polyketide precursor.  Phenylalanine is con-
verted to trans-cinnamic acid (Eq. 14-45) and then
to cinnamoyl-CoA.  The latter acts as the starter
piece for chain elongation via malonyl-CoA (step a
in the accompanying scheme).  The resulting β-
polyketone derivative can cyclize in two ways.  The
aldol condensation (step b) leads to stilbenecar-
boxylic acid and to such compounds as pinosylvin
of pine trees.  The Claisen condensation (step c)
produces chalcones, flavonones, and flavones.
These, in turn, can be converted to the yellow fla-
vonol pigments and to the red, purple, and blue
anthocyanidins.a– c

At the bottom of the synthetic scheme on the
next page the structures and names of three com-
mon anthocyanidins are shown.  The names are
derived from those of flowers from which they have
been isolated.  The colors depend upon the number
of hydroxyl groups and on the presence or absence
of methylation and glycosylation.  In addition to the
three pigments indicated in the diagram, three other
common anthocyanidins are formed by methyla-
tion. Peonidin is 3'-methylcyanidine.  Methylation
of delphinidin at position 3' yields petunidin, while
methylation at both the 3' and 5' positions gives
malvidin.  There are many other anthocyanidins of
more limited distribution.  Anthocyanidins are
nearly insoluble, but they exist in plants principally
as glycosides known as anthocyanins.  The number
of different glycosides among the many species of
flowering plants is large.  Both the 3 and 5 – OH
groups may be glycosylated with Glc, Gal, Rha, Ara,
and by a large variety of oligosaccharides.  The
colors of the anthocyanins vary from red to violet
and blue and are pH dependent.  For example,
cyanin (diglucosyl cyanidin) is red in acid solution
and becomes violet upon dissociation of the 4'-
hydroxyl group:

Dissociation of the 7– OH generates an anion with
an extended conjugated π electron system, which
will favor absorption of long-wavelength light
(Chapter 23) and a blue color.  Notice that a large
number of resonance structures can be drawn for
both the anthocyanin and the dissociated forms.
Formation of complexes of Mg2+ or other metal ions
with the 4' – O –and adjacent OH groups may also
stabilize blue colored forms.d

Most blue flower pigments are based on del-
phinidin,b but the “heavenly blue” of the morning
glory is a peonidin with a complex caffeoylglucose-
containing glycosyl group on the 3-position.  Its
blue color has been attributed to the relatively high
pH of ~ 7.7 in vacuoles.e  The aromatic rings within
the glycosyl group of this and other complex antho-
cyanins may fold over the primary chromophore
and stabilize the colored forms.  A competing reac-
tion, which is indicated in green on the first struc-
ture in this box, is the addition of a hydroxyl ion at
C-2 to give a nearly colorless adduct.f

The yellow pigments of flowers are usually
flavonols.  The most common of all is rutin, the 3α-
rhamnosyl-D-glucosyl derivative of quercitin (see
diagram).  An extraordinary number of other fla-
vonols, flavones, and related compounds are found
throughout the plant kingdom.g  One of these is
phlorhizin, a dihydrochalcone found in the root
bark of pears, apples, and other plants of the rose
family.  Phlorhizin specifically blocks resorption of
glucose by kidney tubules.  As a result, the drug
induces a strong glucosuria.  The biochemical basis
is uncertain, but the action on kidney tubules may
be related to inhibition of mutarotase.h
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BOX 21-E  (continued)

The flavone glycoside hesperidin makes up 80% of
the dry weight of orange peels.  It has been claimed
(but not proved) that this compound, also known as
vitamin P and citrus bioflavonoid, is essential to 

a Clevenger, S. (1964) Sci. Am. 210(Jun), 85 – 92
b Harborne, J. B. (1988) in Plant Pigments (Goodwin, T. W., ed),

pp. 299 – 343, Academic Press, London
c Lloyd, A. M., Walbot, V., and Davis, R. W. (1992) Science 258,

1773– 1775
d Kondo, T., Yoshida, K., Nakagawa, A., Kawai, T., Tamura, H.,

and Goto, T. (1992) Nature (London) 358, 515 – 518
e Yoshida, K., Kondo, T., Okazaki, Y., and Katou, K. (1995) Nature

(London) 373, 291

H3CO

HO

O O Glc

OHO
Hesperidin

Rha

HO

HO
O

O OH

OH

O

O

O

O
CH3

OH
OHOH

Maysin

OH

H3C

good health.  Another flavone, maysin, is a resis-
tance factor for the corn earworm and is present in
silks of resistant strains of Zea mays.i

f Figueiredo, P., Elhabiri, M., Saito, N., and Brouillard, R. (1996)
J. Am. Chem. Soc. 118, 4788 – 4793

g Nakayama, T., Yonekura-Sakakibara, K., Sato, T., Kikuchi, S.,
Fukui, Y., Fukuchi-Mizutani, M., Ueda, T., Nakao, M., Tanaka,
Y., Kusumi, T., and Nishino, T. (2000) Science 290, 1163–1166.

h White, A., Handler, P., and Smith, E. L. (1973) Principles of
Biochemistry, 5th ed., McGraw-Hill, New York (pp. 415 – 416)

i Byrne, P. F., McMullen, M. D., Snook, M. E., Musket, T. A.,
Theuri, J. M., Widstrom, N. W., Wiseman, B. R., and Coe, E. H.
(1996) Proc. Natl. Acad. Sci. U.S.A. 93, 8820 – 8825

E.  The Polyketides
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1216 Chapter 21.  Specific Aspects of Lipid Metabolism

explosion of information about polyketide
synthases.336,336a–c

A 26-kb gene cluster encoding enzymes for
synthesis of the blue antibiotic actinorhodin by
Streptomyces coelicolor has been cloned and se-
quenced.332,337  The three large ~10-kb genes required
for formation of the broad-spectrum antibiotic eryth-
romycin by Saccharopolyspora erythraea have also been
cloned and sequenced.337– 339  In both cases, the genes

encode large proteins with structures resembling those
of the eukaryotic fatty acid synthases (Section B,1).
However, a new feature is evident.  As shown in Fig.
21-11, each of the three polypeptides of the
deoxyerythronolide synthase, which synthesizes the
aglycone of erythromycin, consists of two
multidomain modules, each able to catalyze one round
of reaction with a new molecule of malonyl-CoA.
When reduction of an oxo group or dehydration and

Figure 21-10  Some important polyketide antibiotics and plant defensive compounds.
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1217E.  The Polyketides

reduction of an enoyl-CoA are not needed in a round,
the KR, DH, and ER domains are absent (as in module
3 of Fig. 21-11).  A final domain contains a thioesterase
that releases and cyclizes the product.  The “assembly
line” sequence of synthetic steps, beginning with a
propionyl group from propionyl-CoA, is pictured in
Fig. 21-11.  Two hydroxylation steps340 and transfer of
two unusual glycosyl groups complete the synthesis of
the antibiotic.

Other medically important polyketides include the
antibiotics doxorubicin (14-hydroxydaunomycin; Fig.
5-23),341 rifamycin (Box 28-A),342 and the antifungal
pimaricin,343 griseofulvin, and amphotericin (Fig.
21-10), the HMG-CoA reductase inhibitor
lovastatin,344 the 2-butanyl-4-methylthreonine of
cyclosporin A (Box 9-F),345 and other immunosuppres-
sants such as rapamycin.346  Many characteristic plant
products, including stilbenes347 and chalcones348,348a

(Box 21-E), are polyketides.  A variety of different
polyketides serve as phytoalexins.349  Some such as
aflatoxin350 are dangerous toxins.  Ants and ladybird
beetles make toxic polyamine alkaloids using a
polyketide pathway.350a

Avermectin ( Fig. 30–25), a widely used antibiotic

Figure 21-11  Catalytic domains within three polypeptide chains of the modular polyketide synthase that forms 6-
deoxyerythronolide B, the aglycone of the widely used antibiotic erythromycin.  The domains are labeled as for fatty acid
synthases; AT, acyltransferase; ACP, acyl carrier protein; KS, β-ketoacyl-ACP synthase; KR, ketoreductase; DH, dehydrase; ER,
enoylreductase; TE, thioesterase.  After Pieper et al.338  Courtesy of Chaitan Khosla.
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6-Deoxyerythronolide B Erythromycin

against canine heartworms, is formed by a polyketide
synthase with an unusually broad specificity for starter
units.  More than 40 alternative carboxylic acids are
accepted.  By grafting the first multidomain module of
the erythromycin-forming synthase (of Fig. 21-11) onto
the wide-specificity loading module of the avermectin-
forming synthase, a whole new series of antibiotics
have been created.351  This is only one of many steps
being taken to create new aliphatic and aromatic,
linear and macrocyclic polyketides by genetic engineer-
ing.336,352,353  Combinatorial biosynthesis (see Chapter
3) is also being developed336,354 and has even been
discovered in nature.355
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Study Questions

10. 14C-Carboxyl labeled palmitic acid is fed to a fasted
rat.  There is no increase in liver glycogen, but the
glucose units of the glycogen contain 14C.
a) Outline, using appropriate equations, the

reaction sequence by which the carbon atoms
of glucose become labeled.

b) Explain why there is no net synthesis of
glycogen from the fatty acid.

11. a) Write the reactions that most dietary tripalm-
itin will undergo in the body of an adult
human in order to be deposited in adipose
tissue as tripalmitin.

b) What is the minimum amount of ATP (high
energy bonds) normally required to deposit
the one mole of dietary tripalmitin in adipose
tissue?  Count only ATP involved in tripalm-
itin metabolism and consider the source of
glycerol in the adipose tissue.

12. Describe the biochemical effects on lipid metabo-
lism of injecting into a normal animal
a) insulin
b) glucagon
c) epinephrine

13.  Suggest a biosynthetic pathway for formation of
the fungal metabolite agaricic acid:

14.  The ketone palmiton CH3(CH2)14 – *CO –
(CH2)14CH3 is formed by mycobacteria.  The car-
bon marked by an asterisk was found to be labeled
after feeding of [1-14C]palmitic acid.  Suggest a
biosynthetic pathway.

15.  The following reaction occurs in the biosynthesis
of fatty acids.

Crotonyl-ACP + NADPH + H+ →  butyryl-ACP +
NADP+

The reduction half-reactions for crotonyl-ACP and
NADPH are

Crotonyl-ACP + 2 H+ + 2 e– →  butyryl-ACP
Eo’ = – 0.015 V
NADP + 2 H+ + 2 e– →  NADPH + H
Eo’ = – 0.320 V

What is ∆Go’ for this reaction?  What is the equilib-
rium constant for the reaction?

16. How does the inhibition of citrate synthase affect
fatty acid synthesis?

17.  Malonyl CoA is an allosteric effector of carnitine
acyl transferase.  What kind of effector is it, i.e.,
activator or inhibitor, and what is the logic behind
the interaction?

18.  Compound II is formed in a series of enzymatic
reactions from compound I.  Propose a mechanisti-
cally realistic sequence, showing by name any
cofactors required.

19.  Fatty acid biosynthesis requires NADPH.  Where
does the NADPH come from?

20.  An individual has been found who is missing
malic enzyme in his cytoplasm.  He has instead an
enzyme that converts the oxalacetate made from
the citrate lyase reaction directly to pyruvate and
CO2.  Discuss this patient in terms of the likely
effect of these changes on his ability to synthesize
fatty acids.

21.  The ∆Go’ values for the hydrolysis of any P – O – P
bond of ATP, inorganic pyrophosphate, or any acyl
CoA thiolester are all about –34 kJ /mole, while the
corresponding figure for the hydrolysis of a mixed
carboxylic phosphate anhydride is about –55 kJ /
mole.  Calculate the value of ∆Go’ for the following
reaction describing the activation of fatty acids to
the fatty acyl adenylate.

CH3 (CH2)15 CH COOH

HOC COOH

CH2 COOH

R CH (CH2)3 COOH

OH

I

R C CH

O

II

CH CH3

RCOO – ATP+ R C O

O

AMP + PPi
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Study Questions

22.   Fatty acid biosynthesis is made irreversible by the
specific input of energy.  Name the reactions or
give equations for those steps in the pathway that
require ATP.  It is important that you consider both
the mitochondrial and cytosolic components of the
pathway.

23. The fatty acid biosynthesis pathway communi-
cates with at least three other metabolic pathways
either by sharing common intermediates or by
regulatory mechanisms.  Fill in the table below.
List four molecules that have this function.  You
should name the additional pathway where each
of these is found and briefly describe what it does
in this second pathway.  Do not use a redox cofac-
tor as one of your choices.

Molecule Other Pathway Role in Second Pathway

24. The endogenous cannabinoid 2-arachidonoyl-
glycerol is thought to play important roles both in
the brain (Chapter 30) and in the immune system
(Chapter 31).  Leukocyte 12-oxygenase acts on this
compound.360  What products would be expected?

25. In the synthesis of anthocyanidins (Box 21-E)
another Fe2+/2-oxoglutarate-dependent oxygenase
acts on the colorless leukoanthrocyanidin, which is
then converted to the colored anthocyanidin:

Propose a reasonable sequence for this reaction.
See Nakajima et al.361

HO

HO
O OH

OHOH

HO

H

2

3
4

Leucoanthocyanidin (colorless)

O2

Anthocyanidin (see Box 21-E)

26.  Why does a dietary deficiency of choline in hu-
mans induce a fatty liver, i.e., a liver in which the
hepatocytes contain excess triglycerides?

27.  Name two important functions of citrate in the
conversion of acetate to palmitate by adipose
tissues.

28.  Outline the steps by which linoleic acid can be
converted to prostaglandins in the human body.

 Ch 21 IND page - E 2/14/03, 11:37 AM1225



1226 Chapter 22.  Polyprenyl (Isoprenoid) Compounds

A.  Isopentenyl Diphosphate and Polyprenyl
     Synthases

1.  An Alternative Pathway for Isoprenoid Synthesis
2.  Isomerization and Isoprene Formation
3.  Polyprenyl Compounds
4.  Prenylation of Proteins and Other Compounds

B.  Terpenes
1.  Biosynthesis of Monoterpenes
2.  Sesquiterpenes and Diterpenes
3.  Formation of the Symmetric Terpenes, Squalene

and Phytoene
C.  Carotenes and Their Derivatives

1.  Xanthophylls and Other Oxidized Carotenes
2.  Properties and Functions of Carotenes

D.  Steroid Compounds
1.  Biosynthesis of Sterols

Formation of cholesterol
2. Metabolism of Cholesterol in the Human Body

Serum cholesterol
The LDL and related receptors
Abnormalities of cholesterol metabolism
Bile acids

E.  The Steroid Hormones
1. Progestins
2. Adrenal Cortical Steroids
3. Androgens
4. Estrogens
5. The Steroid Receptor Family

F.  Other Steroids
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Boxes
Box 22-A Vitamin A
Box 22-B Atherosclerosis
Box 22-C Vitamin D
Box 22-D The Renin–Angiotensin–Aldosterone

System and the Regulation of Blood
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Tables
Table 22-1 Known Members of the Steroid

Receptor Family

Contents

Glyceraldehyde-
3-phosphate

PyruvateFatty
acids

Acetyl-CoA

Terpenes

1-Deoxyxylulose-
5-phosphate

Isopentenyl diphosphate

H2C O

CH3

PP

Rubber

Gutta perchaChicle

Cholesterol

Steroids

Squalene

Over 30,000
compounds

Vitamin D

CarotenoidsMevalonate

HO

Vitamin A

Peridinin, a carotenoid (8 molecules) embedded
in a light-collecting complex from a dinoflagellate.
See stereo view, Fig. 23-29

OH

Thymol (thyme)

O

Camphor

Starting with the simple compounds acetyl-CoA, glyceraldehyde-3-phosphate,
and pyruvate, which arise via the central pathways of metabolism, the key
intermediate isopentenyl diphosphate is formed by two independent routes.
It is then converted by bacteria, fungi, plants, and animals into thousands of
different naturally occurring products.  These include high polymers, such as
rubber, as well as vitamins, sterols, carotenoids, and over 30,000 different
terpenes and related compounds.  Many of the latter are found only in specific
plants where they may function as defensive compounds or pheromones.
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Polyprenyl (Isoprenoid) Compounds 22

The terpenes, carotenoids, steroids, and many
other compounds arise in a direct way from the prenyl
group of isopentenyl diphosphate (Fig. 22-1).1– 6a

Biosynthesis of this five-carbon branched unit from
mevalonate has been discussed previously (Chapter
17,  Fig. 17-19) and is briefly recapitulated in Fig. 22-1.
Distinct isoenzymes of 3-hydroxy-3-methylglutaryl-
CoA synthase (HMG-CoA synthase) in the liver pro-
duce HMG-CoA destined for formation of ketone
bodies (Eq. 17-5) or mevalonate.7,8  A similar cytosolic
enzyme is active in plants which, collectively, make
more than 30,000 different isoprenoid compounds.9,10

However, many of these are formed by an alternative
pathway that does not utilize mevalonate but starts
with a thiamin diphosphate-dependent condensation
of glyceraldehyde 3-phosphate with pyruvate (Figs.
22-1, 22-2).

The two-step reduction of HMG-CoA to meva-
lonate (Fig. 22-1, step a)11 – 15 is highly controlled, a
major factor in regulating cholesterol synthesis in the
human liver.12,16,17  The N-terminal portion of the 97-
kDa 888-residue mammalian HMG-CoA reductase is
thought to be embedded in membranes of the ER,
while the C-terminal portion is exposed in the cyto-
plasm.16  The enzyme is sensitive to feedback inhibi-
tion by cholesterol (see Section D, 2).    The regulatory
mechanisms include a phosphorylation–dephosphory-
lation cycle and control of both the rates of synthesis
and of proteolytic degradation of this key en-
zyme.14,15,18– 20

A. Isopentenyl Diphosphate and Polyprenyl
Synthases

In animals all isoprenoid compounds are appar-
ently synthesized from mevalonate, which is convert-
ed by the consecutive action of two kinases21– 23 into
mevalonate 5-diphosphate (Fig. 22-1, step b). Meva-
lonate kinase is found predominantly in peroxisomes,
which are also active in other aspects of steroid syn-
thesis in humans.21,24  A deficiency of this enzyme is
associated with mevalonic aciduria, a serious heredi-
tary disease in which both blood and urine contain
very high concentrations of mevalonate.23  Mevalonate
diphosphate kinase, which is also a decarboxylase,
catalyzes phosphorylation of the 3-OH group of meva-
lonate (step c, Fig. 22-1) and decarboxylative elimina-
tion of phosphate (step d)25 to form isopentenyl
diphosphate.

C C

H3C

H2C

CH2—O—P—P

HR

HS

Isopentenyl diphosphate

–O
C

C
C

C
C

OH

O

HS HSHR HR

CH3HO HS HR
1

2

3

4

5

3(R) Mevalonate3(R) Mevalonate

Glyceraldehyde-
3-phosphate

PyruvateFatty
acids

Acetyl-CoA

Terpenes

1-Deoxyxylulose-
5-phosphate

Isopentenyl diphosphate

H2C O

CH3

PP

Rubber

Gutta perchaChicle

Cholesterol

Steroids

Squalene

Over 30,000
compounds

Vitamin D

CarotenoidsMevalonate

HO

Vitamin A

Peridinin, a carotenoid (8 molecules) embedded
in a light-collecting complex from a dinoflagellate.
See stereo view, Fig. 23-29

OH

Thymol (thyme)

O

Camphor
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Figure 22-1  Outline of biosynthetic pathways for polypre-
nyl compounds.  Steps e, f, and g and many subsequent steps
are catalyzed by  isoprenyl diphosphate synthases.
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OHO CH3

CoA
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O CH3

P P

P

O P P

3  Acetyl-CoA
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e
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leucine catabolism
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Heme a
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Protein-SH
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Cholesterol Hormones

Vitamin D
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PPi n   Isopentenyl-P-P n=13-16, Z-configuration

C10

C15

Dimethylallyl diphosphate

Glyceraldehyde-P

Pyruvate

Alternative
pathway
Fig. 22-2

7-Dehydrocholesterol

NADPH

NADPH
a

This two-step reduction of a thioester to
an alcohol is catalyzed by a single enzyme
with complex regulatory features

–OOC
OH

HO CH3

3R-Mevalonic acid

b2  ATP Two kinases
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O

HO CH3

P P
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c

ATP
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CH3
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C
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OH3C

CH
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H
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O P
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H H

f PPi

O P P

O P P

H H
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g
PPi

Isoprene

Rubber

C20, E, E, E-Geranylgeranyl-P-P

Diterpenes
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Phytol, chlorophyll
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C40 Phytoene Carotenes

Gibberelins
Carotenoids

Archaeobacterial ether-linked lipids

Gutta-percha

Monoterpenes

C30 Squalene,
a triterpene

Isopentenyl disphosphate

Four groups of terpenes
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1. An Alternative Pathway for Isoprenoid
Synthesis

It is generally agreed that mevalonate is the pre-
cursor to sterols in higher plants as well as in animals
and is also the precursor to plant carotenoids.  Howev-
er, it is poorly incorporated into monoterpenes and
into some diterpenes such as those of the taxane
group.26,27  The alternative glyceraldehyde 3-

phosphate:pyruvate pathway explains this result.
The pathway also operates in some bacteria and ap-
parently is the sole source of isoprenoid compounds
for the unicellular alga Scenedesmus.28  The pathway is
outlined in Fig. 22-2.  Pyruvate is decarboxylated by a
thiamin diphosphate-dependent enzyme,29 and the
resulting enamine is condensed with D-glyceraldehyde
3-phosphate to form 1-deoxyxylulose 5-phosphate.28,30–31a

The latter undergoes an isomeroreductase rearrange-

Figure 22-2  The glyceraldehyde
3-phosphate:pyruvate alternative
pathway of isoprenoid biosyn-
thesis.  The intermediate 1-deoxy-
xylulose 5-phosphate may enter
terpenes, vitamin B6, and thiamin.
Isopentenyl diphosphate is shown
as the final product, but the inter-
mediate steps are uncertain. See
Lange et al.32g

A.  Isopentenyl Diphosphate and Polyprenyl Synthases
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1230 Chapter 22.  Polyprenyl (Isoprenoid) Compounds

ment of the type that occurs in the biosynthesis of
valine and isoleucine (Fig. 24-17),32 but the additional
steps on to isopentenyl diphosphate are not obvious.
However, some intermediate compounds have been
identified as is indicated in Fig. 22-2.32a – g  1-Deoxyxy-
lulose 5-phosphate has also been identified as an
intermediate in the biosynthesis of vitamin B6 in E.
coli.32a,h,33  It gives rise to the 2', 2, 3, 4, and 4' carbon
atoms of pyridoxine and also to the pyrimidine ring of
thiamin.  See Chapter 25.

2. Isomerization and Isoprene Formation

Before polymer formation begins, one molecule of
isopentenyl diphosphate must be isomerized to dime-
thylallyl diphosphate (Fig. 22-1, step e, Eq. 13-
56).10,33a,b  In this process the hydrogen that was in the
4-pro-S position of mevalonic acid (the pro-R position
of isopentenyl pyrophosphate) is lost.  Dimethylallyl
diphosphate is unstable and can undergo acid-cata-
lyzed elimination of PPi to form isoprene, apparently
by a carbocation mechanism.

This evidently accounts for the presence of isoprene in
the breath.34  Isoprene is also formed by many plants
and is released into the atmosphere in large amounts,
which contribute to photochemical formation of haze.
A Mg2+-dependent enzyme catalyzes the elimination
of pyrophosphate.35 Isoprene emissions rise with
increasing temperature, and it has been suggested that
the isoprene may dissolve in chloroplast membranes
and in some way confer increased heat resistance.36,37

Hydrolytic dephosphorylation can lead to dimethylal-
lyl alcohol, which is oxidized in the liver to dimethy-
lacrylyl-CoA (Eq. 22-1).

The latter is also a catabolite of leucine and can be

converted back to HMG-CoA via a biotin-dependent
carboxylation (see Fig. 24-18).  This provides a means
of recycling the dimethylallyl alcohol back to the
polyprenyl pathway.38

3.  Polyprenyl Compounds

Dimethylallyl diphosphate serves as the starter
piece for most polyprenyl compounds.  Additional
prenyl units are added, with elimination of pyrophos-
phate, by the action of polyprenyl diphosphate
synthases as indicated in Fig. 22-1.  Many of the
products have all-trans (E) double bonds.  A substan-
tial number of these synthases are known and are
distinguished by their chain length specificity and
stereochemical properties.39– 46b  The most studied is
farnesyl diphosphate synthase.  The three-dimensional
structure of an avian form is known.47,47a  It catalyzes
steps f and g of Fig. 22-1, joining three prenyl groups
with the E,E (trans, trans) configuration.  This protein,
which consists almost entirely of packed α helices, has
a large central cavity with conserved lysines and two
aspartate-rich sequences (DDXXD) along its walls.
These polar groups, together with magnesium ions,
probably bind the pyrophosphate groups of the sub-
strates.48  Aspartates 224 and 225 of a bacterial form of
the enzyme appear to be essential for catalytic activi-
ty.49  The reaction is thought to be initiated by elimina-
tion of PPi to form a carbocation to which the second
prenyl unit adds as in Eq. 22-2.50,51  For each prenyl
unit a hydrogen atom that was originally the 4-pro-S
hydrogen of mevalonic acid is lost as a proton.52,53

Addition of another prenyl unit gives E,E,E gera-
nylgeranyl diphosphate.46a

The chain length of the polyprenyl compounds
appears to be determined by the protein structure of
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the synthase.45,54,54a,b  Polymerization of prenyl units
can continue with the formation of high molecular
weight polyprenyl alcohols such as the dolichols and
bacterial decaprenols (Chapter 20) or of the high poly-
mers rubber (all Z configuration), chicle, and gutta-
percha.6a  Dolichols, which function in the
biosynthesis of glycoproteins, consist of 16 – 21 prenyl
units and are synthesized in the endoplasmic reticu-
lum as the diphosphates.55– 57  Farnesyl diphosphate is
elongated to Z,E,E geranylgeranyl diphosphate, and
polymerization continues with addition of 13 – 18 more
units, all with the Z (cis) configuration.46b,57a,b  Howev-
er, after dephosphorylation58 the double bond of the
last unit added becomes saturated.59  Partial absence
of the required reductase causes a serious human
deficiency disease involving faulty glycoprotein syn-
thesis.60

A fully extended 19-unit dolichol (dolichol-19) would
have a length of about 10 nm, twice that of the bilayer
in which it is dissolved.  It has been suggested that the
central part of the molecule has a helical structure,
while the ends are more flexible.  Dolichols also ap-
pear to increase the fluidity of membrane bilayers.61

Bacterial undecaprenyl diphosphate, which has a
similar function, contains only one E and ten Z double
bonds62– 63a (see p. 1152).

Rubber also contains almost entirely Z double
bonds.  Consistent with this fact is the finding that the
prenyltransferases catalyzing formation of rubber
promote loss of the pro-R proton rather than the pro-S
proton of mevalonic acid (see Eq. 22-2).  There appear
to be two types of prenyltransferase in animal mito-
chondria giving rise to E and Z double bonds, respec-
tively.64  In contrast, the rubber tree contains a
137-residue protein, the rubber elongation factor.
This small protein binds to E prenyltransferases caus-
ing them to form Z double bonds.65  The bacterium
Micrococcus luteus synthesizes all E polyprenyl alcohol
diphosphates up to the C45 nonaprenyl compound
solanesyl diphosphate.66

Chain elongation during polymerization of prenyl
units can be terminated in one of a number of ways.
The pyrophosphate group may be hydrolyzed to a
monophosphate or to a free alcohol.  Alternatively, two
polyprenyl compounds may join “head to head” to
form a symmetric dimer.  The C30 terpene squalene,
the precursor to cholesterol, arises in this way from
two molecules of farnesyl diphosphate as does phy-
toene, precursor of the C40 carotenoids, from E,E,E
geranylgeranyl diphosphate.  The phytanyl groups of
archaebacterial lipids (p. 385) arise rather directly from
geranylgeranyl diphosphate by transfer of the poly-

prenyl group to the –CH2OH group of sn-glycerol 3-
phosphate.67,67a  This is followed by hydrogenation of
the double bonds.  Formation of diphytanyl group (p.
388) must involve additional crosslinking reactions.

4. Prenylation of Proteins and Other
Compounds

Polyprenyl groups are often transferred onto
thiolate ions of cysteine side chains of certain proteins
that bind to membranes (p. 559).68,69  We have previ-
ously considered the Ras family (Chapter 11).  Recov-
erin, an important protein in the visual cycle (Fig.
23-43), is another example of a prenylated protein.
Both farnesyltransferases70– 76f and geranylgeranyl-
transferases72,77– 78b have been characterized, and the
three- dimensional structure of the former has been
established.73,75– 76  The two-domain protein contains a
seven-helix crescent-shaped hairpin domain and an
α,α-barrel similar to that in Fig. 2-29.  A bound zinc ion
in the active site may bind the – S – group of the sub-
strate protein after the farnesyl diphosphate has been
bound into the active site.76,79  These enzymes are
thought to function by a carbocation mechanism as
shown in Eq. 22-3 and with the indicated inversion of
configuration.71

Inhibition of these prenyltransferases blocks
growth of tumor cells.  Many prenyltransferase inhibi-
tors are apparently nontoxic to normal cells and are
undergoing human clinical trials as anticancer
drugs.76a, 79a,b  Among other important polyprenyl
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1232 Chapter 22.  Polyprenyl (Isoprenoid) Compounds

compounds are the side chains of vitamin K, the
ubiquinones, plastoquinones, tocopherols, and the
phytyl group of chlorophyll.  In all cases, a diphos-
phate of a polyprenyl alcohol serves as an alkyl group
donor.  Introduction of the polyprenyl chain into
aromatic groups, such as those of the quinones (Fig.
15-24), occurs at a position ortho to a hydroxyl group
in the reduced quinone (hydroquinone).  The reader
should be able to propose a reasonable prenyltrans-
ferase mechanism involving participation of the hy-
droxy group.  The monoprenyl compound
dimethylallyl diphosphate prenylates the N6 position
of adenine in a specific site in many tRNA molecules
(Fig. 5-33)80 as well as the C-4 position of L-tryptophan
in the synthesis of ergot alkaloids.81

B.  Terpenes

The number of small compounds that arise from
isopentenyl diphosphate and are found in plants,
animals, and bacteria is staggering.  Just a few of these
“terpenes” are shown in Figs. 22-3 and 22-4.  The
biosynthetic pathways have been worked out by
“feeding” radioactively labeled acetate to plants and
studying the characteristic labeling patterns in the
terpenes.  Many of the enzymes involved have been
identified and studied.  A given plant usually contains
a large number of different terpenes, which are often
concentrated in specialized “oil glands” or resinous
duct tissues.  Lesser amounts, often as
glycosides of terpene alcohols, may be
present within cells.  Some terpenes occur
in truly enormous amounts.  For example,
turpentine may contain 64% of �-pinene
and juniper oil 65% �-terpineol.82  The
large quantities of α-pinene released into
the air from pine trees are a major cause of
photochemical smog.83

Terpenes have a variety of functions.
Plant terpenes may deter herbivores and
attract pollinators. They may participate in
competition among plants and may act as
antibiotics, called phytoalexins, to protect
plants from bacteria and fungi.84  In inver-
tebrate animals terpenes serve as hor-
mones, pheromones, and defensive
repellants (Figs. 22-3, 22-4).  The terpene
squalene is the precursor to sterols.  Some
terpenes are toxic.  For example, thujone
(Fig. 22-3), which is present in the liqueur
absinthe, causes serious chronic poison-
ing.84

1.  Biosynthesis of Monoterpenes

The compounds of Figure 22-3 each contain ten
carbon atoms and are called monoterpenes.  They
occur largely in plants, but some function in arthro-
pods as pheromones.  As with chain elongation, the
cyclization of geranyl diphosphate to the various
monoterpenes appears to occur through loss of pyro-
phosphate (as PPi) with formation of an intermediate
carbocation such as that depicted in Equation 22-3.85– 88a

Similar mechanisms initiate cyclization of sesquiterpe-
nes and diterpenes.  Numerous terpene cyclases have
been isolated, and several have been studied carefully.
A stereochemical view of the formation of borneol is
illustrated in Eq. 22-4.   Both linalyl-PP and bornyl-PP
are intermediates.  Croteau and associates suggested
that a tight ion pair between carbocation and magne-
sium pyrophosphate is maintained at each stage.86,89

As is indicated in Fig. 22-3, the same intermediate
cation can yield a variety of end products.  For exam-
ple, pure geranyl diphosphate: pinene cyclase cata-
lyzes formation of several other terpenes in addition to
α-pinene.89  Another aspect of terpene synthesis is that
insects may convert a plant terpene into new com-
pounds for their own use.  For example, myrcene,
which is present in pine trees, is converted by bark
beetles to ipsenol (Fig. 22-3), a compound that acts as
an aggregation pheromone.90
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and related substances.
Some of the natural
sources are indicated.

B.  Terpenes
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2.  Sesquiterpenes and Diterpenes

Most of the compounds shown in Figure 22-4 are
derived from the C15 farnesyl diphosphate.  There are
more than 300 known cyclic structures among these
sesquiterpenes, and many sesquiterpene synthases
have been characterized.91,91a Aristolochene is
formed by the action of a 38-kDa cyclase that has been
isolated from species of Penicillium and Aspergillus.92– 94

Notice that the synthesis must involve two cyclization
steps and migration of a methyl group.  Three-dimen-
sional structures are known for at least two terpene
synthases,95,96 and comparison of gene sequences
suggests that many others have similar structures.
The 5-epi-aristolochene synthase of tobacco makes
the 5-epimer of aristolochene (Fig. 22-4).  It binds the
diphosphate group within a central cavity using two
Mg2+ ions held by carboxylates, some of which are in
the DDXXD sequence found also in polyprenyl
diphosphate synthases.  The enzyme active sites of
both the epi-aristolochene synthase and a pentale-
nene synthase from Streptomyces96 are rich in polar
groups that form hydrogen-bonded networks and
which participate in proton abstraction and donation
during the rearrangement reactions that must occur.

Aromatic groups that are also present may assist in
stabilizing intermediate carbocationic species.  Depro-
tonation by an aspartate side chain in the epi-aris-
tolochene synthase has been proposed to assist the
cyclization; subsequent reprotonation by an
Asp•Tyr•Asp triad would generate a new carbocation
and promote the necessary methyl group migration.  A
detailed step-by-step mechanism has been proposed.95

The fungal pentalenene synthase has an active site
histidine, which is proposed to serve as proton accep-
tor and donor for the several steps of the reaction of
farnesyl diphosphate.96  The carbon atoms originating
from C1 to C3 of the precursor have been marked on
the pentalenene structure as well as on the aris-
tolochene structure in Fig. 22-4.  We now see how
synthases can guide the terpene cyclase reactions to
give specific products.

Another sesquiterpene synthase forms trichodi-
ene, the parent compound for a family of mycotoxins
and antibiotics.97,97a,b  A different sesquiterpene syn-
thase, present in peppermint and also in a wide range
of other plants and animals, forms the acyclic (E)-�-

farnesene.98  It serves as alarm pheromone for aphids,
has a variety of signaling functions in other insects,
and is a urinary pheromone in mice.98

Abscisic acid, one of five known types of plant
hormone of general distribution throughout higher
plants, is not regarded as a true terpene because it
arises by degradation of a carotenoid.99–99b  However,
its structure (Fig. 22-4) is that of a sesquiterpene.

The C20 diterpenes are derived from geranylgera-
nyl-PP.  Among the best known members are another
group of plant hormones, the gibberellins.100– 102a  The
first gibberellin was isolated as a product of plants
infected with a Fusarium fungus.  The rice plants grew
in an abnormally tall, weak form.  Subsequently, this
multimembered class of over 50 highly modified
diterpenes have been shown to have a variety of regu-
latory functions in all higher plants.  For example,
gibberellins are essential for stem elongation.

Equation 22-5 gives an abbreviated biosynthetic
sequence for gibberellin A1.  The ring closure of step a,
Eq. 22-5, may be initiated by protonation of the double
bond at the left of the first structural formula .  The
resultant carbocation could initiate the consecutive
closure of the two rings and the loss of a proton from a
methyl group (step b) to yield copalyl-PP.  Steps c and
d, Eq. 22-5, each represent several reactions.  In step c,
pyrophosphate is eliminated, and the methyl group
that becomes a methylene in ent-kaurene (enantiotopic
kaurene) undergoes migration.102b  Step d involves
several hydroxylation and oxidation steps as well as a
ring contraction through which one of the original
methylene groups ends up as a carboxyl group in the
final product.102,103,103a  Deactivation of the hormone is
initiated by a 2-oxoglutarate-dependent
dioxygenase.103b

The juvenile hormone of insects (Fig. 22-4) is also
of polyprenyl origin.104,105  However, two of the meth-
yl groups have been converted to (or replaced by)
ethyl groups.  The isolation and identification of the
structure of the juvenile hormone was a difficult task.
After its completion it was a surprise to researchers to
discover that a large variety of synthetic compounds,
sometimes with only a small amount of apparent
structural similarity, also serve as juvenile hormones,
keeping insects in the larval stage or preventing insect
eggs from hatching.  Furthermore, a number of plant
products such as juvebione (Fig. 22-4),106 which was
originally isolated from paper, have the same effect.
Thus, in nature products of plant metabolism have a
profound effect upon the development of insects that
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eat the plants.  There is interest in the possible use of
juvenile hormone, or of synthetic compounds mimick-
ing its action, as insecticides.

Many conifers secrete oleoresin (pitch) in re-
sponse to attack by bark beetles.  The oleoresin con-
tains approximately equal amounts
of turpentine (a mixture of monoter-
penes and sesquiterpenes) and
diterpenoid rosin including abietic
acid (Fig. 22-4).91,107,107a  The oleo-
resin is toxic to beetles and, after
evaporation of the turpentine, forms
a hard rosin seal over the wounds.
Casbene (Fig. 22-4) is a diterpene
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produced by castor beans as a phytoalexin (Chapter
31), an antifungal antibiotic.108  The synthesis of the
anticancer compound taxol (Box 7-D) from geranylger-
anyl diphosphate involves extensive oxidative and
other modification.109

3. Formation of the Symmetric Terpenes,
Squalene and Phytoene

Two molecules of the C15 farnesyl diphosphate can
be joined “head to head” to form the C30 squalene (Eq.
22-6).  Similarly, two C20 geranylgeranyl-PP mole-
cules can be joined to form the C40 phytoene (Fig. 22-5),
a precursor of carotenoid pigments of plants.110  In the
synthesis of squalene both pyrophosphate groups are
eliminated from the precursor molecules, and one
proton from C-1 of one of the molecules of farnesyl-PP
is lost.  The other three C-1 hydrogens are retained.  At
the same time, one proton is introduced from the pro-S
position of NADPH.    Squalene synthase has been
difficult to obtain,111,112 and its mechanism has been
uncertain.  However, there is strong evidence in favor
of carbocationic intermediates.113–114b   The first step
(Eq. 22-7, step a) involves reaction of the initial car-
bocation with the double bond of the second farnesyl-
PP to form the cyclopropane derivative presqualene
alcohol-PP, which was first isolated from yeast as the
free alcohol by Rilling and associates.115  The loss of
the second pyrophosphate (Eq. 22-7, step b) generates
a cyclopropylcarbinyl cation, which can rearrange
(step c) to a more stable tertiary cation.112,113  The latter
is reduced by NADPH with opening of the cyclopro-
pane ring (Eq. 22-7, step d).  Once formed squalene
diffuses within and between membranes with the help
of cytosolic protein carriers.116

Phytoene (Fig. 22-5) is apparently formed from
geranylgeranyl-PP via prephytoene-PP, whose struc-
ture is entirely analogous to that of presqualene-
PP.44,117  However, no reduction by NADH is required
(Eq. 22-8).  It is known that the 5-pro-R hydrogen
atoms of mevalonate are retained in the phytoene as
indicated by a shaded box in Eq. 22-8.  Elimination of
the other (pro-S) hydrogen yields 15,15'–Z phytoene
(cis-phytoene), while elimination of the pro-R hydro-
gen yields all-E (trans) phytoene.  Higher plants and
fungi form mostly cis-phytoene, but some bacteria
produce the all-E isomer.118

(22-6)
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Another polyprenyl compound formed by a head
to head condensation is chrysanthemic acid.  This
monoterpene component of the pyrethrum insecticides
is formed by chrysanthemums from two molecules of
dimethyallyl-PP via an intermediate analogous to
presqualene alcohol-PP.118a
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C.  Carotenes and Their Derivatives

Chrysanthemic acid

Pyrethrin I

H3C

H3C

H C

CH3H3C

H

O

O

O

CH2

CH3

A quite different “tail to tail” condensation, whose
chemistry is still obscure,118b must occur in archaebac-
teria whose lipids contain the C40 diphytanyl alcohol.
An example is the  diglyceryltetraether,119,120 whose
structure is shown on p. 388.

C. Carotenes and Their Derivatives

Phytoene can be converted to the carotenes by
pathways indicated in part in Fig. 22-5 and Eq. 22-10.
One of the first products is lycopene, the red pigment
of tomatoes and watermelons, which is an all-trans
compound.  If 15-Z phytoene is formed, it must, at
some point, be isomerized to an all-E isomer, and four
additional double bonds must be introduced.  The
isomerization may be nonenzymatic.  The double
bonds are created by an oxygen-dependent desatura-
tion, which occurs through the trans loss of hydrogen
atoms.
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(22-10)

Desaturation takes place in a stepwise fashion, and
many intermediate compounds with fewer double
bonds are known (Eq. 22-10).118,121 – 123  The enzymes
required have not been characterized well until recent-
ly.  Plant enzymes are present in small amounts, and
isolation has been difficult.  However, the genes for
carotenoid biosynthesis in such bacteria as the purple
photosynthetic Rhodobacter,118,124 Rhodospirillum,125 and
Rubrivarax,126 the cyanobacterium Synechococcus,127

and the nonphotosynthetic Erwinia44,118 have been
cloned, sequenced, and used to produce enzymes in
quantities that can be studied.  Matching genes from
higher plants have also been cloned and expressed in
bacteria.123

Ring closure at the ends of the lycopene molecule
to form the carotenes can be formulated most readily
through an acid-catalyzed carbocation mechanism (Eq.
22-11).  Loss of one or the other of two protons adja-
cent to the positive charge leads to the β ring of β-

carotene or to the α ring of
α-carotene.110,123a  Compounds with
only one ring may also be
formed.123b In many bacteria

these rings are not formed at all, but
the open-chain (acyclic) cartenoids
may be modified in ways similar to
those of higher plants.118,124,125

     A genetic engineering success is
the transfer of genes for synthesis of
β-carotene into rice.  The resulting
“golden rice” contains enough
carotene in its endosperm to make a
significant contribution to the vita-
min A needs of people for whom
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Figure 22-5  Structures and partial biosynthetic pathways for a few of the more than 600 known carotenoid compounds.  The
origin of some hydrogen atoms from mevalonate is shown, using the numbering for mevalonate.  The numbering system for
C40 carotenoids is also indicated.

C.  Carotenes and Their Derivatives
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rice is a major food.  There are estimated to be over 100
million vitamin A-deficient children in the world.  As
many as one-quarter of a million of these go blind each
year.127a  It is hoped that the golden rice will help to
alleviate the problem.  At the same time, an ongoing
program is supplying vitamin A, which is stored in the
liver, at regular intervals of time to many children.127b

1. Xanthophylls and Other Oxidized Carotenes

Carotenes can be hydroxylated and otherwise
modified in a number of ways.110,128 – 131  The structure
of zeaxanthin, one of the resulting xanthophylls, is
indicated in Fig. 22-5.  Some other xanthophylls are
shown in Eq. 22-10.  Lutein resembles zeaxanthin, but
the ring at one end of the chain has been isomerized
by a shift in double bond position to the accompany-
ing structure.  The photosynthetic bacterium Rho-
dospirillum rubrum has its own special carotenoid
spirilloxanthin, which has the accompanying structure
at both ends of the chain.

Fucoxanthin (Fig. 22-5) is the characteristic
brown pigment of diatoms.  One end of the molecule
has an epoxide, also formed by the action of O2, while
the other end contains an allene structure rare in
nature.  Even so, fucoxanthin may be the most abun-
dant carotenoid of all.  The structure of the allene-
containing end of the fucoxanthin molecule (turned
over from that shown in Fig. 22-5) is also given in Eq.
22-12.  Figure 22-5 does not indicate the stereochemis-
try of the allene group correctly; the carotenoid chain
protrudes behind the ring as drawn in the equation.
Violaxanthin contains epoxide groups in the rings at

Spirilloxanthin

OCH3

HO
Lutein (structure at

one end of molecule)

both ends of the molecule (Eq. 22-12).  An isomerase in
algae converts violaxanthin into neoxanthin (Eq. 22-
12), which contains the allene structure at one end.
Subsequent acetylation yields fucoxanthin.

Other algal carotenoids contain acetylenic triple
bonds.  For example, alloxanthin has the following
structure at both ends of the symmetric molecule.  The
symmetric carotenoids canthaxanthin and astaxan-
thin have oxo groups at both ends:

These carotenoids have a limited distribution and
occur as complexes, perhaps in Schiff base linkage,
with proteins.  Astaxanthin–protein complexes with
absorption maxima ranging from 410 nm to 625 nm or
more provide the color to the lobster’s exoskele-
ton.130,132  Whereas most naturally occurring caro-
tenoids have all-E double bonds, mono-Z isomers of
canthaxanthin are found in the colored carotenopro-
teins of the brine shrimp Artemesia.133

Some bacteria synthesize C50 carotenoids such as
decaprenoxanthin (Fig. 22-5), the extra carbon atoms at
each end being donated from additional prenyl
groups, apparently at the stage of cyclization of lyco-
pene.134  Thus, a carbocation derived by elimination of
pyrophosphate from dimethylallyl-PP could replace
the H+ shown in the first step of Eq. 22-11.  The forego-
ing descriptions deal with only a few of the many
known structural modifications of carotenoids.2,135,136

(22-12)
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BOX 22-A  VITAMIN A

The recognition in 1913 of vitamin A (Box 14-A)
was soon followed by its isolation from fish liver oils.a– c

Both vitamin A1 (retinol) and vitamin A2 are 20-
carbon polyprenyl alcohols.  They are formed by
cleavage of the 40-carbon β-carotene (Fig. 22-5) or
other carotenoids containing a β-ionone ring.  While
the carotenes are plant products, vitamin A is pro-
duced only in animals, primarily within cells of the
intestinal mucosa.d– f  The carotene chains are cleaved
in the center, and to some extent in other positions,g

by oxygenases; β-carotene yields as many as two
molecules of the vitamin A aldehyde retinal.h– i  The
retinal is reduced by NADH to retinol which is
immediately esterified, usually
with saturated fatty acids, by
transfer of an acyl group from a
fatty acyl-CoA or from phosphati-
dylcholine.  The resulting retinyl
esters are transported in chylomi-
crons.  They remain in the chylomi-
cron remnants (see Fig. 21-1), which
are taken up by the liver where
both hydrolysis and reesterification
occur.j  Vitamin A is one of the few
vitamins that can be stored in
animals in relatively large quanti-
ties.  It accumulates in the liver,
mainly as retinyl palmitate, in
special storage cells termed stellate
cells.f  The human body usually
contains enough vitamin A to last
for several months.

Free retinol is released from the
liver as a 1:1 complex of retinol
with the 21-kDa retinol-binding
protein.k,l  This protein is normally
almost saturated with retinol and is
bound to another serum protein,
the 127-residue transthyretin
(prealbumin).m,n  Some of the
retinol is oxidized to retinoic acid.
Both all-trans and 13-cis-retinoic
acids as well as 5,6-epoxyretinoic
acid are found in tissue.f,o,p,pq

Another metabolite, which may be
very important, is retinoyl �-
glucuronide.q,r,rs

Cell surfaces of body tissues
appear to contain receptors for the
retinol-binding protein.  Many cells
also contain cytoplasmic retinol-
binding proteinss– u as well as
proteins that bind retinoic acid.u– y

These proteins are members of
the large superfamily of hydro-
phobic transporter molecules

described in Box 21-A.  This includes the milk protein
�-lactoglobulin, which also forms a complex with
retinol.z,aa

A strikingly early symptom of vitamin A defi-
ciency is night blindness.   A variety of other symp-
toms include dry skin and hair, conjunctivitis of the
eyes, retardation of growth, and low resistance to
infection.  The skin symptoms are particularly notice-
able in the internal respiratory passages and alimen-
tary canal lining.  About 0.7 mg/day of vitamin A is
required by an adult.  The content of vitamin A in
foods is often expressed in terms of international
units:  1.0 mg of retinol equals 3333 I.U.
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BOX 22-A  VITAMIN A (continued)

Vitamin A, as retinal, has a clearly established role
in vision (Chapter 23) and apparently has a special-
ized function in reproduction.  In vitamin A deficiency
no sperm cells are formed in males, and fetal resorp-
tion occurs in females.  Rats deprived of vitamin A but
fed retinoic acid become blind and sterile but other-
wise appear healthy.e,bb  Evidently either the alcohol
or the aldehyde has an essential function in reproduc-
tion, whereas bone growth and maintenance of
mucous secretions requires only retinoic acid.  Indeed,
retinoic acid is 100 to 1000 times more active than
other forms of vitamin A in these differentiation
functions.r

In vitamin A deficiency the internal epithelial
surfaces of lungs and other tissues, which are usually
rich in mucous secreting cells and in ciliated cells,
develop thick layers of keratinizing squamous cells
similar to those on the external surface of the body.
The synthesis of some mannose- and glucosamine-
containing glycoproteins consequently decreases.cc

The major effects of retinoic acid is evidently through
regulation of transcription (Chapter 28).  In develop-
ing lungs retinoic acid promotes the transformation of
undifferentiated epithelial cells into mucus-secreting
cells.dd

Do we know all of the special chemistry of
vitamin A that is involved in its functions?  Retinal
could form Schiff bases with protein groups as it does
in the visual pigments.  Redox reactions could occur.
Conjugative elimination of water from retinol to form
anhydroretinol is catalyzed nonenzymatically by
HCl.  Anhydroretinol occurs in nature and

may serve as an inhibitor of the action of 14-hydroxy-
retro-retinol in lymphocyte differentiation.ee,ff

Much recent interest has been aroused by the fact
that retinoid compounds, including both retinol and
retinoic acid, reduce the incidence of experimentally
induced cancer.  In addition, 13-cis-retinoic acid taken
orally is remarkably effective in treatment of severe
cystic acne.gg  However, both vitamin A and retinoic
acid in large doses are teratogenic, i.e., they cause
fetal abnormalities.  The use of 13-cis-retinoic acid
during early phases of pregnancy led to a high
incidence of major malformations in infants born.hh
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2.  Properties and Functions of Carotenes

The most characteristic property of carotenoids is
the striking color, most often yellow to red, which is
used by birds as a sexual attractant and by plants to
attract pollinators.137,138  The associated light absorp-
tion fits these compounds for a role in photosynthetic
light-harvesting,139 in photoprotection, and in photore-
ception,140 matters that are dealt with in Chapter 23.
One aspect of photoprotection, which involves the
xanthophyll cycle, is also indicated in Eq. 22-10.  The
cycle allows green plants to adjust to varying light
intensity by altering the amount of zeaxanthin avail-
able for quenching excessive amounts of photoexcited
chlorophyll (Chapter 23).  Zeaxanthin undergoes
epoxidation by O2 to form antheroxanthin and violax-
anthin as shown in Eq. 22-10.  The process requires
NADPH and reduced ferredoxin.131  When light inten-
sity is high the process is reversed by an ascorbate-
dependent violaxanthin de-epoxidase.99,128,141

Violaxanthin also functions as a precursor to the
plant hormone abscisic acid.  Compare the structure of
the latter (Fig. 22-4) with those of carotenoids.  Oxida-
tive cleavage of violaxanthin or related epoxy-caro-
tenoids initiates the pathway of synthesis of this
hormone.142,143

The system of conjugated double bonds responsi-
ble for carotenoid colors also helps to impart specific
shapes to these largely hydrophobic molecules and
ensures that they occupy the appropriate niches in the
macromolecular complexes with which they associate.
Information on stereochemistry is provided in a short
review by Britton.138

β-Carotene, which can serve as an antioxidant at
low oxygen pressures and can quench singlet oxy-
gen,144,145 has been associated with a reduced inci-
dence of lung cancer.137,146  While most animals do not
synthesize carotenoids, they use them to make vitamin
A and related retinoids and also as colorants.  Yellow
and red pigments of bird feathers147 and the colors of
tissues of salmon and of lobsters and other inverte-
brates are derived from dietary carotenoids, which are
often modified further by the new host.  The lobster
accumulates astaxanthin, as a blue protein complex,148

and the flamingo uses the astaxanthin of shrimp to
color its feathers.130

Dietary carotenes and carotenoids are absorbed
and transported in the plasma of humans and animals
by lipoproteins.149  The conversion of carotenes to
vitamin A (Box 22-A) provides the aldehyde retinal
for synthesis of visual pigments (Chapter 23) and
retinoic acid, an important regulator of gene tran-
scription and development (Chapter 32).150– 152c  See
also Section E,5.

D.  Steroid Compounds

The large class of steroids contains a characteristic
four-ring nucleus consisting of three fused six-mem-
bered rings and one five-membered ring.153

Cholestanol (dihydrocholesterol) may be taken as a
representative steroid alcohol or sterol.  Most sterols,
including cholestanol, contain an 8- to 10-carbon side
chain at position 17.  The polyprenyl origin of the side
chain is suggested by the structure.  Steroid com-
pounds usually contain an oxygen atom at C-3.  This
atom is present in an – OH group in the sterols and

frequently in a carbonyl group in other steroids.  Most
steroids contain two axially oriented methyl groups,
the “angular methyl groups,”which are attached to the
ring system and numbered C-18 and C-19.  In the
customary projection formulas they are to be thought
of as extending forward toward the viewer.  In the
same manner, the equatorially oriented 3-OH group of
cholestanol and the side chain at C-17 also project
forward toward the viewer in the projection formula.

The angular methyl groups, the 3-OH groups, and
the side chain of cholestanol are all on the same side of
the steroid ring in the projection formula and are all
said to have a � orientation.  Substituents projecting
from the opposite side of the ring system are � orient-
ed.  While the methyl groups (C-18 and C-19) almost
always have the β orientation, the 3-OH group has the
α orientation in some sterols.  Dashed lines are cus-
tomarily used to connect α-oriented substituents,
and solid lines are used for β-oriented substituents in
structural formulas.  Cholesterol is chiral and its enan-
tiomer does not support life for C. elegans and presum-
ably for other organisms.153a

In cholestanol the ring fusions between rings A
and B, B and C, and C and D are all trans; that is, the
hydrogen atoms or methyl groups attached to the
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bridgehead carbon atoms project on opposite sides of
the ring system.  This permits all three of the six-
membered rings to assume relatively unstrained chair
conformations.  However, the introduction of a double
bond alters the shape of the molecule significantly.
Thus, in cholesterol the double bond between C-5 and
C-6 (∆5) distorts both the A and B rings from the chair
conformation.  In some steroid compounds the junc-
tion between rings A and B is cis.  This greatly alters
the overall shape of the steroid from the relatively flat
one of cholestanol to one that is distinctly bent.  An
example is �-coprostanol, a product of bacterial
action on cholesterol and a compound occurring in
large amounts in the feces.  In some sterols, notably
the estrogenic hormones, ring A is completely aromat-
ic and the methyl group at C-19 is absent.

1.  Biosynthesis of Sterols

Most animal steroids arise from cholesterol, which
in turn is derived from squalene.  This C30 triterpene,
whose biosynthesis is described in Section B, is named
after the dogfish Squalus in whose liver it accumulates
as a result of blockage in oxidation to cholesterol.
Squalene is also a prominent constituent of human
skin lipids.  Its conversion to cholesterol, which takes
place in most animal tissues,117,154 – 156 is initiated by a
microsomal enzyme system that utilized O2 and NAD-
PH to form squalene 2,3-oxide (Fig. 22-6, step a).
The subsequent cyclization reaction, which probably
takes place through a carbocation created by attack of
a proton on the oxygen atom of the epoxide ring (Fig.
22-6, step b), is catalyzed by the large 70- to 80-kDa
oxidosqualene cyclase.157– 159  The enzyme from rat
liver consists of 733 residues and contains a highly
conserved sequence with two consecutive aspartates
that are thought to be at the active site.  The sequence
is somewhat similar to that of prenyltransferases and
sesquiterpene cyclases.157  The cyclization step appears
to require that the enzyme hold the substrate in a rigid
conformation as indicated in Fig. 22-6.  The flow of
electrons effects the closure of all four rings.  The
carbocation created at C-2 of squalene (C-4 of the
sterol ring that is formed) by opening of the epoxide

ring reacts with electrons from the 6,7 double bond to
close ring A leaving a carbocation at C-6.  This in turn
reacts with the 10,11 double bond leaving a carboca-
tion at C-10, etc.  At the end of this cascade a carboca-
tion is left on C-19 of squalene, which is numbered
C-20 in the incipient sterol.  The closures of rings A
and B both follow the Markovnikov rule by generating
relatively stable tertiary carbocations.  Thus, the natu-
ral chemical reactivities of the substrates are followed
in these enzymatic reaction steps.  However, this is not
the case in the closure of ring C to form a 6-membered
ring instead of a 5-membered ring.  This presumably
happens because the enzyme imposes the correct
geometry for a 6-membered ring on the squalene and
the correct stereochemistry on the ring closure.160

The rearrangement of this initially created C-20
carbocation to lanosterol (Fig. 22-6, step c) is also a
remarkable reaction that requires the shift of a hydride
ion and of two methyl groups, as indicated by the
arrows in the figure.  In addition, a hydrogen at C-9
(sterol numbering) is lost as a proton.  Lanosterol is
named for its occurrence in lanolin, the waxy fat in
wool.  Although the principal component of lanolin is
cholesterol, lanosterol is its precursor both in sheep
and in all other animals.  Cholesterol is in turn the
precursor to other animal sterols.  The cholesterol
biosynthetic pathway also provides cells with a variety
of important signaling molecules.160a

In green plants, which contain little or no choles-
terol, cycloartenol is the key intermediate in sterol
biosynthesis.161–162a  As indicated in Fig. 22-6, step c’,
cycloartenol can be formed if the proton at C-9 is
shifted (as a hydride ion) to displace the methyl group
from C-8.  A proton is lost from the adjacent methyl
group to close the cyclopropane ring.  There are still
other ways in which squalene is cyclized,162,163,163a

including some that incorporate nitrogen atoms and
form alkaloids.163b  One pathway leads to the hop-
anoids.  These triterpene derivatives function in bacte-
rial membranes, probably much as cholesterol does in
our membranes.  The three-dimensional structure of
a bacterial hopene synthase is known.164,164a  Like
glucoamylase (Fig. 2-29) and farnesyl transferase, the
enzyme has an (α,α)6-barrel structure in one domain
and a somewhat similar barrel in a second domain.
The active site lies in a large interior cavity.   The
properties of the hopene synthase are similar to those
of oxidosqualene synthase, and it appears to function
by a similar mechanism, which resembles that of Fig.
22-6 but does not depend upon O2.  Hopene lacks
polar groups, but these are provided in the hopanoids
by a polyol side chain.  One of these compounds,
bacteriohopanetetrol, may be one of the most
abundant compounds on earth.160,165,166  Hopanoids
appear to originate from mevalonate synthesized via
the 1-deoxyxylulose pathway (Fig. 22-2).  The polyol
side chain is probably formed from ribose.166
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Formation of cholesterol.  The conver-
sion of lanosterol to cholesterol requires at
least 19 steps,167,168 which are catalyzed by
enzymes bound to membranes of the ER.  The
removal of the three methyl groups of lanos-
terol, the migration of the double bond within
the B ring, and the saturation of the double
bond in the side chain may occur in more than
one sequence, two of which are indicated in
Fig. 22-7.  The predominant pathway in many
organisms including humans is the oxidative
demethylation at the C / D ring junction
(C-14) by a cytochrome P450 called lanosterol
14�-demethylase.  This single enzyme
catalyzes three consecutive O2 and NADPH-
dependent reactions that convert the methyl
group to hydroxymethyl, formyl, and then
free formate (right side of Fig. 22-8).169–172b

Steps a and b are typical cytochrome P450
oxygenation reactions.  In step b a geminal
diol is formed and is dehydrated to the
formyl derivative.  The third step is atypical.
Shyadehi et al. proposed the sequence depict-
ed in steps c-f in which an Fe(III) peroxo inter-
mediate reacts as shown.172  This mechanism
is supported by the fact that both 18O present
in the formyl group and 18O from 18O2 appear
in the liberated formate.

The corresponding reactions of the meth-
yl groups at C-4 on the A ring167,168,173 are
depicted on the left side of Fig. 22-8.  The 4α
methyl group is first hydroxylated by a mi-
crosomal (ER) system similar to cytochrome
P450 but able to accept electrons from NADH
and cytochrome b5 rather than NADPH.173

The two-step oxidation of the resulting alcohol

Hopene

OH

OH

OH

OH

Bacteriohopanetetrol
(projection formula)

Figure 22-6  The cyclization of all-trans squalene to lanosterol and
cycloartenol.

HO

Cycloartenol

20

17

13

18

15
1614

HO

8

11

H

H
H

H

7

10

5

4

1

3

H

Lanosterol, numbered as for cholesterol

7

A B C

D

+

H

(sterol numbering)

2

O

20

8

9

14

19

18
10

116

9

HO

H2C

(3S) 2,3-Oxidosqualene, numbered as for squalene

+E-AH

Squalene

a

b

c

c’

C
H

H2C

D.  Steroid Compounds

to a carboxylic acid is catalyzed by the same enzyme.
A second enzyme catalyzes the dehydrogenation of
the 3-OH group to a ketone allowing for efficient
β-decarboxylation (Fig. 22-8, steps j and k).173a  Inver-
sion of configuration at C-4, assisted by the 3-carbonyl
group (step l), places the second 4-methyl group in the
α orientation.  After reduction of the 3-carbonyl by a
third enzyme the sequence is repeated on this second
methyl group.

In addition to the enzymes that are embedded in
the membranes of the ER, conversion of lanosterol to
cholesterol depends upon soluble cytoplasmic carrier
proteins.174  See also Box 21-A.  Other sterols formed in
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the animal body are 7-dehydrocholesterol, promi-
nent in skin and a precursor of vitamin D.  Both β-
cholestanol and its isomer β-coprostanol are formed by
bacteria in the intestinal tract, and small amounts of
cholesterol are converted to cholestanol within tissues.
Ergosterol, the most common sterol in fungi, contains
the ∆5,7 ring system of 7-dehydrocholesterol as well as
an extra double bond in the side chain.  It arises from
zymosterol (Fig. 22-7).173,174a

 As indicated previously, plant sterols are thought
to be formed in most cases through cycloartenol which
is often converted to 24-methylenecycloartenol, a
substance present in grapefruit peel and in many other
plants.  The methylene carbon is donated by S-adenos-
ylmethionine (AdoMet) as shown in Eq. 22-13, which
implies a transient intermediate carbocation.  Satura-
tion of the side chain and oxidative demethylation
similar to that shown in Fig. 22-8175 and introduction
of a double bond176 leads to campesterol (Fig. 22-9).
It has the ∆5-unsaturated ring of cholesterol but, like
many other plant sterols, the side chain has one addi-
tional methyl group, which is also donated from S-
adenosylmethionine.161,177,178  Several more steps are

required to convert campesterol into the plant steroid
hormone brassinolide.179–180  Among higher plants,
sitosterol and stigmasterol are the most common
sterols.  Each contains an extra ethyl group in the side
chain.  Sitosterol is formed by the methylation (by
AdoMet) of ergosterol.  For the guinea pig stigmaster-
ol is a vitamin, the”antistiffness factor” necessary to
prevent stiffening of the joints.  Some other plant
steroids arise without addition of the extra carbons at
C-23 or C-24 but usually via a different cyclization of
squalene.  Of these, the cucurbitacins (Fig. 22-9) are
among the bitterest substances known.181

CH3

CH3

H3C
S +

AdoMet

CH3

CH3

CH2

20 24

24-MethylenecycloartenolSide chain of cycloartenol

(22-13)

Figure 22-7  Conversion of lanosterol to cholesterol.  Two of many possible sequences are shown.
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2. Metabolism of Cholesterol in the Human
Body

Cholesterol is both absorbed from the intestinal
tract and synthesized from acetate via squalene, prin-
cipally in the liver.  The quantities produced are sub-
stantial.  Daily biosynthesis is ~600 mg, and dietary
uptake may supply another 300 mg.182   Not only is
there a large amount of cholesterol in the brain and

other nervous tissues but also about 1.7 g of cholester-
ol per liter is present in blood plasma, about two-
thirds of it being esterified principally to unsaturated
fatty acids.  The cholesterol content of plasma varies
greatly with diet, age, and sex.  By age 55 it averages
2.5 g / liter and may be considerably higher.  Women
up to the age of menopause have distinctly lower
blood cholesterol than do men.  Cholesterol regulates
its own abundance by a variety of feedback mecha-
nisms.183,184  These include inhibition of the synthesis
by means of reduced activities (step a of Fig. 22-1) of
HMG-CoA reductase, farnesyl diphosphate synthase
(step g of Fig. 22-1), and squalene synthase.  All of
these reactions are essential steps in cholesterol syn-
thesis.16,185  On the other hand, cholesterol induces an
increase in acyl-CoA:cholesterol acyltransferase.

 Dietary cholesterol, together with triacylglycerols,
is absorbed from the intestinal tract and enters the
large lipoprotein chylomicrons (see Fig. 21-1).  Absorp-
tion of cholesterol is incomplete, usually amounting to
less than 40% of that in the diet.  Absorption requires
bile salts and is influenced by other factors.186  As it is
needed cholesterol is taken from the plasma lipopro-
teins into cells by endocytosis.  Much of the newly
absorbed cholesterol is taken up by the liver.  The liver
also secretes cholesterol, in the form of esters with
fatty acids, into the bloodstream.

Cholesterol is synthesized in the ER and other
internal membranes by most cells of the body.187,188

Newly formed cholesterol is sorted from the ER into
the various membranes of the cell, the greatest abun-
dance being in plasma membranes where cholesterol
plays an essential role in decreasing fluidity.  Choles-
terol also aggregates with sphingolipids to form rigid
lipid “rafts” floating in the plasma membrane.  These
rafts are thought to have important functions in signal-
ing, in distribution of lipid materials,188a and in influ-
encing protein translocation.188b  Caveolae in cell
surfaces may also arise from cholesterol-rich rafts.188c

However, cholesterol must also be able to move out of
the internal membranes back into the interior ER of the
cell to provide for homeostasis and to allow formation
of cholesteryl esters for transport, bile acids for excre-
tion by liver, and the steroid hormones.183,184,189  Move-
ment between organelles occurs with the aid of sterol
carrier proteins.190–190c

 Liver and some intestinal cells export cholesterol
into the bloodstream, together with triacylglycerols
and phospholipids in the form of VLDL particles, for
uptake by other tissues (see Fig. 21-1).  Cholesteryl
esters are formed in the ER by lecithin:cholesterol
acyltransferase (LCAT), an enzyme that transfers the
central acyl group from phosphatidylcholine to the
hydroxyl group of cholesterol.191,191a  This enzyme is
also secreted by the liver and acts on free cholesterol in
lipoproteins.192 Tissue acyltransferases also form
cholesteryl esters from fatty acyl-CoAs.192a

D.  Steroid Compounds

Figure 22-8  Steps in the demethylation of lanosterol.  The
most frequent sequence, labeled [1], begins with demethyla-
tion at C-14 by the action of a cytochrome P450 and is fol-
lowed [2] by the successive demethylation of the α-CH3 and
β-CH3 at C-4 by an NADH-dependent oxygenase.
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In the brain a complex of cholesterol with apolipo-
protein E (Table 21-2) promotes the formation of new
synapses (Chapter 30).  Synthesis of cholesterol for this
purpose appears to occur within glial cells.192b,c

Serum cholesterol. Most cholesterol is carried
in the blood by low density lipoprotein (LDL, Tables
21-1, 21-2), which delivers the cholesteryl esters direct-
ly to cells that need cholesterol.  Both a 74-kDa choles-
teryl ester transfer protein193–195a and a phospholipid
transfer protein196,196a are also involved in this process.
Cholesterol esterases, which release free cholesterol,
may act both on lipoproteins and on pancreatic secre-
tions.197–199

The LDL–cholesterol complex binds to LDL recep-
tors on the cell surfaces.167,168,200– 202  These receptors
are specific for apolipoprotein B-100 present in the
LDL.  The occupied LDL–receptor complexes are taken
up by endocytosis through coated pits; the apolipopro-
teins are degraded in lysosomes, while the cholesteryl

esters are released and cleaved by a specific lysosom-
al acid lipase203,204 to form free cholesterol.

While the primary role of LDL appears to be the
transport of esterified cholesterol to tissues, the high
density lipoproteins (HDL) carry excess cholesterol
away from most tissues to the liver.205– 207  The apoA-I
present in the HDL particle not only binds lipid but
activates LCAT, which catalyzes formation of choles-
teryl esters which migrate into the interior of the HDL
and are carried to the liver.

Unlike other lipoproteins, HDL particles are as-
sembled outside of cells from lipids and proteins,
some of which may be donated from chylomicrons
(see Fig. 21-1) or other lipoprotein particles.  HDL has
a higher protein content than other lipoproteins and is
more heterogeneous.  The major HDL protein is apoli-
poprotein A-I, but many HDL particles also contain A-
II,205,208– 210 and apolipoproteins A-IV, D, and E may
also be present.  A low plasma level of HDL cholester-
ol is associated with a high risk of atherosclerosis.205,207

Figure 22-9  Structures and routes of biosynthesis for a few plant steroids. 
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BOX 22-B  ATHEROSCLEROSIS

Our most common lethal disease is atheroscle-
rosis, which causes constriction and blockage of
arteries of the heart, brain, and other organs.  In the
United States, Europe, and Japan half of all deaths
can be attributed to this ailment.a,b  There seems to
be a variety of causes. However, there is agreement
that the disease begins with injury to the endothelial
cells that form the inner lining of the arteries.a,c,d

This is followed by the aggregation of blood plate-
lets at the sites of injury and infiltration of smooth
muscle cells, which may be attracted by 12-hydrox-
yeicosotetraenoic acid and other chemoattractants
formed by activated platelets.c  “Foam cells” laden
with cholesterol and other lipids appear, and the
lesions enlarge to become the characteristic plaques
(atheromas).

The best understood cause of atherosclerosis is
the genetic defect familial hypercholesterolemia,
an autosomal dominant trait carried by one person
in 500 all over the world.e  Males with the defective
gene tend to develop atherosclerosis when they are
35– 50 years of age.  The approximately one in a
million persons homozygous for the trait develop
coronary heart disease in their teens or earlier.
Cultured fibroblasts from these patients have 40- to
60-fold higher levels of HMG-CoA reductase (Eq.
15-9) than are present normally, and the rate of
cholesterol synthesis is increased greatly.  The LDL
level is very high and, as shown by Brown and
Goldstein,f– i the LDL receptor gene is defective.
Genetic defects associated with a low HDL level are
also associated with atherosclerosisb,j– l as is a genet-
ic variant of the metalloproteinase stromelysin.m

Other factors favoring development of athero-
sclerosis include hypertension and smoking.  Chick-
ens infected with a herpes virus (Marek disease
virus) develop the disease after infection, and it is
possible that artery damage in humans can also be
caused by virusesn or bacterial infections.o  In recent
years it has been established that oxidative modifi-
cation of the phospholipids in LDL induces the
uptake of LDL by scavenger receptors of macroph-
ages.  This appears to trigger the development of
foam cells and atherosclerotic plaques.c,p,q  The
initial damage is thought to be caused by lipid
peroxides in the diet or generated by lipoxygenases
in platelets and other cells.c,p,r  Unsaturated fatty
acids in lipoproteins can undergo oxidation (Chap-
ter 21), especially in the presence of Cu2+ ions,s,t to
yield malondialdehyde, 4-hydroxynonenal (Eq. 21-
15), and other reactive compounds, which may
damage the lipoproteins and cause them to have too
high an affinity for their receptors in the smooth
muscle cells of artery walls.p,u  The 17β-hydroper-

oxy derivative of cholesterol has also been found in
atherosclerotic lesions and may account for some of
the toxicity of oxidized LDL.r  Ascorbic acid may
help to prevent formation of these oxidation
products.p,q,v  Chlorinated sterols may also be pro-
duced by the myeloperoxidase of the phagocytic
macrophages that are abundant in atherosclerotic
plaque.w  Trans fatty acids, which are abundant in
some margarines, and other hydrogenated fats raise
both cholesterol and LDL levels.x  Another cause of
artery disease may be the presence of excessive
homocysteine,y,z which can accumulate as a result of
marginal deficiencies of folate, vitamin B6, or vita-
min B12.

What can be done to prevent atherosclerosis?
For persons with a high LDL level there is little
doubt that a decreased dietary intake of cholesterol
and a decrease in caloric intake are helpful.  While
such dietary restriction may be beneficial to the
entire population, controlled studies of the effect of
dietary modification on atherosclerosis have been
disappointing and confusing.aa  A diet that is un-
healthy for some may be healthy for others.  For
example, an 88-year old man who ate 25 eggs a day
for many years had a normal plasma cholesterol
level of 150 – 200 mg / deciliter (3.9 – 5.2 mM)!bb

Comparisons of diets rich in unsaturated fatty acids,
palmitic acid, or stearic acid have also been
confusing.cc,cd,dd  Can it be true that palmitic acid
from tropical oils and other plant sources promotes
atherogenesis, but that both unsaturated fatty acids
and stearic acid from animal fats are less danger-
ous?

One of the best therapeutic approaches may be
to prevent absorption of cholesterol from the intes-
tines by inclusion of a higher fiber content in the
diet.ee   Supplementation with a cholesterol-binding
resin may provide additional protection.  Plant
sterols also interfere with cholesterol absorption.
Incorporation of esters of sitostanol into margarine
provides an easy method of administration.ff  Sup-
plemental vitamin E may also be of value.q   Anoth-
er effective approach is to decrease the rate of
cholesterol synthesis by administration of drugs
that inhibit the synthesis of cholesterol.  Inhibitors
of HMG-CoA reductase,gg,hh (e.g., vaLostatin) iso-
pentenyl-PP isomerase, squalene synthase (e.g.,

C
H
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O
4-Hydroxy-2-nonenal
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BOX 22-B  ATHEROSCLEROSIS (continued)

squalestatin S1),ii and other enzymes in the  biosyn-
thetic pathway are targets for drug treatment.

Questions of possible long-term toxicity remain.
Since 1976 there has been a greater than 25% de-
crease in the incidence of ischemic heart disease in
the United States.jj  Increased exercise, a decreased
severity of influenza epidemics, and fluoridation of
waterkk have been suggested as explanations.
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The LDL and related receptors.  The LDL recep-
tor gene extends over 50 kb of DNA and appears to be
a mosaic of exons shared by several other genes that
seem to have nothing to do with cholesterol metabo-
lism.201,211  The 839-residue receptor protein consists of
five structural domains.  The N-terminal domain that
binds the LDL consists of seven repeated ~ 40-residue

cysteine-rich modules.212,213  This is followed by a
large domain that is homologous to a precursor of the
epidermal growth factor, a 48-residue domain contain-
ing many O-glycosylated serine and threonine resi-
dues, a 27-residue hydrophobic region that spans the
membrane, and a 50-residue C-terminal cytoplasmic
domain.200,214– 216  Synthesis of LDL receptors is regu-
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lated by a feedback mechanism, the cholesterol re-
leased within cells inhibiting the synthesis of new
receptors.

As mentioned in Chapter 21, there are several
related receptors with similar structures.  Two of them
have a specificity for apolipoprotein E and can accept
remnants of VLDL particles and chylomicrons.216– 220

The LDL receptor-related protein is a longer-chain
receptor.216,221  LDL particles, especially when present
in excess or when they contain oxidized lipoproteins,
may be taken up by endocytosis into macrophages
with the aid of the quite different scavenger recep-
tors.221– 225   The uptake of oxidized lipoproteins by
these receptors may be a major factor in promoting
development of atherosclerosis (Box 22-B).  On the
other hand, scavenger receptor SR-B1, which is also
present in liver cells, was recently identified as the
receptor for HDL and essential to the “reverse choles-
terol transport” that removes excess cholesterol for
excretion in the bile.213,213a

Abnormalities of cholesterol metabolism.  A
variety of genetic problems have been identified,
many of them being associated with atherosclerosis
(Box 22-B).218,226– 230  In the commonest form of famil-
ial hypercholesterolemia a mutation in the LDL
receptor protein prevents normal synthesis, binding,
clustering into coated pits, or uptake of LDL and its
cholesteryl esters.  Over 600 mutations have been
identified.229,229a  Some of these are present in a Ca2+-
binding region of the 5th cysteine-rich module.230

Other disorders that raise the plasma LDL level in-
clude a defective apoB-100 protein (see p. 1182)230a and
deficiency of a protein that seems to be involved in
incorportation of LDL receptors into clathrin-coated
pits during endocytosis or in receptor recycling.229a  In
a cholesteryl ester storage disease the lysosomal
lipase is lacking.  Absence of lecithin:cholesterol acyl-
transferase from plasma causes corneal opacity and
often kidney failure.231

In the very rare and fatal Niemann–Pick C1
disease lysosomes in cells of the central nervous sys-
tem and the viscera accumulate LDL-derived choles-
terol.  Study of the DNA of patients led to discovery of
a 1278-residue integral membrane protein, which may
be required for the Golgi-mediated transport of unest-
erified cholesterol from lysosomes to the ER.189,232– 234c

Some people with elevated lipoprotein levels have
VLDL that migrates on electrophoresis in the β band
rather than the pre-β band (see Box 2-A).  The presence
of the β-VLDL is associated with a high incidence of
artery disease,218 which is most likely to develop in
persons homozygous for a genetic variant of apolipo-
protein E.  The problem may arise because apo-E is
required for receptor-mediated uptake of VLDL,
which interacts both with tissue LDL receptors and
with hepatic apo-E receptors.  Genes for many of the

apolipoproteins are polymorphic, and numerous
alleles are present in a normal population.218,235  In the
rare Tangier disease apolipoprotein A-I is catabolized
too rapidly, and the HDL level is depressed, resulting
in accumulation of cholesterol esters in macrophages,
Schwann cells, and smooth muscles.  Orange-yellow
enlarged tonsils are characteristic of the disease.236  An
ABC type transporter that allows cholesterol to leave
cells is defective.236a,b,c  The faulty component is
known as the cholesterol-efflux regulatory protein.
Another ABC transporter, apparently encoded by a
pair of genes, which are expressed predominantly in
liver and intestinal cells, prevents excessive accumula-
tion of plant sterols such as sitosterol (Fig. 22-9).236d,e

Bile acids. Among the metabolites of cholesterol
the bile acids (Fig. 22-10)182,237,238 are quantitatively the
most important (100 – 400 mg / day).  These powerful
emulsifying agents are formed in the liver and flow
into the bile duct and the small intestine.  A large
fraction is later reabsorbed in the duodenum and is
returned to the liver for reuse.238a  Formation of the
bile acids involves the removal of the double bond of
cholesterol, inversion at C-3 to give a 3α-hydroxyl
group, followed by hydroxylation and oxidation of the
side chain.238b–f  The principal human bile acids are
cholic acid and chenodeoxycholic acid (Fig. 22-10).
The free bile acids are then converted to CoA deriva-
tives and conjugated with glycine and taurine to form
bile salts, such as glycocholic and taurocholic
acids.238d  Several rare lipid-storage diseases are asso-
ciated with defective bile acid formation.239– 241  In one
of these, cerebrotendinous xanthomatosis,
cholestanol is deposited both in tendons throughout
the body and in the brain. Oxidation of the cholesterol
side chain is incomplete with excretion, as glucu-
ronides, of large amounts of bile alcohols (precursors
to the bile acids).  The synthesis of bile acids is regulat-
ed by feedback inhibition by the bile acids, but in this
disease the inhibition is absent and the rates of both
cholesterol biosynthesis and oxidation are increased.
The problem is not one of storage of cholesterol but of
the cholestanol that arises as a minor product of the
pathway.  A proper ratio of bile salt, phosphatidylcho-
line, and cholesterol in the bile is important to preven-
tion of cholesterol gallstones.207

A variety of other oxidative modifications of cho-
lesterol take place in tissues to give small amounts of
diols.242  Hydroperoxides of cholesterol may also be
formed.243  Some of the products are probably toxic,
but others may be essential.  One of these is 26-hy-
droxycholesterol, a minor component of plasma but a
major neonatal excretion product.244

The body contains sulfate esters of cholesterol and
other sterols,245 sometimes in quite high concentra-
tions relative to those of unesterified steroids.  These
esters are presumably soluble transport forms.  They

D.  Steroid Compounds
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1252 Chapter 22.  Polyprenyl (Isoprenoid) Compounds

are hydrolyzed by a steroid sulfatase present within
cells and whose absence causes X-linked ichthyosis,
one of the commoner forms of scaly skin.  The defect
may also lead to corneal opacity but appears not to
cause any other problems.246  Glucuronides of sterols
are another group of water-soluble metabolites.247  We
tend to think of cholesterol as an inert structural com-
ponent of cell membranes.  However, it has been
found in ester linkage to a signaling protein of the
“hedgehog” family, important in embryo develop-
ment.248

 E.  The Steroid Hormones

In the animal body three important groups of
hormones are formed by the metabolism of cholester-
ol:  the progestins, the sex hormones, and the adre-
nal cortical hormones.249  Their synthesis occurs
principally in mitochondria of the adrenal cortex and
the gonads.  Steroid hormone synthesis is regulated by
hormones, such as corticotropin (ACTH), from the
anterior pituitary250 (see Chapter 30) and is also de-
pendent upon the recently discovered steroidogenic
acute regulatory protein, which in some way pro-
motes the movement of stored cholesterol into mito-
chondrial membranes.251,252  Some major pathways of
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biosynthesis are outlined in Fig. 22-11.  The side chain
is shortened to two carbon atoms through hydroxyla-
tion and oxidative cleavage to give the key intermedi-
ate pregnenolone.  The reaction is initiated by the
mitochondrial cytochrome P450ssc, which receives
electrons from NADPH and adrenodoxin (Chapter
16).253  Hydroxylation occurs sequentially on C-22 and
C-20 (Eq. 22-14).  The chain cleavage is catalyzed by
the same enzyme, an overall 6-electron oxidation
occurring in three O2-dependent steps.  Dehydrogena-
tion of the 3-OH group of pregnenolone to C = O is
followed by a shift in the double bond, the oxosteroid
isomerase reaction (Eq. 13-30, step b).  In bacteria these
two steps are catalyzed by different proteins, but a
single human 3β-hydroxysteroid / ∆5-∆4 isomerase
catalyzes both reactions.254,255  The product is the α,β-
unsaturated ketone progesterone.

Most steroid hormones exist in part as sulfate
esters and may also become esterified with fatty ac-
ids.256  The fatty acid esters may have relatively long
lives within tissues.256  A special sex hormone-binding
globulin transports sex hormones in the blood and
regulates their access to target cells.256a,b

1.  Progestins

Progesterone is the principal hormone of the
corpus luteum, the endocrine gland that develops in
the ovarian follicle after release of an ovum.  Progest-
erone is also formed in the adrenals, testes, and pla-
centa.  It is metabolized rapidly, largely by reduction
to alcohols, which may then be conjugated and excret-
ed as glucuronides (see Eq. 20-16).247  Reduction of the
double bond within the A ring of progesterone leads to
complete loss of activity, an indication that the α,β-
unsaturated ketone group may play an essential role
in the action of the hormone.  Progesterone has a
special role in the maintenance of pregnancy, and
together with the estrogenic hormones it regulates the

menstrual cycle.  It is also essential for reproduction in
lower animals such as birds and amphibians.257,258

The synthetic progesterone agonist norethin-
drone is widely used as one component of contracep-
tive pills.  Having an opposite effect is mifepristone
(also known as RU 486), a powerful antagonist of both
progesterone and glucocorticoids.  It is capable of
inducing abortion and has other medical uses.258– 260  It
is an effective emergency contraceptive agent that
prevents implantation of an embryo.261,262

2.  Adrenal Cortical Steroids

Within the adrenal cortex (the outer portion of the
adrenal glands) progesterone is converted into two
groups of hormones of which cortisol and aldoster-
one are representative.263  Two different cytochrome
P450 hydroxylases, found in the ER and specific for
C-21 and C-17α, respectively, together with a mito-
chondrial cytochrome P450 specific for C-11β (Eq. 18-
55) participate in formation of cortisol.264  Two of the
same enzymes together with additional hydroxylases
are required to form aldosterone.

Absence of the C-21 hydroxylase is one of the
commonest of hereditary metabolic defects and is one
of several enzymatic deficiencies that lead to congeni-
tal adrenal hyperplasia.265– 269  Cortisol, the synthesis
of which is controlled by ACTH, is secreted by the
adrenals in amounts of 15 – 30 mg daily in an adult.
The hormone, which is essential to life, circulates in
the blood, largely bound to the plasma protein
transcortin.  Cortisol, in turn, exerts feedback inhibi-
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detect an imbalance.  It is synthesized in vascular cells
of the body as well as in the adrenal cortex.271  Aldos-
terone promotes the resorption of sodium ions in the
kidney tubules and thus regulates water and electro-
lyte metabolism.267,268  Glucocorticoids also have weak
mineralocorticoid activity, and most patients with
adrenocortical insufficiency (Addison’s disease) can
be maintained with glucocorticoids alone if their salt
intake is adequate.  Addison’s disease develops when
the adrenals are destroyed, most often by autoimmune
disease or by tuberculosis.

3.  Androgens

The principal androgenic or male sex hormone is
testosterone formed from pregnenolone through
removal of the side chain at C-17.  The first step in the
conversion is 17α-hydroxylation by a cytochrome P450
which may also mediate the further oxidative cleavage
to �4-androstenedione (Fig. 22-11).  Reduction of the
17-carbonyl group forms testosterone.  About 6 – 10 mg
are produced daily in men, and smaller amounts (~ 0.4
mg) are synthesized in women.  Testosterone is carried
in the blood as a complex with a β-globulin and affects
a variety of target tissues including the reproductive
organs.  Another striking effect is stimulation of the
growth of the beard.  Testosterone also causes prema-
ture death of follicles of head hair in genetically sus-
ceptible individuals.  However, a bald man can usually
grow a full beard, and follicles of the beard type, when
transplanted to the head, remain immune to the action
of androgen.  No one knows what regulatory differ-
ences explain this fact.  Baldness might be cured by
use of suitable antagonists of the androgenic hor-
mones, but the beard might fall out and sexual interest
could be lost.

Androgen synthesis in the human male fetus
begins at the age of about 70 days when the testes
enlarge and go through an important period of activity
that begins the conversion of the infant body to a male
type.  Other bursts of testosterone synthesis occur
during infancy, but there is little further synthesis until
the onset of puberty.268,272

Within many target tissues testosterone is convert-
ed by an NADPH-dependent 5α-reductase into 5�-

dihydrotestosterone.  That this
transformation is important is
shown by the fact that absence of
one of the two 5α-reductase isomers
causes a form of pseudohermaph-
roditism in which male children are
often mistaken as female and raised
as girls.  However, at puberty they
become unmistakably male.268,273– 275

Many other metabolites of testoster-
one are known.  These include the

tion on ACTH production, and it is this feedback loop
that fails when the C-21 hydroxylase is missing.  Nor-
mally the circulating cortisol binds to receptors in both
the pituitary and the hypothalamus of the brain to
inhibit release of both ACTH and its hypothalamic
releasing hormone (corticotropin-releasing hormone,
CRF; see also Chapter 30).  Girls are especially serious-
ly affected by adrenal hyperplasia because, as ACTH
production increases, the adrenal glands swell and
produce an excessive amount of androgens.  This
occurs during the prenatal period of androgen release
that initiates sexual differentiation.  Girls with this
deficiency are born with a masculine appearance of
their external genitalia and continue to develop a
masculine appearance.  For reasons that are not clear
the gene for the 21-hydroxylase is located within the
HLA region (Chapter 31) of human chromosome 6.

Cortisol is a glucocorticoid which promotes gluco-
neogenesis and the accumulation of glycogen in the
liver (Chapter 17).  While it induces increased protein
synthesis in the liver, it inhibits protein synthesis in
muscle and many other tissues and leads to break-
down of fats to free fatty acids in adipose tissue.

Cortisol and its close relative cortisone, which
was discovered by Kendall and Reichstein in the late
1940s, are probably best known for their anti-inflam-
matory effect in the body.268,270  The effect depends
upon several factors including inhibition of protein
synthesis by fibroblasts, neutrophils, and antibody-
forming cells.  Migration of neutrophils into the in-
flamed area is also suppressed.  Because of this action
cortisone and synthetic analogs such as prednisolone
and dexamethasone are among the modern “wonder
drugs.”  They are used in controlling acute attacks of
arthritis and of serious inflammations of the eyes and
other organs.  However, prolonged therapy can have
serious side effects including decreased resistance to
infections, wasting of muscle, and resorption of bone.
The last results from a specific inhibition of calcium
absorption from the gastrointestinal tract, glucocorti-
coids being antagonistic to the action of vitamin D
(Box 22-C).

Aldosterone, which is classified as a mineralo-
corticoid, is produced under the control of the renin–
angiotensin hormone system (Box 22-D), which is
stimulated when sodium ion receptors in the kidneys

O

CH3

CH3
C

CH2OH

O

OHHO

O

CH3

CH3
C

CH2OH

O

OHHO

F

Prednisolone

CH3

Dexamethasone

 Ch 22 IND page - E 2/14/03, 11:44 AM1254



1255

isomeric 5β-dihydrotestosterone and 5α-androstane-
3β, 17β-diol which arises by reduction of the carbonyl
group of 5α-dihydrotestosterone.  Testosterone and
dihydroxytestosterone have distinct roles in the body.

For example, testostosterone is required for sperm cell
formation, voice deepening, and growth of pubic hair
while dihydroxytestosterone stimulates development
of the prostate gland and male pattern hair growth.276

Males with deficiency of the 5α-reductase isoen-
zyme do not develop acne, male pattern baldness, or
enlarged prostates.274  The last fact was some of the
impetus for development of the steroid 5α-reductase
inhibitor finasteride, which is widely used to treat
benign prostate enlargement.274,277,278  It is an enzyme-
activated inhibitor in which the NADH reduces the C =
C bond in the A ring, which is not in the same position
as in the substrate.  The resulting anion cannot become
protonated but instead adds to the NAD+ as shown in
Eq. 22-15.

A number of other androgens are present in the
body.  The adrenal glands make dehydroepiandros-
terone (DHEA; Fig. 22–11), which circulates in human
blood as its sulfate ester in higher concentration than
that of any other androgen.279– 283  However, this ste-
roid is absent from most species.  DHEA can be taken
up by tissues and converted to testosterone, estrogens,
or other steroids (Fig. 22–11).280  Recent attention has
been focused on this hormone because it reaches a
peak plasma concentration at age 20–25 years and by
age 70 has fallen to 1/5 this value or less.283  Should
older men supplement their circulating DHEA by oral
ingestion of 25–50 mg per day of DHEA sulfate?  The
hormone depresses blood cholesterol and lowers
blood glucose in diabetic individuals.280,282  It seems to

promote increased energy metabolism.281  It may fight
obesity and atherosclerosis,282 increase levels of estro-
gen and other steroid hormones in the brain,284 and
enhance memory and immune function.285–285c  How-
ever, the hormone may be metabolized differently in
different tissues, and its pathway of biosynthesis in the
brain is uncertain.279,286  Will men synthesize more
testosterone from DHEA or make more estrogens in
their adipose tissues?  Young women should not take
DHEA.  It may increase the testosterone and dihy-
drotestosterone levels in the blood manyfold, and the
women may become hirsute and masculinized.280

However, most DHEA is converted to estrogen which
may be of value to older women.285a

In addition to their role in sexual development
androgens have a generalized “anabolic” effect caus-
ing increased protein synthesis, especially in mus-
cles.287– 289  They promote bone growth, and the
adolescent growth spurt in both males and females is
believed to result from androgens.  The greater height
attained by men results in part from the higher con-
centration of androgen than is present in women.
Many synthetic steroids have been made in an attempt
to find “anabolic hormones” with little or no andro-
genic activity.  The effort has been at least partially
successful, and the use of anabolic hormones by ath-
letes has become both widespread and controversial.
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Figure 22-11  Biosynthesis of some steroid hormones.
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BOX 22-C  VITAMIN D

A lack of vitamin D causes rickets, a disease of
humans and other animals in which the bones are
soft, deformed, and poorly calcified.  Rickets was
recognized by some persons to result from a dietary
deficiency well over a hundred years ago, and the
use of cod liver oil to prevent the disease was intro-
duced in about 1870.  By 1890 an association of
rickets with a lack of sunlight had been made.

However, it was not until 1924, when Steenbock
and Hess showed that irradiation of certain foods
generated protective activity against the disease,
that vitamin D (calciferol) was recognized as a
second lipid-soluble vitamin.  Vitamin D is a family
of compounds formed by the irradiation of ∆5,7-
unsaturated sterols such as ergosterol and 7-
dehydrocholesterol.a– e  The former yields
ergocalciferol (vitamin D2) and the latter cholecal-
ciferol (vitamin D3).

At low temperature the intermediate precalcif-
erol can be isolated.  Irradiation sets up a photo-
chemical steady-state equilibrium between the
∆5,7-sterol and the precalciferol.  At higher tempera-
tures the latter is converted to calciferol.f  Other
products, including toxic ones, are produced in
slower photochemical side reactions.  Therefore, the
irradiation of ergosterol for food fortification must
be done with care.

With normal exposure to sunlight enough 7-
dehydrocholesterol is converted to cholecalciferol in
the skin that it was concluded that no dietary vita-
min D is required by most adults except during
pregnancy.  However, recently it has been recog-
nized that old and sick adults probably need 400 –
600 I.U. per day to maintain calcium absorption and
to prevent osteoporesis and fractures.g,gh  It is usual-

ly recommended that children receive ~ 20 µg (400
I.U.) of ergocalciferol per day in their diet.  Larger
amounts are undesirable, and at a tenfold higher
level vitamin D is seriously toxic.h

The principal function of vitamin D is in the
control of calcium metabolism.  This is accom-
plished through the mediation of polar, hydroxylat-
ed metabolites, the most important of which is

1�,25-dihydroxyvitamin D3 (1,25-dihydroxy-
cholecalciferol or calcitriol).a,i,j  This compound may
be properly described as a steroid hormone and
vitamin D itself as a hormone precursor formed in
the skin.  The major hydroxylation reactions of

vitamin D are summarized in the accompanying
scheme.  The first hydroxylation to 25-hydroxyvita-
min D3 occurs largely in the liver,jk but the subse-
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BOX 22-C  VITAMIN D (continued)

quent cytochrome P450 catalyzed 1α-hydroxylation
takes place almost entirely in the kidneys.k,l  Since it
is 1,25-dihydroxy derivative that is essential for
control of calcium ion metabolism, human patients

with damaged kidneys often suffer severe deminer-
alization of their bones (renal osteodystrophy).
Administration of synthetic 1α,25-dihydroxyvita-
min D3 provides an effective treatment for these
persons and also for children with an inherited
defect in production of this hormone.a,m  However,
large doses, tested as an antileukemia drug, caused
a severe hypercalcinemia limiting its use.n

A second major vitamin D metabolite is 24R,25-
dihydroxyvitamin D3, a compound that circulates in
the blood at a concentration 10 times higher than
that of the 1,25-isomer.a,b   However, no biological
function has been discovered, and like a series of
other polar metabolites (>30) it is probably on a
pathway of inactivation and degradation of vitamin
D.  1α,25-Dihydroxyvitamin D is also hydroxylated

at C-24.o  Additional hydroxylations occur at the 23-
and 26-positions.p,q  The 24-OH is often converted to
an oxo group.  Oxidation at C-26 together with
cyclization yields 26,23 lactol and lactone species.
The 25-hydroxy-26,23-lactone suppresses serum
(Ca2+) by competing with 1,25-dihydroxyvitamin
D3.r  Oxidative cleavage of the side chains also
occursa,s as in the metabolism of cholesterol.

The hormonally active 1α,25-dihydroxyvitamin
D is distributed through the bloodstream to all parts
of the body.  It is taken up rapidly by nuclei of cells
of the intestinal lining where it binds to a 55-kDa
receptor protein.  In response, the cells synthesize

calbindins (Chapter 6), Ca2+-binding
proteins which facilitate the uptake of
calcium ions by the body.t– v (see also
Fig. 6-7).

Other target organs for the action
of 1,25-dihydroxyvitamin D include
the kidneys, bone, muscle,vwand skin.
The hormone promotes reabsorption
of both Ca2+ and inorganic phosphate
by kidney tubules.  In bone it binds to
a specific receptor where it promotes
the mobilization of calcium ions.  This
effect may result in part from stimula-
tion of calcium-activated ATPase of
the outer membrane of bone cells.
Dissolution of bone also requires the
presence of parathyroid hormone
(PTH), the 83-residue hormone secret-
ed by the parathyroid gland.  In wom-
en past the age of menopause and in
elderly men the production of 1,25-
dihydroxyvitamin D decreases.w  This
may be a cause of the serious bone
loss (osteoporosis) frequently ob-
served.  Treatment with 1,25-dihy-

droxyvitamin D3 or a synthetic analog seems to be
helpful to such individuals.x,xy  See also Chapter 30,
Section A,5.

There is another important member of the Ca2+

homeostatic system.  While vitamin D and PTH act
together to increase the calcium level of the blood,
calcitonin, a hormone of the thyroid gland, lowers
the level of Ca2+ by promoting deposition of calcium
in bone by the osteoblasts.  The overall effect is to
hold the concentration of Ca2+ in the blood at 2.2 –
2.6 mM in most animals with bones serving as a
mobile reserve.  Another role for vitamin D is sug-
gested by the observation that 1,25-dihydroxyvita-
min D3 inhibits the growth promoting effect of
interleukin-2 on mitogen-activated lymphocytes
(Chapter 31).
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Kidney filtrate

Ca2+, Pi Parathyroid
gland

synthesis

Parathyroid
hormone

(PTH) –

Blood

–

Dietary sources

+

Ca2+, Pi

+

+
Intestinal

mucosal
cells

Ca2+, Pi (outside)

+

+

1α,25-
Vit D3

+

Mitochondrion

7-Dehydrocholesterol
Skin

 Ch 22 IND page - E 2/14/03, 11:44 AM1258



1259

BOX 22-C  (continued)

Like other steroid hormones 1,25-dihydroxyvi-
tamin D3 acts to regulate gene transcription.  It
binds to a specific receptor, a member of the v-erb-A
superfamily of ligand-activated transcription factors
and a relative of the steroid receptor family.a,j,y  Like
other hormone receptors this vitamin D3 receptor
(VDR) has some rapid “nongenomic” actions such
as causing an increase in intracellular [Ca2+] as well
as slower effects on transcription.y– bb  Like the
steroid receptors it is found in both cytoplasm and
nucleus.y  When occupied by 1,25-dihydroxyvita-
min D, the receptor binds tightly to specific dihy-
droxyvitamin D3 response elements in the DNA.
These are found in promoter sequences for genes
such as that of bone protein osteocalcin.cc  In some
promoters the response element binds heterodimers
of VDR with another receptor, e.g.,  the retinoid X
receptor (Table 22-1).cc,dd  One effect of this response
element is to activate the gene for the 24-hydroxy-
lase involved in degradation of 1,25-dihydroxyvita-
min D.dd  Heterodimers of VDR with the thyroid
hormone receptor activate the transcription of genes
for calbindins D28K and D9K.u  VDR also binds to
repressor sequences, e.g., in the parathyroid gland.ee

See also Chapter 28 and Table 22-1.
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Several sex-dependent differences have been
observed in the action of cytochrome P450 isoenzymes
on steroid hormones.290,290a  Thus, androstenedione is
hydroxylated by rat liver enzymes specific for the 6β,
7α, 16α, and 16β positions.291  Of these the 16 hydrox-
ylase is synthesized only in males, and synthesis of
the 6 hydroxylase is also largely suppressed in fe-
males.
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A female-specific 15β hydroxylase acts on steroid
sulfates such as corticosterone sulfate and forms the
major urinary excretion product of that hormone in
female rats.292  These sex-specific differences in en-
zymes are thought to be related to secretions of growth
hormone that are in turn controlled by the “program-
ming” of the hypothalamus by androgen during the
neonatal period in rats272 or during human fetal devel-
opment.

4.  Estrogens

The principal estrogenic or female hormone is
estradiol-17β.  It is formed by oxidative removal of C-
19 of testosterone followed by aromatization of the A
ring.268,293– 295  All of the estrogenic hormones have this
aromatic ring.  Its formation involves three steps of
hydroxylation followed by elimination of formate (Eq.
22-16).  This aromatase appears to be a unique cyto-
chrome P450, which catalyzes all of the steps of Eq. 22-
16.  It accepts electrons from NADPH via the
flavoprotein NADH-cytochrome P450 reductase,
which serves as the intermediate electron carrier.296  It
probably acts by a mechanism related to that illustrat-
ed for lanosterol 14α-demethylase on the right-hand
side of Fig. 22-8.294  This enzyme is the target for syn-
thetic enzyme-activated inhibitors.293  One of these is
an androstenedione derivative with an acetylenic
group attached to C-19.  Passage through the first two
steps of Eq. 22-16 generates a conjugated ketone to
which a nucleophilic group of the enzyme can add
irreversibly to inactivate the enzyme (Eq. 22-17).
The C-17 acetylenic progesterone antagonist (nore-
thyndrone) is also an enzyme activated inhibitor of the
aromatase.

Estrogens are formed largely in the ovary and
during pregnancy in the placenta.  Estrogens are also
synthesized in the testes, and the estrogen content of
the horse testis is the highest of any endocrine organ.
Target tissues for estrogens include the mammary
glands, the uterus, and many other tissues throughout
the body.  Estrogens act on the growing ends of the
long bones to stop growth and are therefore responsi-
ble, in part, for the shorter stature of females as com-
pared to males.  They are responsible for the overall
higher fat content of the female body and for the
smoother skin of the female.  Recent attention has been
focused on the effects of estrogens on brain neurons.

Estrogens stimulate sprouting of axons and dendrites
in neurons in cell cultures, and there is preliminary
evidence that the hormone improves memory in
healthy women and in those with Alzheimer disease.285

The cooperative action of progesterone and estra-
diol regulate the menstrual cycle.  At the beginning of
the cycle the levels of both estrogen and progesterone
are low.  Estrogen synthesis increases as a result of
release of follicle-stimulating hormone (FSH) from
the anterior pituitary.  This hormone stimulates
growth of the graafian follicles of the ovary which in
turn produce estrogen.  At about the midpoint of the
cycle, as a result of the action of the pituitary luteiniz-
ing hormone (LH), an ovum is released and progest-
erone secretion begins.  The latter is essential to
maintenance of pregnancy.  If a blastocyst is not im-
planted, hormone production decreases and menstrua-
tion occurs.

CH3

H

O

O

CH3

H

H

16α

16β

7α

H6β

∆4-Androstenedione

17

3

O

CH3

CH2OH

C
OHH

OH

19

4-Androstenedione
or testosterone 19

19

H2O

HO

C

NADPH + H+

NADPH + H+

O2

Proposed intermediate

H2O + HCOOH

HO

NADPH + H+

O2

O H

O2

H2O

Estrone or
estradiol-17β

H2O

19

(22-16)

YEnzyme

CH2

C
C

H

C
C

C
H

O

C C

H

H

YEnzyme

C O

19

(22-17)

 Ch 22 IND page - E 2/14/03, 11:44 AM1260



1261

BOX 22-D THE RENIN–ANGIOTENSIN–ALDOSTERONE SYSTEM AND THE REGULATION OF
BLOOD PRESSURE

The mineralocorticoid aldosterone was isolat-
ed and identified in 1953.  Although the function of
adrenal cortical hormones in regulation of electro-
lytes had been known for many years, the special
role of aldosterone had been overlooked.a  Aldoster-
one works in concert with the aspartate protease
renin and the octapeptide angiotensin II to regu-
late blood pressure.  Angiotensin II, which is the
most potent pressor substance known, is formed in
the liver from the 477-residue (in the rat) preangio-
tensinogen as shown in the following cascade:

steps of processing before the active enzyme is
formed.g– j  Active renin is released from the kidney
cells into the bloodstream in response to various
stimuli which include low arterial pressure resulting
from constriction of the renal arteries or loss of
blood.k  Parathyroid hormone, glucagon, other
adrenergic agonists, cAMP, some prostaglandins,
low levels of aldosterone or Na+, or high K+ all
induce secretion of renin.  High blood pressure, α-
adrenergic agonists, some prostaglandins, angio-
tensin, vasopressin, high Na+, or low K+

concentration decrease secretion of renin.  It has
been suggested that these diverse effects may be
modified by a rise or fall in the Ca2+ concentration,
high Ca2+ inhibiting secretion of renin, and low Ca2+

favoring secretion.
The only known physiological substrate for

renin is angiotensinogen,e but it may also act on
related proteins in the brain and other organs.g  The
inactive angiotensin I is converted to angiotensin II
by the metal-containing carboxydipeptidase known
as angiotensin-converting enzyme.l,m  This en-
zyme is a target for drugs such as captopril, which is
used to control high blood pressure (hypertension).i

A zinc-dependent aminopeptidase may cut off the

N-terminal aspartate to form angiotension III,n and
degradation of angiotensions II and III can be initi-
ated by removal of the C-terminal phenylalanine by
a prolylcarboxypeptidase.o

Angiotensin II has a variety of effects.  By con-
stricting blood vessels it raises blood pressure, and
by stimulating thirst centers in the brain it increases
blood volume.  Both angiotensins II and III also act
on the adrenal gland to promote the synthesis and
release of aldosterone.  Most of the effects of angio-
tension II are mediated by 359-residue seven-helix
G-protein linked receptors which activate phospho-
lipase C.p,q,qr  Like other steroid hormones aldoster-
one acts,via mineralocorticoid receptors, to control
transcription of a certain set of proteins.  The end
effect is to increase the transport of Na+ across the
renal tubules and back into the blood.  Thus, aldos-
terone acts to decrease the loss of Na+ from the
body.  It promotes retention of water and raises

Preangiotensinogen (477 residues in the rat)

Signal peptide (24 residues)

Angiotensinogen (453 residues)

Renin

C-Terminal protein (a protease inhibitor)

Angiotensin I (10 residues; DRVYIHPFHL)

Angiotensin-
converting

enzyme
(ACE)

Angiotensin II (DRVYIHPF)

Asp

Angiotensin III (RVYIHPF)

Phe

RVYIHP

Aldosterone synthase

Aldosterone

Na+ reabsorption (kidney)
water retention

Angiotensin
receptors
(kidney)
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His-Leu

–
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This renin–angiotensin system is a peptide hor-
mone-generating system that operates in blood
plasma rather than within tissues.b,c

Angiotensinogen, which is secreted by the liver
and circulates in the blood, is converted to the phys-
iologically inactive decapeptide angiotensin I by
cleavage of a Leu-Leu peptide bond by the 328-
residue renin.d– f  Its precursor preprorenin is pro-
duced in the kidneys by the juxtaglomerular cells as
well as in some other tissues and undergoes several
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BOX 22-D THE RENIN–ANGIOTENSIN–ALDOSTERONE SYSTEM AND THE REGULATION OF
BLOOD PRESSURE (continued)

blood pressure.c,r,s  Its primary function is to provide
adequate Na+ to cells.s  Dietary sodium appears to
have little or no effect on blood pressure.t

The control of blood pressure is considerably
more complex than it is described here.  Another
hormone system involving the peptide bradykinin
and prostaglandins acts to lower blood pressure.
Bradykin is also cleaved by the angiotensin-convert-
ing enzyme but is inactivated by the cleavage.u,v  At
least ten human genes have been shown to affect
blood pressure.c  One of these is the structural gene
for angiotensin-converting enzyme, which has been
linked to hypertension in both rats and humans.w,x

While several antagonists of angiotensin-con-
verting enzyme are widely used to treat hyperten-
sion, they are not free of harmful side effects.u,y,z

One alternative approach is to inhibit renin.v,y

While the angiotensins promote release of al-
dosterone, the atrial natriuretic hormoner,aa–cc

inhibits release.  This group of 21- to 33-residue
polypeptides, secreted by cells of the atria (auricles)
of the heart, also inhibits release of renin and pro-
motes secretion of both Na+ and water.  Thus, they
antagonize the action of aldosterone, which pro-
motes Na+ retention.  However, there is uncertainty
as to the significance of these peptides.  The follow-
ing metabolite of γ-tocopherol (Fig. 15-24) has been
isolated from urine and is proposed as a new en-
dogenous natriuretic factor.dd
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Administration of estrogens and progestins inhib-
its FSH and LH secretion from the pituitary (feedback
inhibition) and hence ovulation.  This effect is the
action of contraceptive pills.  A small amount of the

synthetic estrogen 17-ethynylestradiol may be taken
daily for 10 – 15 days followed by a combination of
estrogen plus a progestin such as norethindrone for
0–15 days. Alternatively, a progestin alone may be

2, 7, 8-trimethyl-2-(β-carboxyethyl)-6-hydroxychroman
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by some who maintain that these xenoestrogens are
contributing to breast cancer, to reproductive difficul-
ties in animals, and to low sperm counts in men.301  It
seems surprising that such small amounts of weakly
estrogenic compounds could have such large effects.
Some experiments suggest that two weak xenoestro-
gens may cooperate to give larger effects,302,303 but this
concept needs further evaluation.

Although estrogens are usually regarded as female
hormones, they are present in small amounts in male
blood and in high concentration in semen.  Male re-
productive tissues contain estrogen receptors, and
mice deficient in these receptors are sterile and their
testes degenerate.304  Furthermore, as in females estro-
gen stops growth of long bones in late puberty.  A few
men lacking estrogen or estrogen receptors have
grown very tall (>2.1 m and still growing).305

5.  The Steroid Receptor Family

The principal mode of action of steroid hormones
is to stimulate transcription of specific sets of genes.
The plasma concentrations of these hormones are low,
typically ~ 10–9 M, but they have a high affinity for
their protein receptors, some of which are located
initially in the cytosol but are found largely in the
nucleus.  The earliest identification of steroid receptors
was accomplished with radioactive 3H-labeled proges-
terone, estrogens, and glucocorticoids.306,307  Autorad-
iographs of thin sections of tissue made after the
uptake of the hormones revealed that the radioactivity
was concentrated in the nuclei.  The protein receptors
were then isolated and were found to bind both to the
hormone and to specific sequences in DNA, the hor-
mone response elements.308  The progesterone,
estrogen, and glucocorticoid receptors are multi-
domain proteins with two of the domains having
highly conserved sequences and structures.  One of
these domains binds to DNA and the other to the
steroid hormone.  Their amino acid sequences are also
related to those of the v-erb-A oncogene (Table 11-3).309

With this knowledge available and through use of
methods of “reverse genetics,” receptors for the other
steroid hormones and also for vitamin D, retinoic acid,
and thyroid hormone were identified as members of
the family as were several “orphan” receptors of as yet
unknown function (Table 22-1).  Invertebrates have
similar receptors.  At least eight are present in Droso-
phila,307 and the family is present in the nematode
Caenorhabditis.310

Because of their hydrophobic character the steroid
hormones or other nonpolar ligands diffuse through
membranes into cells.  There they may encounter a
variety of binding proteins that affect their access to a
receptor.307,311  Some receptors, including glucocorti-
coid receptors, are found in the cytosol.  After a hor-

ingested over the entire period.  Another synthetic
compound with estrogenic activity is diethylstil-
bestrol.  Its once widespread use in promoting growth
of cattle and other animals has been discontinued
because of carcinogenic action in rats fed large
amounts of the compound.

Human cancers of the breast and endometrium are
stimulated by estrogen.  However, the mechanism is
unknown.297,298  It has usually been assumed that the
proliferation of cells induced by estrogens leads to
mutations and cancer.  However, estrogens can form
adducts with DNA after oxidation to 2- and 4-hydroxy
derivatives and further oxidation to quinones.297,298  In
a similar manner prostate cancer is promoted by an-
drogens.  It has also been observed that in the United
States the incidence of cancers of the ovary and en-
dometrium has declined substantially during the past
35 years, perhaps as a result of the anti-estrogenic
activity of the progestin in the widely used oral contra-
ceptives.299  This observation led to the idea of hor-
monal chemoprevention, the deliberate use of
hormone antagonists to slow cancer formation.299a

This may be especially attractive to persons carrying
known cancer-susceptibility genes.  The synthetic
antiestrogen tamoxifen is being evaluated as a
chemopreventive agent for breast cancer.299,299b  How-
ever, a planned large-scale trial was postponed be-
cause of uncertainities about safety.300

In addition to steroids there are plant flavonoids
(Box 21-E) that have estrogenic activity.  These labile
compounds are among the “environmental estro-
gens.”  In addition, there are many much more stable
compounds, including the insecticides atrazine and
DDT, PCBs, and phenolic softeners for plastics, that
have weak estrogenic activity.  Alarm has been sounded

HO

H H

OH

C CH

17-Ethynylestradiol

E.  The Steroid Hormones
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TABLE 22-1
Known Members of the Steroid Receptor Familya

Glucocorticoidb– d

Mineralocorticoide,f

Progesteroneg,h

Androgeni,j,k

Estrogenl–o

Vitamin D3
p,q

a See Fuller (1991) FASEB J. 5, 3092–3099
b Luisi, B. F., Xu, W. X., Otwinowski, Z., Freedman, L. P.,

Yamamoto, K. R., and Sigler, P. B. (1991) Nature (London) 352,
497– 505

c Eriksson, M. A. L., Härd, T., and Nilsson, L. (1995) Biophys. J. 68,
402– 426

d La Baer, J., and Yamamoto, K. R. (1994) J. Mol. Biol. 239, 664 – 688
e Funder, J. W. (1993) Science 259, 1132– 1133
f Geller, D. S., Farhi, A., Pinkerton, N., Fradley, M., Moritz, M.,

Spitzer, A., Meinke, G., Tsai, F. T. F., Sigler, P. B., and Lifton, R. P.
(2000) Science 289, 119–123

g Williams, S. P., and Sigler, P. B. (1998) Nature (London) 393, 392–396
h Knotts, T. A., Orkiszewski, R. S., Cook, R. G., Edwards, D. P., and

Weigel, N. L. (2001) J. Biol. Chem. 276, 8475– 8483
i Grossmann, M. E., Lindzey, J., Blok, L., Perry, J. E., Kumar, M. V.,

and Tindall, D. J. (1994) Biochemistry 33, 14594 –14600
j Matias, P. M., and 13 other authors. (2000) J. Biol. Chem. 275,

26164– 26171
k Sack, J. S., Kish, K. F., Wang, C., Attar, R. M., Kiefer, S. E., An, Y.,

Wu, G. Y., Scheffler, J. E., Salvati, M. E., Krystek, S. R., Jr.,
Weinmann, R., and Einspahr, H. M. (2001) Proc. Natl. Acad. Sci.
U.S.A. 98, 4904–4909

l Ekena, K., Weis, K. E., Katzenellenbogen, J. A., and
Katzenellenbogen, B. S. (1996) J. Biol. Chem. 271, 20053– 20059

m Tanenbaum, D. M., Wang, Y., Williams, S. P., and Sigler, P. B.
(1998) Proc. Natl. Acad. Sci. U.S.A. 95, 5998– 6003

n Brzozowski, A. M., Pike, A. C. W., Dauter, Z., Hubbard, R. E.,
Bonn, T., Engström, O., Öhman, L., Greene, G. L., Gustafsson, J.-
Å., and Carlquist, M. (1997) Nature (London) 389, 753– 758

o Kahlert, S., Nuedling, S., van Eickels, M., Vetter, H., Meyer, R.,
and Grohé, C. (2000) J. Biol. Chem. 275, 18447 –18453

p Craig, T. A., Veenstra, T. D., Naylor, S., Tomlinson, A. J., Johnson,
K. L., Macura, S., Juranic, N., and Kumar, R. (1997) Biochemistry
36, 10482– 10491

q Hendick, M., and Carlberg, C. (2000) J. Mol. Biol. 304, 793 –801
r Kostrouch, Z., Kostrouchova, M., and Rall, J. E. (1995) Proc. Natl.

Acad. Sci. U.S.A. 92, 156– 159
s Klaholz, B. P., Mitschler, A., and Moras, D. (2000) J. Mol. Biol. 302,

155– 170
t Bourguet, W., Ruff, M., Chambon, P., Gronemeyer, H., and Moras,

D. (1995) Nature (London) 375, 377 – 382
u Holmbeck, S. M. A., Foster, M. P., Casimiro, D. R., Sem, D. S.,

Dyson, J., and Wright, P. E. (1998) J. Mol. Biol. 281, 271 – 284
v Kersten, S., Dong, D., Lee, W.-y, Reczek, P. R., and Noy, N. (1998)

J. Mol. Biol. 284, 21– 32
w Chawla, A., Repa, J. J., Evans, R. M., and Mangelsdorf, D. J. (2001)

Science 294, 1866–1870
x Nolte, R. T., Wisely, G. B., Westin, S., Cobb, J. E., Lambert, M. H.,

Kurokawa, R., Rosenfeld, M. G., Willson, T. M., Glass, C. K., and
Milburn, M. V. (1998) Nature (London) 395, 137– 143

y Rosen, E. D., and Spiegelman, B. M. (2001) J. Biol. Chem. 276,
37731– 37734

z Makishima, M., Okamoto, A. Y., Repa, J. J., Tu, H., Learned, R. M.,
Luk, A., Hull, M. V., Lustig, K. D., Mangelsdorf, D. J., and Shan,
B. (1999) Science 284, 1362 – 1365

aa Parks, D. J., Blanchard, S. G., Bledsoe, R. K., Chandra, G., Consler,
T. G., Kliewer, S. A., Stimmel, J. B., Willson, T. M., Zavacki, A. M.,
Moore, D. D., and Lehmann, J. M. (1999) Science 284, 1365– 1368

mone binds to a cytosolic receptor, the complex appar-
ently undergoes time and temperature dependent
alterations that activate the receptor before it diffuses
into the nucleus and binds to its proper response
element in the DNA.312  This process has been ob-
served directly for glucocorticoid receptors labeled by
fusion with green fluorescent protein (Box 23-A).313

The conserved 68-residue DNA binding domain of
the glucocorticoid receptor contains two Zn2+ ions,
each coordinated by four cysteine – CH2– S – groups
with tetrahedral geometry.  These two consecutive
motifs form structures somewhat similar to those of
the “zinc fingers” shown in Fig. 5-38.314– 316  However,
the overall folding pattern is different from those
considered in Chapter 5.  The two zinc-binding sites
lie at the N termini of a pair of helices that cross at
right angles near their centers.  One of these is a DNA-
recognition helix that fits into the major groove of
DNA thereby allowing interaction of its amino acid
side chains with the bases of the DNA response elements.

The response elements for glucocorticoids and
estrogen receptors contain short palindromic sequenc-
es with various three-nucleotide “spacer” sequences in
the center as follows.308,314,316– 318  Two receptor pro-
teins bind to the palindromic DNA forming a ho-
modimeric receptor pair.  For the 9-cis retinoic acid
receptor RXR-α the response element contains a pair of
direct repeats of a 6-base consensus sequence with a
two-base pair spacer:

The RXR-α receptor binds differently and tends to
form heterodimeric pairs with other receptors.319,320  All
of these receptors undergo conformational changes
when agonists or antagonists bind.320,321  Estrogens can
also bind to androgen receptors, perhaps in playing
their essential role in male reproductive physiology.322

There are more than one type of receptor for each
group of steroid hormones, and these may interact
differently with the various response elements in
DNA323 making the effects of hormones complex and
hard to analyze.  Interactions with additional proteins

5’

3’

3’

5’

A G A A C A N N N T G T T C T

T C T T G T N N N A C A A G A
Glucocorticoid     GRE

Spacer

Palindromic

5’

3’

A G G T C A N N N T G A C C T

T C C A G T N N N A C T G G A
Estrogen     ERE

Palindromic

5’

3’

A G G T C A N N N A G G T C A

T C C A G T N N N T C C A G T
Retinoic X     RXR

Direct repeats

Thyroid α, β1, β2
r

Retinoic acid α, β, γ  s

Retinoid-X α,βt–w

Peroxisome proliferatorsx,y

Farnesoid X: bile acidsz,aa

Orphan receptors, 8 or more
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also affect the response of a cell to hormones.324  Fur-
thermore, steroid hormones have transcription-
independent effects.  For example, progesterone
binds to oxytocin receptors325 as well as to other ster-
oid receptors, which affect a broad range of biochemi-
cal processes.326

F.  Other Steroids

The saponins are a series of steroid glycosides
with detergent properties that are widespread among
higher plants.327  Some are toxic, and among these
toxic materials are compounds of extraordinary medi-
cal importance.  Best known are the steroid glycosides
of Digitalis, among them digitonin (Fig. 22-12).  The
particular arrangement of sugar units in this molecule
imparts a specificity toward heart muscle.  The com-

Figure 22-12  More steroids, mostly toxic.

pound is extremely toxic; in small amounts it acts to
increase the tone of heart muscle and is widely used in
treatment of congestive heart failure.328  The mainte-
nance dose is only 0.1 mg / day.  Another toxic glyco-
side and heart stimulant is ouabain (Fig. 22-12).
Ouabain is a specific inhibitor of the membrane-bound
(Na+ + K+)-ATPase believed to be the ion pump that
keeps intracellular K+ concentrations high and Na+

concentrations low (Chapter 8).  Similar glycosides
account for the extreme toxicity of the leaves of the
oleander and the roots of the lily of the valley.  A ste-
roid glycoside from red squill is used as a rat poison.
A number of alkaloids (nitrogenous bases) are derived
from steroids.  An example is solanidine (Fig. 22-12),
which is present in the skins and sprouts of potatoes,
making both quite toxic.

Some animals also contain toxic steroids.  Batra-
chotoxin of the Columbian poison arrow frog (Fig. 22-
12) is present in amounts of only 50 µg per frog.329,330

F.  Other Steroids
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The toxin acts on nerves to block transmissions to the
muscle by increasing the permeability of membranes
to sodium ions.  It is specifically antagonized by tetro-
dotoxin (Fig. 30-16).  Batrachotoxin alkaloids are
present also in certain birds.330a  Some echinoderms
make powerful steroid toxins such as holothurin A
(Fig. 22-12), a surface active agent that causes irrevers-
ible destruction of the excitability of neuromuscular
tissues.  The common toad produces in its skin steroid
toxins such as bufotoxin (Fig. 22-12), which are suffi-
ciently powerful to teach a dog to leave toads alone.

Ecdysone, a highly hydroxylated steroid (Fig. 22-
12), is a molting hormone for insects.331,332  Several
molecules with ecdysone activity are known, and
some of these are produced by certain plants.  Al-
though ecdysones are needed by insects for larval
molting, they are toxic in excess.  Perhaps plants pro-
tect themselves from insects by synthesizing these
substances.

Among the antibiotics fusidic acid is a steroid.
An inhibitor of chloramphenicol acetyltransferase333 it
is highly inhibitory to staphyococci but almost nonin-
hibitory to E. coli.  Note the boat conformation of the B
ring.

Another steroid antibiotic, squalamine,334 was isolat-
ed from the stomachs of sharks.  It is effective against
gram-positive and gram-negative bacteria, and some
fungi as well.335

References

H3C
HO

CH3

OH
CH3

CH3

O
C O

CH3Fusidic acid

COO–

 Ch 22 IND page - E 2/14/03, 11:45 AM1266



1267

References

33b. Kaneda, K., Kuzuyama, T., Takagi, M.,
Hayakawa, Y., and Seto, H. (2001) Proc. Natl.
Acad. Sci. U.S.A. 98, 932 – 937

34. Deneris, E. S., Stein, R. A., and Mead, J. F.
(1985) J. Biol. Chem. 260, 1382 – 1385

35. Silver, G. M., and Fall, R. (1995) J. Biol. Chem.
270, 13010 – 13016

36. Sharkey, T. D., and Singsaas, E. L. (1995)
Nature (London) 374, 769

37. Mlot, C. (1995) Science 268, 641 – 642
38. Brady, P. S., Scofield, R. F., Schumann, W. C.,

Ohgaku, S., Kumaran, K., Margolis, J. M., and
Landau, B. R. (1982) J. Biol. Chem. 257, 10742 –
10746

39. Chen, A., Kroon, P. A., and Poulter, C. D.
(1994) Protein Sci. 3, 600 – 607

40. Cunillera, N., Arró, M., Delourme, D., Karst,
F., Boronat, A., and Ferrer, A. (1996) J. Biol.
Chem. 271, 7774 – 7780

41. Tarshis, L. C., Proteau, P. J., Kellogg, B. A.,
Sacchettini, J. C., and Poulter, C. D. (1996)
Proc. Natl. Acad. Sci. U.S.A. 93, 15018 – 15023

42. Ohnuma, S.-i, Narita, K., Nakazawa, T.,
Ishida, C., Takeuchi, Y., Ohto, C., and
Nishino, T. (1996) J. Biol. Chem. 271, 30748 –
30754

43. Ohnuma, S.-i, Nakazawa, T., Hemmi, H.,
Hallberg, A.-M., Koyama, T., Ogura, K., and
Nishino, T. (1996) J. Biol. Chem. 271, 10087 –
10095

44. Math, S. K., Hearst, J. E., and Poulter, C. D.
(1992) Proc. Natl. Acad. Sci. U.S.A. 89, 6761 –
6764

45. Ohnuma, S.-i, Hirooka, K., Hemmi, H., Ishida,
C., Ohto, C., and Nishino, T. (1996) J. Biol.
Chem. 271, 18831 – 18837

46. Carattoli, A., Romano, N., Ballario, P., Morelli,
G., and Macino, G. (1991) J. Biol. Chem. 266,
5854 – 5859

46a. Kuzuguchi, T., Morita, Y., Sagami, I., Sagami,
H., and Ogura, K. (1999) J. Biol. Chem. 274,
5888–5894

46b. Kharel, Y., Zhang, Y.-W., Fujihashi, M., Miki,
K., and Koyama, T. (2001) J. Biol. Chem. 276,
28459–28464

47. Tarshis, L. C., Yan, M., Poulter, C. D., and
Sacchettini, J. C. (1994) Biochemistry 33,
10871 – 10877

47a. Fernandez, S. M. S., Kellogg, B. A., and
Poulter, C. D. (2000) Biochemistry 39, 15316 –
15321

48. Sacchettini, J. C., and Poulter, C. D. (1997)
Science 277, 1788 – 1789

49. Koyama, T., Tajima, M., Sano, H., Doi, T.,
Koike-Takeshita, A., Obata, S., Nishino, T.,
and Ogura, K. (1996) Biochemistry 35, 9533 –
9538

50. Poulter, C. D., and Rilling, H. C. (1978) Acc.
Chem. Res. 11, 307 – 313

51. Poulter, C. D., Wiggins, D. L., and Le, A. T.
(1981) J. Am. Chem. Soc. 103, 3926 – 3927

52. Suga, T., Hirata, T., Aoki, T., and Shishibori, T.
(1983) J. Am. Chem. Soc. 105, 6178 – 6179

53. Davisson, V. J., Neal, T. R., and Poulter, C. D.
(1993) J. Am. Chem. Soc. 115, 1235 – 1245

54. Berdis, A. J., and Benkovic, S. J. (1996)
Biochemistry 35, 9253 – 9265

54a. Zhang, Y.-W., Li, X.-Y., and Koyama, T. (2000)
Biochemistry 39, 12717 – 12722

54b. Oh, S. K., Han, K. H., Ryu, S. B., and Kang, H.
(2000) J. Biol. Chem. 275, 18482 – 18488

55. Matsuoka, S., Sagami, H., Kurisaki, A., and
Ogura, K. (1991) J. Biol. Chem. 266, 3464 – 3468

56. Keller, R. K. (1987) Trends Biochem. Sci. 12,
443 – 445

57. Ericsson, J., Scallen, T. J., Chojnacki, T., and
Dallner, G. (1991) J. Biol. Chem. 266, 10602 –
10607

57a. Pan, J.-J., Chiou, S.-T., and Liang, P.-H. (2000)
Biochemistry 39, 10936 – 10942

57b. Fujihashi, M., Zhang, Y.-W., Higuchi, Y., Li,
X.-Y., Koyama, T., and Miki, K. (2001) Proc.
Natl. Acad. Sci. U.S.A. 98, 4337 – 4342

58. Frank, D. W., and Waechter, C. J. (1998) J. Biol.
Chem. 273, 11791 – 11798

59. Sagami, H., Igarashi, Y., Tateyama, S., Ogura,
K., Roos, J., and Lennarz, W. J. (1996) J. Biol.
Chem. 271, 9560 – 9566

60. Ohkura, T., Fukushima, K., Kurisaki, A.,
Sagami, H., Ogura, K., Ohno, K., Hara-Kuge,
S., and Yamashita, K. (1997) J. Biol. Chem. 272,
6868 – 6875

61. Murgolo, N. J., Patel, A., Stivala, S. S., and
Wong, T. K. (1989) Biochemistry 28, 253 – 260

62. Takahashi, I., Ogura, K., and Seto, S. (1980) J.
Biol. Chem. 255, 4539 – 4543

63. Wolucka, B. A., and de Hoffmann, E. (1995) J.
Biol. Chem. 270, 20151 – 20155

63a. Schulbach, M. C., Mahapatra, S., Macchia, M.,
Barontini, S., Papi, C., Minutolo, F., Bertini, S.,
Brennan, P. J., and Crick, D. C. (2001) J. Biol.
Chem. 276, 11624 – 11630

64. Runquist, M., Ericsson, J., Thelin, A.,
Chojnacki, T., and Dallner, G. (1994) J. Biol.
Chem. 269, 5804 – 5809

65. Dennis, M. S., Henzel, W. J., Bell, J., Kohr, W.,
and Light, D. R. (1989) J. Biol. Chem. 264,
18618 – 18626

66. Ohnuma, S.-i, Koyama, T., and Ogura, K.
(1991) J. Biol. Chem. 266, 23706 – 23713

67. Chen, A., Zhang, D., and Poulter, C. D. (1993)
J. Biol. Chem. 268, 21701 – 21705

67a. Morii, H., Nishihara, M., and Koga, Y. (2000)
J. Biol. Chem. 275, 36568 – 36574

68. Zhang, F. L., and Casey, P. J. (1996) Ann. Rev.
Biochem. 65, 241 – 269

69. Gelb, M. H. (1997) Science 275, 1750 – 1751
70. Vogt, A., Sun, J., Qian, Y., Tan-Chiu, E.,

Hamilton, A. D., and Sebti, S. M. (1995)
Biochemistry 34, 12398 – 12403

71. Mu, Y. Q., Omer, C. A., and Gibbs, R. A. (1996)
J. Am. Chem. Soc. 118, 1819 – 1823

72. Del Villar, K., Mitsuzawa, H., Yang, W.,
Sattler, I., and Tamanoi, F. (1997) J. Biol. Chem.
272, 680 – 687

73. Park, H.-W., Boduluri, S. R., Moomaw, J. F.,
Casey, P. J., and Beese, L. S. (1997) Science 275,
1800 – 1804

74. Mathis, J. R., and Poulter, C. D. (1997)
Biochemistry 36, 6367 – 6376

75. Dunten, P., Kammlott, U., Crowther, R.,
Weber, D., Palermo, R., and Birktoft, J. (1998)
Biochemistry 37, 7907 – 7912

76. Long, S. B., Casey, P. J., and Beese, L. S. (1998)
Biochemistry 37, 9612 – 9618

76a. Crespo, N. C., Ohkanda, J., Yen, T. J.,
Hamilton, A. D., and Sebti, S. M. (2001) J. Biol.
Chem. 276, 16161 – 16167

76b. Long, S. B., Hancock, P. J., Kral, A. M.,
Hellinga, H. W., and Beese, L. S. (2001) Proc.
Natl. Acad. Sci. U.S.A. 98, 12948 – 12953

76c. Micali, E., Chehade, K. A. H., Isaacs, R. J.,
Andres, D. A., and Spielmann, H. P. (2001)
Biochemistry 40, 12254 – 12265

76d. Huang, C.-c, Hightower, K. E., and Fierke, C.
A. (2000) Biochemistry 39, 2593 – 2602

76e. Pang, Y.-P., Xu, K., El Yazal, J., and
Prendergast, F. G. (2000) Protein Sci. 9, 1857 –
1865

76f. Long, S. B., Casey, P. J., and Beese, L. S. (2002)
Nature (London) 419, 645–650

77. Yokoyama, K., McGeady, P., and Gelb, M. H.
(1995) Biochemistry 34, 1344 – 1354

78. Witter, D. J., and Poulter, C. D. (1996)
Biochemistry 35, 10454 – 10463

78a. Clausen, V. A., Edelstein, R. L., and Distefano,
M. D. (2001) Biochemistry 40, 3920 – 3930

78b. Dursina, B., Thomä, N. H., Sidorovitch, V.,
Niculae, A., Iakovenko, A., Rak, A., Albert, S.,
Ceacareanu, A.-C., Kölling, R., Herrmann, C.,
Goody, R. S., and Alexandrov, K. (2002)
Biochemistry 41, 6805–6816

79. Fu, H.-W., Beese, L. S., and Casey, P. J. (1998)
Biochemistry 37, 4465 – 4472

79a. Ashar, H. R., James, L., Gray, K., Carr, D.,
Black, S., Armstrong, L., Bishop, W. R., and
Kirschmeier, P. (2000) J. Biol. Chem. 275,
30451 – 30457

79b. Huber, H. E., Robinson, R. G., Watkins, A.,
Nahas, D. D., Abrams, M. T., Buser, C. A.,
Lobell, R. B., Patrick, D., Anthony, N. J.,
Dinsmore, C. J., Graham, S. L., Hartman, G.
D., Lumma, W. C., Williams, T. M., and
Heimbrook, D. C. (2001) J. Biol. Chem. 276,
24457 – 24465

80. Leung, H.-C. E., Chen, Y., and Winkler, M. E.
(1997) J. Biol. Chem. 272, 13073 – 13083

81. Gebler, J. C., Woodside, A. B., and Poulter, C.
D. (1992) J. Am. Chem. Soc. 114, 7354 – 7360

82. Clause, E. P., Tyler, V. E., and Brady, L. R.
(1970) Pharmacognosy, 6th ed., Lea & Febiger,
Philadelphia, Pennsylvania

83. Loreto, F., Ciccioli, P., Brancaleoni, E.,
Cecinato, A., Frattoni, M., and Sharkey, T. D.
(1996) Proc. Natl. Acad. Sci. U.S.A. 93, 9966 –
9969

84. Harborne, J. B., and Tomas-Barberan, F. A.,
eds. (1991) Ecological Chemistry and Biochemis-
try of Plant Terpenoids, Clarendon Press,
Oxford

85. Gershenzon, J., and Croteau, R. B. (1993) in
Lipid Metabolism in Plants (Moore, T. S., Jr.,
ed), pp. 339 – 388, CRC Press, Boca Raton,
Florida

86. Bohlmann, J., Meyer-Gauen, G., and Croteau,
R. (1998) Proc. Natl. Acad. Sci. U.S.A. 95, 4126 –
4133

87. Bohlmann, J., Steele, C. L., and Croteau, R.
(1997) J. Biol. Chem. 272, 21784 – 21792

88. Wise, M. L., Savage, T. J., Katahira, E., and
Croteau, R. (1998) J. Biol. Chem. 273, 14891 –
14899

88a. Williams, D. C., McGarvey, D. J., Katahira, E.
J., and Croteau, R. (1998) Biochemistry 37,
12213 – 12220

89. Croteau, R., and Satterwhite, D. M. (1989) J.
Biol. Chem. 264, 15309 – 15315

90. Seybold, S. J., Quilici, D. R., Tillman, J. A.,
Vanderwel, D., Wood, D. L., and Blomquist,
G. J. (1995) Proc. Natl. Acad. Sci. U.S.A. 92,
8393 – 8397

91. Steele, C. L., Crock, J., Bohlmann, J., and
Croteau, R. (1998) J. Biol. Chem. 273, 2078 –
2089

91a. Rising, K. A., Starks, C. M., Noel, J. P., and
Chappell, J. (2000) J. Am. Chem. Soc. 122,
1861 – 1866

92. Procter, R. H., and Hohn, T. M. (1993) J. Biol.
Chem. 268, 4543 – 4548

93. Cane, D. E., and Tsantrizos, Y. S. (1996) J. Am.
Chem. Soc. 118, 10037 – 10040

93a. Caruthers, J. M., Kang, I., Rynkiewicz, M. J.,
Cane, D. E., and Christianson, D. W. (2000)
J. Biol. Chem. 275, 25533 – 25539

94. Back, K., and Chappell, J. (1995) J. Biol. Chem.
270, 7375 – 7381

95. Starks, C. M., Back, K., Chappell, J., and Noel,
J. P. (1997) Science 277, 1815 – 1820

96. Lesburg, C. A., Zhai, G., Cane, D. E., and
Christianson, D. W. (1997) Science 277, 1820 –
1824

97. Cane, D. E., and Xue, Q. (1996) J. Am. Chem.
Soc. 118, 1563 – 1564

97a. Rynkiewicz, M. J., Cane, D. E., and
Christianson, D. W. (2002) Biochemistry 41,
1732–1741

 Ch 22 IND page - E 2/14/03, 11:45 AM1267



1268 Chapter 22.  Polyprenyl (Isoprenoid) Compounds

97b. Peters, R. J., and Croteau, R. B. (2002)
Biochemistry 41, 1836–1842

98. Crock, J., Wildung, M., and Croteau, R. (1997)
Proc. Natl. Acad. Sci. U.S.A. 94, 12833 – 12838

99. Marin, E., Nussaume, L., Quesada, A.,
Gonneau, M., Sotta, B., Hugueney, P., Frey, A.,
and Marion-Poll, A. (1996) EMBO J. 15, 2331 –
2342

99a. Qin, X., and Zeevaart, J. A. D. (1999) Proc.
Natl. Acad. Sci. U.S.A. 96, 15354 – 15361

99b. Seo, M., Peeters, A. J. M., Koiwai, H., Oritani,
T., Marion-Poll, A., Zeevaart, J. A. D.,
Koornneef, M., Kamiya, Y., and Koshiba, T.
(2000) Proc. Natl. Acad. Sci. U.S.A. 97, 12908 –
12913

100. He, X., Saint-Jeannet, J.-P., Woodgett, J. R.,
Varmus, H. E., and Dawid, I. B. (1995) Nature
(London) 374, 617 – 622

101. Spray, C. R., Kobayashi, M., Suzuki, Y.,
Phinney, B. O., Gaskin, P., and MacMillan, J.
(1996) Proc. Natl. Acad. Sci. U.S.A. 93, 10515 –
10518

102. Xu, Y.-L., Li, L., Wu, K., Peeters, A. J. M.,
Gage, D. A., and Zeevaart, J. A. D. (1995) Proc.
Natl. Acad. Sci. U.S.A. 92, 6640 – 6644

102a. Rojas, M. C., Hedden, P., Gaskin, P., and
Tudzynski, B. (2001) Proc. Natl. Acad. Sci.
U.S.A. 98, 5838 – 5843

102b. Kawaide, H., Sassa, T., and Kamiya, Y. (2000)
J. Biol. Chem. 275, 2276 – 2280

103. Lange, T., Hedden, P., and Graebe, J. E. (1994)
Proc. Natl. Acad. Sci. U.S.A. 91, 8552 – 8556

103a. Helliwell, C. A., Chandler, P. M., Poole, A.,
Dennis, E. S., and Peacock, W. J. (2001) Proc.
Natl. Acad. Sci. U.S.A. 98, 2065 – 2070

103b. Thomas, S. G., Phillips, A. L., and Hedden, P.
(1999) Proc. Natl. Acad. Sci. U.S.A. 96, 4698 –
4703

104. Feyereisen, R., and Farnsworth, D. E. (1987) J.
Biol. Chem. 262, 2676 – 2681

105. Toong, Y. C., Schooley, D. A., and Baker, F. C.
(1988) Nature (London) 333, 170 – 171

106. Bohlmann, J., Crock, J., Jetter, R., and Croteau,
R. (1998) Proc. Natl. Acad. Sci. U.S.A. 95, 6756 –
6761

107. Vogel, B. S., Wildung, M. R., Vogel, G., and
Croteau, R. (1996) J. Biol. Chem. 271, 23262 –
23268

107a. Peters, R. J., and Croteau, R. B. (2002) Proc.
Natl. Acad. Sci. U.S.A. 99, 580 – 584

108. Mau, C. J. D., and West, C. A. (1994) Proc.
Natl. Acad. Sci. U.S.A. 91, 8497 – 8501

109. Lin, X., Hezari, M., Koepp, A. E., Floss, H. G.,
and Croteau, R. (1996) Biochemistry 35, 2968 –
2977

110. Goodwin, T. W., ed. (1988) Plant Pigments,
Academic Press, London

111. Mookhtiar, K. A., Kalinowski, S. S., Zhang, D.,
and Poulter, C. D. (1994) J. Biol. Chem. 269,
11201 – 11207

112. Gu, P., Ishii, Y., Spencer, T. A., and Shechter, I.
(1998) J. Biol. Chem. 273, 12515 – 12525

113. Jarstfer, M. B., Blagg, B. S. J., Rogers, D. H.,
and Poulter, C. D. (1996) J. Am. Chem. Soc. 118,
13089 – 13090

114. Zurer, P. (1997) Chem. Eng. News January 6, 6 – 7
114a. Radisky, E. S., and Poulter, C. D. (2000)

Biochemistry 39, 1748 – 1760
114b. Jarstfer, M. B., Zhang, D.-L., and Poulter, C. D.

(2002) J. Am. Chem. Soc. 124, 8834–8845
115. Musico, F., Carlson, J. P., Kuehl, L., and

Rilling, H. C. (1974) J. Biol. Chem. 249, 3746 –
3749

116. Kojima, Y., Friedlander, E. J., and Bloch, K.
(1981) J. Biol. Chem. 256, 7235 – 7239

117. Torssell, K. B. G. (1983) Natural Product
Chemistry, Wiley, New York (pp. 181 – 215)

118. Armstrong, G. A., and Hearst, J. E. (1996)
FASEB J. 10, 228 – 237

References

118a. Rivera, S. B., Swedlund, B. D., King, G. J., Bell,
R. N., Hussey, C. E., Jr., Shattuck-Eidens, D.
M., Wrobel, W. M., Peiser, G. D., and Poulter,
C. D. (2001) Proc. Natl. Acad. Sci. U.S.A. 98,
4373 – 4378

118b. Soderberg, T., Chen, A., and Poulter, C. D.
(2001) Biochemistry 40, 14847 – 14854

119. Heathcock, D. H., Finkelstein, B. L., Aoki, T.,
and Poulter, C. D. (1985) Science 229, 862 – 863

120. Poulter, C. D., Aoki, T., and Daniels, L. (1988)
J. Am. Chem. Soc. 110, 2620 – 2624

121. Britton, G. (1988) in Plant Pigments (Goodwin,
T. W., ed), pp. 133 – 182, Academic Press,
London

122. Chamovitz, D., Sandmann, G., and
Hirschberg, J. (1993) J. Biol. Chem. 268, 17348 –
17353

123. Bartley, G. E., Viitanen, P. V., Pecker, I.,
Chamovitz, D., Hirschberg, J., and Scolnik, P.
A. (1991) Proc. Natl. Acad. Sci. U.S.A. 88,
6532 – 6536

123a. Arrach, N., Fernández-Martín, R., Cerdá-
Olmedo, E., and Avalos, J. (2001) Proc. Natl.
Acad. Sci. U.S.A. 98, 1687 – 1692

123b. Cunningham, F. X., Jr., and Gantt, E. (2001)
Proc. Natl. Acad. Sci. U.S.A. 98, 2905 – 2910

124. Armstrong, G. A., Schmidt, A., Sandmann, G.,
and Hearst, J. E. (1990) J. Biol. Chem. 265,
8329 – 8338

125. Komori, M., Ghosh, R., Takaichi, S., Hu, Y.,
Mizoguchi, T., Koyama, Y., and Kuki, M.
(1998) Biochemistry 37, 8987 – 8994

126. Ouchane, S., Picaud, M., Vernotte, C., Reiss-
Husson, F., and Astier, C. (1997) J. Biol. Chem.
272, 1670 – 1676

127. Langer, M., Pauling, A., and Rétey, J. (1995)
Angew. Chem. Int. Ed. Engl. 34, 1464 – 1465

127a. Ye, X., Al-Babili, S., Klöti, A., Zhang, J., Lucca,
P., Beyer, P., and Potrykus, I. (2000) Science
287, 303 – 305

127b. A contribution of $40 to UNICEF
(www.unicefusa.com) will provide vitamin A
for a year to 1000 young children, protecting
them from blindness.

128. Demmig-Adams, B., Gilmore, A. M., and
Adams, W. W., III. (1996) FASEB J. 10, 403 –
412

129. Sun, Z., Gantt, E., and Cunningham, F. X., Jr.
(1996) J. Biol. Chem. 271, 24349 – 24352

130. Fraser, P. D., Miura, Y., and Misawa, N. (1997)
J. Biol. Chem. 272, 6128 – 6135

131. Bouvier, F., d’Harlingue, A., Hugueney, P.,
Marin, E., Marion-Poll, A., and Camara, B.
(1996) J. Biol. Chem. 271, 28861 – 28867

132. Schroeder, W. A., and Johnson, E. A. (1995)
J. Biol. Chem. 270, 18374 – 18379

133. Nelis, H. J. C. F., Lavens, P., Moens, L.,
Sorgeloos, P., Jonckheere, J. A., Criel, G. R.,
and DeLeenheer, A. P. (1984) J. Biol. Chem. 259,
6063 – 6066

134. Swift, I. E., and Milborrow, B. V. (1981) J. Biol.
Chem. 256, 11607 – 11611

135. Searcy, D. G. (1982) Trends Biochem. Sci. 7,
183 – 185

136. Woese, C. R., Kandler, O., and Wheelis, M. L.
(1990) Proc. Natl. Acad. Sci. U.S.A. 87, 4576 –
4579

137. Olson, J. A., and Krinsky, N. I. (1995) FASEB J.
9, 1547 – 1550

138. Britton, G. (1995) FASEB J. 9, 1551 – 1558
139. Zuber, H. (1986) Trends Biochem. Sci. 11, 414 –

419
140. Quiñones, M. A., Lu, Z., and Zeiger, E. (1996)

Proc. Natl. Acad. Sci. U.S.A. 93, 2224 – 2228
141. Bugos, R. C., and Yamamoto, H. Y. (1996)

Proc. Natl. Acad. Sci. U.S.A. 93, 6320 – 6325
142. Rock, C. D., and Zeevaart, J. A. D. (1991) Proc.

Natl. Acad. Sci. U.S.A. 88, 7496 – 7499

143. Schwartz, S. H., Tan, B. C., Gage, D. A.,
Zeevaart, J. A. D., and McCarty, D. R. (1997)
Science 276, 1872 – 1874

144. Kennedy, T. A., and Liebler, D. C. (1992) J.
Biol. Chem. 267, 4658 – 4663

145. Everett, S. A., Dennis, M. F., Patel, K. B.,
Maddix, S., Kundu, S. C., and Willson, R. L.
(1996) J. Biol. Chem. 271, 3988 – 3994

146. Burton, G. W., and Ingold, K. U. (1984) Science
224, 569 – 573

147. Brush, A. H. (1990) FASEB J. 4, 2969 – 2977
148. Weesie, R. J., Jansen, F. J. H. M., Merlin, J. C.,

Lugtenburg, J., Britton, G., and de Groot, H. J.
M. (1997) Biochemistry 36, 7288 – 7296

149. Parker, R. S. (1996) FASEB J. 10, 542 – 551
150. Hoffman, M. (1990) Science 250, 372 – 373
151. Gudas, L. J. (1994) J. Biol. Chem. 269, 15399 –

15402
152. Means, A. L., and Gudas, L. J. (1995) Ann. Rev.

Biochem. 64, 201 – 233
152a. Mertz, J. R., Shang, E., Piantedosi, R., Wei, S.,

Wolgemuth, D. J., and Blaner, W. S. (1997)
J. Biol. Chem. 272, 11744 – 11749

152b. White, J. A., Guo, Y.-D., Baetz, K., Beckett-
Jones, B., Bonasoro, J., Hsu, K. E., Dilworth, F.
J., Jones, G., and Petkovich, M. (1996) J. Biol.
Chem. 271, 29922 – 29927

152c. Lamb, A. L., and Newcomer, M. E. (1999)
Biochemistry 38, 6003 – 6011

153. Parish, E. J., and Nes, W. D., eds. (1997)
Biochemistry and Function of Sterols, CRC Press,
Boca Raton, Florida

153a. Crowder, C. M., Westover, E. J., Kumar, A. S.,
Ostlund, R. E., Jr., and Covey, D. F. (2001) J.
Biol. Chem. 276, 44369 – 44372

154. van Tamelen, E. E. (1968) Acc. Chem. Res. 1,
111 – 120

155. Heftmann, E. (1969) Steroid Biochemistry,
Academic Press, New York

156. Templeton, W. (1969) An Introduction to the
Chemistry of Terpenoids and Steroids,
Butterworths, London

157. Abe, I., and Prestwich, G. D. (1994) J. Biol.
Chem. 269, 802 – 804

158. Abe, I., and Prestwich, G. D. (1995) Proc. Natl.
Acad. Sci. U.S.A. 92, 9274 – 9278

159. Shi, Z., Buntel, C. J., and Griffin, J. H. (1994)
Proc. Natl. Acad. Sci. U.S.A. 91, 7370 – 7374

160. Nes, W. D., and Venkatramesh, M. (1994) in
Isopentenoids and Other Natural Products (Nes,
W. D., ed), pp. 55 – 89, American Chemical
Society, Washington D.C.

160a. Edwards, P. A., and Ericsson, J. (1999) Ann.
Rev. Biochem. 68, 157 – 185

161. Goad, L. J. (1991) in Ecological Chemistry and
Biochemistry of Plant Terpenoids (Harborne, J.
B., and Tomas-Barberan, F. A., eds), pp. 209 –
229, Clarendon Press, Oxford

162. Nes, W. D., Parker, S. R., Crumley, F. G., and
Ross, S. A. (1993) in Lipid Metabolism in Plants
(Moore, T. S., Jr., ed), pp. 389 – 426, CRC Press,
Boca Raton, Florida

162a. Herrera, J. B. R., Wilson, W. K., and Matsuda,
S. P. T. (2000) J. Am. Chem. Soc. 122, 6765 – 6766

163. Nes, W. D. (1990) in Biochemistry of the
Mevalonic Acid Pathway to Terpenoids (Towers,
G. H. N., and Stafford, H. A., eds), pp. 283 –
327, Plenum, New York

163a. Kushiro, T., Shibuya, M., Masuda, K., and
Ebizuka, Y. (2000) J. Am. Chem. Soc. 122, 6816 –
6824

163b. Heathcock, C. H. (1996) Proc. Natl. Acad. Sci.
U.S.A. 93, 14323 – 14327

164. Wendt, K. U., Poralla, K., and Schulz, G. E.
(1997) Science 277, 1811 – 1815

164a. Wendt, K. U., Lenhart, A., and Schulz, G. E.
(1999) J. Mol. Biol. 286, 175 – 187

165. Prince, R. C. (1987) Trends Biochem. Sci. 12,
455 – 456

 Ch 22 IND page - E 2/14/03, 11:45 AM1268



1269

207. Krieger, M. (1998) Proc. Natl. Acad. Sci. U.S.A.
95, 4077 – 4080

208. Lopez, J., Roghani, A., Bertrand, J., Zanni, E.,
Kalopissis, A., Zannis, V. I., and Chambaz, J.
(1994) Biochemistry 33, 4056 – 4064

209. Bergeron, J., Frank, P. G., Scales, D., Meng, Q.-
H., Castro, G., and Marcel, Y. L. (1995) J. Biol.
Chem. 270, 27429 – 27438

210. Gong, E. L., Stoltzfus, L. J., Brion, C. M.,
Murugesh, D., and Rubin, E. M. (1996) J. Biol.
Chem. 271, 5984 – 5987

211. Südhof, T. C., Goldstein, J. L., Brown, M. S.,
and Russell, D. W. (1985) Science 228, 815 – 822

212. Daly, N. L., Scanlon, M. J., Djordjevic, J. T.,
Kroon, P. A., and Smith, R. (1995) Proc. Natl.
Acad. Sci. U.S.A. 92, 6334 – 6338

213. Kozarsky, K. F., Donahee, M. H., Rigotti, A.,
Iqbal, S. N., Edelman, E. R., and Krieger, M.
(1997) Nature (London) 387, 414 – 417

213a. Krieger, M. (1999) Ann. Rev. Biochem. 68, 523 –
558

214. Brown, M. S., and Goldstein, J. L. (1974) Sci.
Am. 251(Nov), 58 – 66

215. Lehrman, M. A., Russell, D. W., Goldstein, J.
L., and Brown, M. S. (1987) J. Biol. Chem. 262,
3354 – 3361

216. Strickland, D. K., Kounnas, M. Z., and
Argraves, W. S. (1995) FASEB J. 9, 890 – 898

217. Chappell, D. A., Inoue, I., Fry, G. L., Pladet,
M. W., Bowen, S. L., Iverius, P.-H., Lalouel, J.-
M., and Strickland, D. K. (1994) J. Biol. Chem.
269, 18001 – 18006

218. Rosseneu, M., and Labeur, C. (1995) FASEB J.
9, 768 – 776

219. Sakai, J., Hoshino, A., Takahashi, S., Miura, Y.,
Ishii, H., Suzuki, H., Kawarabayasi, Y., and
Yamamoto, T. (1994) J. Biol. Chem. 269, 2173 –
2182

220. Takahashi, S., Suzuki, J., Kohno, M., Oida, K.,
Tamai, T., Miyabo, S., Yamamoto, T., and
Nakai, T. (1995) J. Biol. Chem. 270, 15747 –
15754

221. Krieger, M., and Herz, J. (1994) Ann. Rev.
Biochem. 63, 601 – 637

222. Doi, T., Kurasawa, M., Higashino, K.-i,
Imanishi, T., Mori, T., Naito, M., Takahashi,
K., Kawabe, Y., Wada, Y., Matsumoto, A., and
Kodama, T. (1994) J. Biol. Chem. 269, 25598 –
25604

223. Krieger, M., Acton, S., Ashkenas, J., Pearson,
A., Penman, M., and Resnick, D. (1993) J. Biol.
Chem. 268, 4569 – 4572

224. Krieger, M. (1992) Trends Biochem. Sci. 17, 141 –
146

225. Hajjar, D. P., and Haberland, M. E. (1997) J.
Biol. Chem. 272, 22975 – 22978

226. Schaefer, E. J., and Levy, R. I. (1985) N. Engl. J.
Med. 312, 1300 – 1310

227. Breslow, J. L. (1993) Proc. Natl. Acad. Sci.
U.S.A. 90, 8314 – 8318

228. Havel, R. J., and Kane, J. P. (1995) in The
Metabolic and Molecular Bases of Inherited
Disease, 7th ed., Vol. 2 (Scriver, C. R., Beaudet,
A. L., Sly, W. S., and Valle, D., eds), pp. 1841 –
1852, McGraw-Hill, New York

229. Goldstein, J. L., Hobbs, H. H., and Brown, M.
S. (1995) in The Metabolic and Molecular Bases of
Inherited Disease, 7th ed., Vol. 2 (Scriver, C. R.,
Beaudet, A. L., Sly, W. S., and Valle, D., eds),
pp. 1981 – 2030, McGraw-Hill, New York

229a. Goldstein, J. L., and Brown, M. S. (2001)
Science 292, 1310 – 1312

229b. Garcia, C. K., and 12 other authors. (2001)
Science 292, 1394 – 1398

230. Fass, D., Blacklow, S., Kim, P. S., and Berger, J.
M. (1997) Nature (London) 388, 691 – 693

230a. Borén, J., Ekström, U., Ågren, B., Nilsson-
Ehle, P., and Innerarity, T. L. (2001) J. Biol.
Chem. 276, 9214 – 9218

166. Rohmer, M., and Bisseret, P. (1994) in
Isopentenoids and Other Natural Products (Nes,
W. D., ed), pp. 31 – 43, American Chemical
Society, Washington D.C.

167. Fukushima, H., Grinstead, G. F., and Gaylor,
J. L. (1981) J. Biol. Chem. 256, 4822 – 4826

168. Krieger, M., Kingsley, D., Sege, R., Hobbie, L.,
and Kozarsky, K. (1985) Trends Biochem. Sci.
10, 447 – 452

169. Williams, J. B., and Napoli, J. L. (1985) Proc.
Natl. Acad. Sci. U.S.A. 82, 4658 – 4662

170. Lamb, D. C., Kelly, D. E., Schunck, W.-H.,
Shyadehi, A. Z., Akhtar, M., Lowe, D. J.,
Baldwin, B. C., and Kelly, S. L. (1997)
J. Biol. Chem. 272, 5682 – 5688

171. Trzaskos, J. M., Ko, S. S., Magolda, R. L.,
Favata, M. F., Fischer, R. T., Stam, S. H.,
Johnson, P. R., and Gaylor, J. L. (1995)
Biochemistry 34, 9670 – 9676

172. Shyadehi, A. Z., Lamb, D. C., Kelly, S. L.,
Kelly, D. E., Schunck, W.-H., Wright, J. N.,
Corina, D., and Akhtar, M. (1996) J. Biol.
Chem. 271, 12445 – 12450

172a. Podust, L. M., Poulos, T. L., and Waterman,
M. R. (2001) Proc. Natl. Acad. Sci. U.S.A. 98,
3068 – 3073

172b. Bellamine, A., Mangla, A. T., Nes, W. D., and
Waterman, M. R. (1999) Proc. Natl. Acad. Sci.
U.S.A. 96, 8937 – 8942

173. Bard, M., Bruner, D. A., Pierson, C. A., Lees,
N. D., Biermann, B., Frye, L., and Koegel, C.
(1996) Proc. Natl. Acad. Sci. U.S.A. 93, 186 – 190

173a. Taton, M., Husselstein, T., Benveniste, P., and
Rahier, A. (2000) Biochemistry 39, 701 – 711

174. Seedorf, U., Brysch, P., Engel, T., Schrage, K.,
and Assmann, G. (1994) J. Biol. Chem. 269,
21277 – 21283

174a. Gachotte, D., Barbuch, R., Gaylor, J., Nickel,
E., and Bard, M. (1998) Proc. Natl. Acad. Sci.
U.S.A. 95, 13794 – 13799

175. Pascal, S., Taton, M., and Rahier, A. (1993) J.
Biol. Chem. 268, 11639 – 11654

176. Rahier, A., and Taton, M. (1996) Biochemistry
35, 7069 – 7076

177. Nes, W. D., Janssen, G. G., and Bergenstrahle,
A. (1991) J. Biol. Chem. 266, 15202 – 15212

178. Shi, J., Gonzalas, R. A., and Bhattacharyya, M.
K. (1996) J. Biol. Chem. 271, 9384 – 9389

179. Russell, D. W. (1996) Science 272, 370 – 371
179a. Rouleau, M., Marsolais, F., Richard, M.,

Nicolle, L., Voigt, B., Adam, G., and Varin, L.
(1999) J. Biol. Chem. 274, 20925 – 20930

180. Li, J., Biswas, M. G., Chao, A., Russell, D. W.,
and Chory, J. (1997) Proc. Natl. Acad. Sci.
U.S.A. 94, 3554 – 3559

181. Metcalf, R. L., Metcalf, R. A., and Rhodes, A.
M. (1980) Proc. Natl. Acad. Sci. U.S.A. 77,
3769 – 3772

182. Russell, D. W., and Setchell, K. D. R. (1992)
Biochemistry 31, 4737 – 4749

183. Lange, Y., and Steck, T. L. (1994) J. Biol. Chem.
269, 29371 – 29374

184. Liscum, L., and Underwood, K. W. (1995) J.
Biol. Chem. 270, 15443 – 15446

185. Guan, G., Dai, P.-H., Osborne, T. F., Kim, J. B.,
and Shechter, I. (1997) J. Biol. Chem. 272,
10295 – 10302

186. Mackay, K., Starr, J. R., Lawn, R. M., and
Ellsworth, J. L. (1997) J. Biol. Chem. 272,
13380 – 13389

187. Lange, Y., and Muraski, M. F. (1988) J. Biol.
Chem. 263, 9366 – 9373

188. Bretscher, M. S., and Munro, S. (1993) Science
261, 1280 – 1281

188a. Simons, K., and Ikonen, E. (2000) Science 290,
1721 – 1726

188b. Nilsson, I., Ohvo-Rekilä, H., Slotte, J. P.,
Johnson, A. E., and von Heijne, G. (2001)
J. Biol. Chem. 276, 41748 – 41754

188c. Parpal, S., Karlsson, M., Thorn, H., and
Strålfors, P. (2001) J. Biol. Chem. 276, 9670 –
9678

189. Lange, Y., Ye, J., and Steck, T. L. (1998) J. Biol.
Chem. 273, 18915 – 18922

190. Puglielli, L., Rigotti, A., Greco, A. V., Santos,
M. J., and Nervi, F. (1995) J. Biol. Chem. 270,
18723 – 18726

190a. López García, F., Szyperski, T., Dyer, J. H.,
Choinowski, T., Seedorf, U., Hauser, H., and
Wüthrich, K. (2000) J. Mol. Biol. 295, 595 – 603

190b. Schroeder, F., Frolov, A., Starodub, O.,
Atshaves, B. B., Russell, W., Petrescu, A.,
Huang, H., Gallegos, A. M., McIntosh, A.,
Tahotna, D., Russell, D. H., Billheimer, J. T.,
Baum, C. L., and Kier, A. B. (2000) J. Biol.
Chem. 275, 25547 – 25555

190c. Choinowski, T., Hauser, H., and Piontek, K.
(2000) Biochemistry 39, 1897 – 1902

191. Yang, H., Bard, M., Bruner, D. A., Gleeson, A.,
Deckelbaum, R. J., Aljinovic, G., Pohl, T. M.,
Rothstein, R., and Sturley, S. L. (1996) Science
272, 1353 – 1356

191a. Spady, D. K., Willard, M. N., and Meidell, R.
S. (2000) J. Biol. Chem. 275, 27005 – 27012

192. Jauhiainen, M., and Dolphin, P. J. (1986) J.
Biol. Chem. 261, 7032 – 7043

192a. Seo, T., Oelkers, P. M., Giattina, M. R.,
Worgall, T. S., Sturley, S. L., and Deckelbaum,
R. J. (2001) Biochemistry 40, 4756–4762

192b. Mauch, D. H., Nägler, K., Schumacher, S.,
Göritz, C., Müller, E.-C., Otto, A., and
Pfrieger, F. W. (2001) Science 294, 1354 – 1357

192c. Barres, B. A., and Smith, S. J. (2001) Science
294, 1296 – 1297

193. Jiang, X.-c, and Bruce, C. (1995) J. Biol. Chem.
270, 17133 – 17138

194. Agellon, L. B., Quinet, E. M., Gillette, T. G.,
Drayna, D. T., Brown, M. L., and Tall, A. R.
(1990) Biochemistry 29, 1372 – 1376

195. Epps, D. E., Greenlee, K. A., Harris, J. S.,
Thomas, E. W., Castle, C. K., Fisher, J. F.,
Hozak, R. R., Marschke, C. K., Melchior, G.
W., and Kézdy, F. J. (1995) Biochemistry 34,
12560 – 12569

195a. Föger, B., Chase, M., Amar, M. J., Vaisman, B.
L., Shamburek, R. D., Paigen, B., Fruchart-
Najib, J., Paiz, J. A., Koch, C. A., Hoyt, R. F.,
Brewer, H. B., Jr., and Santamarina-Fojo, S.
(1999) J. Biol. Chem. 274, 36912 – 36920

196. Tall, A. (1995) Ann. Rev. Biochem. 64, 235 – 257
196a. Desrumaux, C., Labeur, C., Verhee, A.,

Tavernier, J., Vandekerckhove, J., Rosseneu,
M., and Peelman, F. (2001) J. Biol. Chem. 276,
5908 – 5915

197. Feaster, S. R., Quinn, D. M., and Barnett, B. L.
(1997) Protein Sci. 6, 73 – 79

198. Lopez-Candales, A., Bosner, M. S., Spilburg,
C. A., and Lange, L. G. (1993) Biochemistry 32,
12085 – 12089

199. Sutton, L. D., Froelich, S., Hendrickson, H. S.,
and Quinn, D. M. (1991) Biochemistry 30,
5888 – 5893

200. Brown, M. S., and Goldstein, J. L. (1986)
Science 232, 34 – 47

201. Motulsky, A. G. (1986) Science 231, 126 – 128
202. Brown, M. S., and Goldstein, J. L. (1983) Ann.

Rev. Biochem. 52, 223 – 261
203. Griffiths, G., and Simons, K. (1986) Science

234, 438 – 443
204. Golgi, C. (1898) Arch. Ital. Biol. 30, 60 and 278
205. Breslow, J. L. (1995) in The Metabolic and

Molecular Bases of Inherited Disease, 7th ed.,
Vol. 2 (Scriver, C. R., Beaudet, A. L., Sly, W. S.,
and Valle, D., eds), pp. 2031 – 2052, McGraw-
Hill, New York

206. Dietschy, J. M. (1997) Am. J. Clin. Nutr. 65,
1581S – 1589S

References

 Ch 22 IND page - E 2/14/03, 11:45 AM1269



1270 Chapter 22.  Polyprenyl (Isoprenoid) Compounds

References

231. Glomset, J. A., Assmann, G., Gjone, E., and
Norum, K. R. (1995) in The Metabolic and
Molecular Bases of Inherited Disease, 7th ed.,
Vol. 2 (Scriver, C. R., Beaudet, A. L., Sly, W. S.,
and Valle, D., eds), pp. 1933 – 1952, McGraw-
Hill, New York

232. Pennisi, E. (1997) Science 277, 180 – 181
233. Carstea, E. D., and 37 other authors. (1997)

Science 277, 228 – 231
234. Loftus, S. K., Morris, J. A., Carstea, E. D., Gu,

J. Z., Cummings, C., Brown, A., Ellison, J.,
Ohno, K., Rosenfeld, M. A., Tagle, D. A.,
Pentchev, P. G., and Pavan, W. J. (1997) Science
277, 232 – 235

234a. Davies, J. P., Ioannou,Y. A. (2000) J. Biol. Chem.
275, 24367 – 24374

234b. Davies, J. P., Chen, F. W., and Ioannou, Y. A.
(2000) Science 290, 2295 – 2298

234c. Naureckiene, S., Sleat, D. E., Lackland, H.,
Fensom, A., Vanier, M. T., Wattiaux, R., Jadot,
M., and Lobel, P. (2000) Science 290, 2298 –
2301

235. Assmann, G., von Eckardstein, A., and
Brewer, H. B., Jr. (1995) in The Metabolic and
Molecular Bases of Inherited Disease, 7th ed.,
Vol. 2 (Scriver, C. R., Beaudet, A. L., Sly, W. S.,
and Valle, D., eds), pp. 2053 – 2072, McGraw-
Hill, New York

236. Lohse, P., Kindt, M. R., Rader, D. J., and
Brewer, H. B., Jr. (1991) J. Biol. Chem. 266,
13513 – 13518

236a. Gura, T. (1999) Science 285, 814 – 815
236b. Scott, J. (1999) Nature (London) 400, 816 – 819
236c. Liscovitch, M., and Lavie, Y. (2000) Trends

Biochem. Sci. 25, 530 – 534
236d. Berge, K. E., Tian, H., Graf, G. A., Yu, L.,

Grishin, N. V., Schultz, J., Kwiterovich, P.,
Shan, B., Barnes, R., and Hobbs, H. H. (2000)
Science 290, 1771 – 1775

236e. Allayee, H., Laffitte, B. A., and Lusis, A. J.
(2000) Science 290, 1709 – 1711

237. Bloch, K. (1982) Trends Biochem. Sci. 7, 334 –
336

238. Tanaka, N., Nonaka, T., Tanabe, T.,
Yoshimoto, T., Tsuru, D., and Mitsui, Y. (1996)
Biochemistry 35, 7715 – 7730

238a. Kramer, W., Sauber, K., Baringhaus, K.-H.,
Kurz, M., Stengelin, S., Lange, G., Corsiero,
D., Girbig, F., König, W., and Weyland, C.
(2001) J. Biol. Chem. 276, 7291 – 7301

238b. Lundell, K., Hansson, R., and Wikvall, K.
(2001) J. Biol. Chem. 276, 9606 – 9612

238c. del Castillo-Olivares, A., and Gil, G. (2000) J.
Biol. Chem. 275, 17793 – 17799

238d. Steinberg, S. J., Mihalik, S. J., Kim, D. G.,
Cuebas, D. A., and Watkins, P. A. (2000) J. Biol.
Chem. 275, 15605 – 15608

238e. Kotti, T. J., Savolainen, K., Helander, H. M.,
Yagi, A., Novikov, D. K., Kalkkinen, N.,
Conzelmann, E., Hiltunen, J. K., and Schmitz,
W. (2000) J. Biol. Chem. 275, 20887 – 20895

238f. Pullinger, C. R., Eng, C., Salen, G., Shefer, S.,
Batta, A. K., Erickson, S. K., Verhagen, A.,
Rivera, C. R., Mulvihill, S. J., Malloy, M. J.,
and Kane, J. P. (2002) J. Clin. Invest. 110,
109–117

239. Berginer, V. M., Salem, G., and Shefer, S.
(1984) N. Engl. J. Med. 311, 1649 – 1652

240. Björkhem, I., and Boberg, K. M. (1995) in The
Metabolic and Molecular Bases of Inherited
Disease, 7th ed., Vol. 2 (Scriver, C. R., Beaudet,
A. L., Sly, W. S., and Valle, D., eds), pp. 2073 –
2099, McGraw-Hill, New York

241. de Vree, J. M. L., Jacquemin, E., Sturm, E.,
Cresteil, D., Bosma, P. J., Aten, J., Deleuze, J.-
F., Desrochers, M., Burdelski, M., Bernard, O.,
Oude Elferink, R. P. J., and Hadchouel, M.
(1998) Proc. Natl. Acad. Sci. U.S.A. 95, 282 – 287

242. Breuer, O., and Björkhem, I. (1995) J. Biol.
Chem. 270, 20278 – 20284

243. Korytowski, W., Geiger, P. G., and Girotti, A.
W. (1996) Biochemistry 35, 8670 – 8679

244. Javitt, N. B., Kok, E., Burstein, S., Cohen, B.,
and Kutscher, J. (1981) J. Biol. Chem. 256,
12644 – 12646

245. Anderson, C. J., Lucas, L. J. H., and
Widlanski, T. S. (1995) J. Am. Chem. Soc. 117,
3889 – 3890

246. Ballabio, A., Parenti, G., Carrozzo, R.,
Sebastio, G., Andria, G., Buckle, V., Fraser, N.,
Craig, I., Rocchi, M., Romeo, G., Jobsis, A. C.,
and Persico, M. G. (1987) Proc. Natl. Acad. Sci.
U.S.A. 84, 4519 – 4523

247. Beaulieu, M., Lévesque, E., Hum, D. W., and
Bélanger, A. (1996) J. Biol. Chem. 271, 22855 –
22862

248. Porter, J. A., Young, K. E., and Beachy, P. A.
(1996) Science 274, 255 – 258

249. Briggs, M. H., and Brotherton, J. (1970) Steriod
Biochemistry and Pharmacology, Academic
Press, New York

250. Waterman, M. R., and Bischof, L. J. (1997)
FASEB J. 11, 419 – 427

251. Waterman, M. R. (1995) Science 267, 1780 –
1781

252. Lin, D., Sugawara, T., Strauss, J. F., III, Clark,
B. J., Stocco, D. M., Saenger, P., Rogol, A., and
Miller, W. L. (1995) Science 267, 1828 – 1831

253. Heyl, B. L., Tyrrell, D. J., and Lambeth, J. D.
(1986) J. Biol. Chem. 261, 2743 – 2749

254. Rhéaume, E., Sanchez, R., Mébarki, F.,
Gagnon, E., Carel, J.-C., Chaussain, J.-L.,
Morel, Y., Labrie, F., and Simard, J. (1995)
Biochemistry 34, 2893 – 2900

255. Bain, P. A., Yoo, M., Clarke, T., Hammond, S.
H., and Payne, A. H. (1991) Proc. Natl. Acad.
Sci. U.S.A. 88, 8870 – 8874

256. Borg, W., Shackleton, C. H. L., Pahuja, S. L.,
and Hochberg, R. B. (1995) Proc. Natl. Acad.
Sci. U.S.A. 92, 1545 – 1549

256a. Avvakumov, G. V., Muller, Y. A., and
Hammond, G. L. (2000) J. Biol. Chem. 275,
25920 – 25925

256b. Grishkovskaya, I., Avvakumov, G. V., Sklenar,
G., Dales, D., Hammond, G. L., and Muller, Y.
A. (2000) EMBO J. 19, 504 – 512

257. Mester, J., and Baulieu, E.-E. (1984) Trends
Biochem. Sci. 9, 56 – 59

258. Baulieu, E.-E. (1989) Science 245, 1351 – 1357
259. Ulmann, A., Teutsch, G., and Philibert, D.

(1990) Sci. Am. 262(Jun), 42 – 48
260. Beck, C. A., Weigel, N. L., Moyer, M. L.,

Nordeen, S. K., and Edwards, D. P. (1993)
Proc. Natl. Acad. Sci. U.S.A. 90, 4441 – 4445

261. Glasier, A., Thong, K. J., Dewar, M., Mackie,
M., and Baird, D. T. (1992) N. Engl. J. Med. 327,
1041 – 1044

262. Grimes, D. A., and Cook, R. J. (1992) N. Engl.
J. Med. 327, 1088 – 1089

263. Brann, D. W., and Mahesh, V. B. (1991) FASEB
J. 5, 2691 – 2698

264. Narasimhulu, S., Eddy, C. R., Dibartolomeis,
M., Kowluru, R., and Jefcoate, C. R. (1985)
Biochemistry 24, 4287 – 4294

265. White, P. C. (1994) N. Engl. J. Med. 331, 250 –
258

266. Phillips, I. R., and Shepard, E. A. (1985) Nature
(London) 314, 130 – 131

267. Goldsworthy, G. J., Robinson, J., and Mordue,
W. (1981) Endocrimology, Blackie, Glascow

268. Makin, H. L. J., ed. (1984) Biochemistry of the
Steroid Hormones, 2nd ed., Blackwell, Oxford

269. New, M. I., ed. (1985) Congenital Adrenal
Hyperplasia (Ann. N. York Acad. Sci.), Vol. 458,
New York Acad. Sci., New York

270. Chrousos, G. P. (1995) N. Engl. J. Med. 332,
1351 – 1362

271. Hatakeyama, H., Miyamori, I., Fujita, T.,
Takeda, Y., Takeda, R., and Yamamoto, H.
(1994) J. Biol. Chem. 269, 24316 – 24320

272. McEwen, B. (1981) Nature (London) 291, 610
273. Moore, R. J., Griffin, J. E., and Wilson, J. D.

(1975) J. Biol. Chem. 250, 7168 – 7172
274. Bull, H. G., Garcia-Calvo, M., Andersson, S.,

Baginsky, W. F., Chan, H. K., Ellsworth, D. E.,
Miller, R. R., Stearns, R. A., Bakshi, R. K.,
Rasmusson, G. H., Tolman, R. L., Myers, R.
W., Kozarich, J. W., and Harris, G. S. (1996) J.
Am. Chem. Soc. 118, 2359 – 2365

275. Russell, D. W., and Wilson, J. D. (1994) Ann.
Rev. Biochem. 63, 25 – 61

276. Lin, T.-M., and Chang, C. (1997) Proc. Natl.
Acad. Sci. U.S.A. 94, 4988 – 4993

277. Rittmaster, R. S. (1994) N. Engl. J. Med. 330,
120 – 125

278. Gormley, G. J., Stoner, E., Bruskewitz, R. C.,
Imperato-McGinley, J., Walsh, P. C.,
McConnell, J. D., Andriole, G. L., Geller, J.,
Bracken, B. R., Tenover, J. S., Vaughan, E. D.,
Pappas, F., Taylor, A., Binkowitz, B., and Ng,
J. (1992) N. Engl. J. Med. 327, 1185 – 1191

279. Baulieu, E.-E., and Robel, P. (1998) Proc. Natl.
Acad. Sci. U.S.A. 95, 4089 – 4091

280. Lardy, H., Partridge, B., Kneer, N., and Wei, Y.
(1995) Proc. Natl. Acad. Sci. U.S.A. 92, 6617 –
6619

281. Berdanier, C. D., Parente, J. A., Jr., and
Mcintosh, M. K. (1993) FASEB J. 7, 414 – 419

282. Nestler, J. E., Clore, J. N., and Blackard, W. G.
(1992) FASEB J. 6, 3073 – 3075

283. Berr, C., Lafont, S., Debuire, B., Dartigues, J.-
F., and Baulieu, E.-E. (1996) Proc. Natl. Acad.
Sci. U.S.A. 93, 13410 – 13415

284. Rose, K. A., Stapleton, G., Dott, K., Kieny, M.
P., Best, R., Schwarz, M., Russell, D. W.,
Björkhem, I., Seckl, J., and Lathe, R. (1997)
Proc. Natl. Acad. Sci. U.S.A. 94, 4925 – 4930

285. Wickelgren, I. (1997) Science 276, 675 – 678
285a. Yen, S. S. C. (2001) Proc. Natl. Acad. Sci. U.S.A.

98, 8167 – 8169
285b. Baulieu, E.-E., Thomas, G., Legrain, S.,

Lahlou, N., Roger, M., Debuire, B.,
Faucounau, V., Girard, L., Hervy, M.-P.,
Latour, F., Leaud, M.-C., Mokrane, A., Pitti-
Ferrandi, H., and 10 other authors. (2000)
Proc. Natl. Acad. Sci. U.S.A. 97, 4279 – 4284

285c. Rose, K., Allan, A., Gauldie, S., Stapleton, G.,
Dobbie, L., Dott, K., Martin, C., Wang, L.,
Hedlund, E., Seckl, J. R., Gustafsson, J.-Å.,
and Lathe, R. (2001) J. Biol. Chem. 276, 23937 –
23944

286. Cascio, C., Prasad, V. V. K., Lin, Y. Y.,
Lieberman, S., and Papadopoulos, V. (1998)
Proc. Natl. Acad. Sci. U.S.A. 95, 2862 – 2867

287. Kochakian, C. D. (1989) Foundations of
Endocrinology, Univ. of Alabama School of
Medicine, Tuscaloosa

288. Kochakian, C. D. (1987) Trends Biochem. Sci.
12, 446 – 450

289. Bardin, C. W. (1996) N. Engl. J. Med. 335, 52
290. Matsunaga, T., Nomoto, M., Kozak, C. A., and

Gonzalez, F. J. (1990) Biochemistry 29, 1329 –
1341

290a. Yamada, A., Yamada, M., Fujita, Y.,
Nishigami, T., Nakasho, K., and Uematsu, K.
(2001) J. Biol. Chem. 276, 4604 – 4610

291. Waxman, D. J., Dannan, G. A., and Guengerich,
F. P. (1985) Biochemistry 24, 4409 – 4417

292. MacGeoch, C., Morgan, E. T., Halper, J., and
Gustafsson, J.-A. (1984) J. Biol. Chem. 259,
15433 – 15439

293. Covey, D. F., Hood, W. F., Beusen, D. D., and
Carrell, H. L. (1984) Biochemistry 23, 5398 –
5406

294. Vaz, A. D. N., Kessell, K. J., and Coon, M. J.
(1994) Biochemistry 33, 13651 – 13661

 Ch 22 IND page - E 2/14/03, 11:45 AM1270



1271

References

295. Harada, N., Ogawa, H., Shozu, M., Yamada,
K., Suhara, K., Nishida, E., and Takagi, Y.
(1992) J. Biol. Chem. 267, 4781 – 4785

296. Graham-Lorence, S., Khalil, M. W., Lorence,
M. C., Mendelson, C. R., and Simpson, E. R.
(1991) J. Biol. Chem. 266, 11939 – 11946

297. Terashima, I., Suzuki, N., Itoh, S., Yoshizawa,
I., and Shibutani, S. (1998) Biochemistry 37,
8803 – 8807

298. Service, R. F. (1998) Science 279, 1631 – 1633
299. Henderson, B. E., Ross, R. K., and Pike, M. C.

(1993) Science 259, 633 – 638
299a. Hong, W. K., and Sporn, M. B. (1997) Science

278, 1073 – 1077
299b. Shimotakahara, S., Gorin, A., Kolbanovskiy,

A., Kettani, A., Hingerty, B. E., Amin, S.,
Broyde, S., Geacintov, N., and Patel, D. J.
(2000) J. Mol. Biol. 302, 377 – 393

300. Marshall, E. (1994) Science 264, 1524 – 1527
301. Davis, D. L., and Bradlow, H. L. (1995) Sci.

Am. 273(Oct), 166 – 172
302. Kaiser, J. (1996) Science 272, 1418
303. Arnold, S. F., Klotz, D. M., Collins, B. M.,

Vonier, P. M., Guillette, J., LJ, and McLachlan,
J. A. (1996) Science 272, 1489 – 1492

304. Hess, R. A., Bunick, D., Lee, K.-H., Bahr, J.,
Taylor, J. A., Korach, K. S., and Lubahn, D. B.
(1997) Nature (London) 390, 509 – 512

305. Sharpe, R. M. (1997) Nature (London) 390, 447 –
448

306. O’Malley, B. W., and Schrader, W. T. (1976)
Sci. Am. 234(Feb), 32 – 43

307. Fuller, P. J. (1991) FASEB J. 5, 3092 – 3099
308. La Baer, J., and Yamamoto, K. R. (1994) J. Mol.

Biol. 239, 664 – 688
309. Green, S., Walter, P., Kumar, V., Krust, A.,

Bornert, J.-M., Argos, P., and Chambon, P.
(1986) Nature (London) 320, 134 – 139

Study Questions

1. Outline the sequence and chemical mechanisms of
the reactions involved in the conversion of acetyl-
CoA into mevalonate.

2. a) Show the structures of the reactants for the
hydroxymethylglutaryl CoA synthase
reaction.

b) Free coenzyme A is liberated in the above
reaction.  From which molecule did it
come?  Explain the metabolic purpose behind
the liberation of free CoA.

3. List as many substances as you can that are of
polyprenyl origin and are present
a) in foods
b) in various commercial products

4. What distinctly different functions do 3-hydroxy-
3-methylglutaryl-CoA synthases serve in the
cytosol and in mitochondria of the liver?

5. Outline the functions of mitochondrial enzymes in
the conversion of fructose into cholesterol in the
liver.

6. How do you think that hydroxycitrate, an inhibi-
tor of ATP citrate lyase, would affect the ability of
liver to convert dietary fructose into bile acids?

310. Kostrouch, Z., Kostrouchova, M., and Rall, J.
E. (1995) Proc. Natl. Acad. Sci. U.S.A. 92, 156 –
159

311. Scherrer, L. C., Dalman, F. C., Massa, E.,
Meshinchi, S., and Pratt, W. B. (1990) J. Biol.
Chem. 265, 21397 – 21400

312. Tsai, M.-J., and O’Malley, B. W. (1994) Ann.
Rev. Biochem. 63, 451 – 486

313. Htun, H., Barsony, J., Renyi, I., Gould, D. L.,
and Hager, G. L. (1996) Proc. Natl. Acad. Sci.
U.S.A. 93, 4845 – 4850

314. Luisi, B. F., Xu, W. X., Otwinowski, Z.,
Freedman, L. P., Yamamoto, K. R., and Sigler,
P. B. (1991) Nature (London) 352, 497 – 505

315. Eriksson, M. A. L., Härd, T., and Nilsson, L.
(1995) Biophys. J. 68, 402 – 426

316. Schwabe, J. W. R., and Rhodes, D. (1991)
Trends Biochem. Sci. 16, 291 – 296

317. Hyder, S. M., Nawaz, Z., Chiappetta, C.,
Yokoyama, K., and Stancel, G. M. (1995) J.
Biol. Chem. 270, 8506 – 8513

318. Rastinejad, F., Perlmann, T., Evans, R. M., and
Sigler, P. B. (1995) Nature (London) 375, 203 –
211

319. Lee, M.-O., Dawson, M. I., Picard, N., Hobbs,
P. D., and Pfahl, M. (1996) J. Biol. Chem. 271,
11897 – 11903

320. Vivat, V., Zechel, C., Wurtz, J.-M., Bourguet,
W., Kagechika, H., Umemiya, H., Shudo, K.,
Moras, D., Gronemeyer, H., and Chambon, P.
(1997) EMBO J. 16, 5697 – 5709

321. Brzozowski, A. M., Pike, A. C. W., Dauter, Z.,
Hubbard, R. E., Bonn, T., Engström, O.,
Öhman, L., Greene, G. L., Gustafsson, J.-Å.,
and Carlquist, M. (1997) Nature (London) 389,
753 – 758

322. Yeh, H., Miyamoto, H., Shima, H., and Chang,
C. (1998) Proc. Natl. Acad. Sci. U.S.A. 95, 5527 –
5532

323. Paech, K., Webb, P., Kuiper, G. G. J. M.,
Nilsson, S., Gustafsson, J.-Å., Kushner, P. J.,
and Scanlan, T. S. (1997) Science 277, 1508 –
1510

324. Oñate, S. A., Tsai, S. Y., Tsai, M.-J., and
O’Malley, B. W. O. (1995) Science 70, 1354 –
1357

325. Grazzini, E., Guillon, G., Mouillac, B., and
Zingg, H. H. (1998) Nature (London) 392, 509 –
512

326. Kester, H. A., van der Leede, B.-jM., van der
Saag, P. T., and van der Burg, B. (1997) J. Biol.
Chem. 272, 16637 – 16643

327. Bowyer, P., Clarke, B. R., Lunness, P., Daniels,
M. J., and Osbourn, A. E. (1995) Science 267,
371 – 374

328. Smith, T. W. (1988) N. Engl. J. Med. 318, 358 –
365

329. Albuquerque, E. X., Daly, J. W., and Witkop,
B. (1971) Science 172, 995 – 1002

330. Daly, J. W. (1995) Proc. Natl. Acad. Sci. U.S.A.
92, 9 – 13

330a. Dumbacher, J. P., Spande, T. F., and Daly, J. W.
(2000) Proc. Natl. Acad. Sci. U.S.A. 97, 12970–
12975

331. Coudron, T. A., Law, J. H., and Koeppe, J. K.
(1981) Trends Biochem. Sci. 6, 248 – 252

332. Pongs, O. (1985) in Interaction of Steroid
Hormone Receptors with DNA (Sluyser, M., ed),
pp. 226 – 240, Ellis Horwood, Chichester

333. Murray, I. A., Cann, P. A., Day, P. J., Derrick, J.
P., Sutcliffe, M. J., Shaw, W. V., and Leslie, A.
G. W. (1995) J. Mol. Biol. 254, 993 – 1005

334. Moore, K. S., Wehrli, S., Roder, H., Rogers, M.,
Forrest, J. N., Jr., McCrimmon, D., and Zasloff,
M. (1993) Proc. Natl. Acad. Sci. U.S.A. 90,
1354 – 1358

335. Stone, R. (1993) Science 259, 1125

 Ch 22 IND page - E 2/14/03, 11:45 AM1271



1272 Chapter 23.  Light and Life

Contents

Chloroplasts fill most of the cytoplasm around the junction of three cells of
Arabidopsis thaliana seen in this micrograph.  Both grana stacks and stroma
lamellae (pictured in more detail in Fig. 23-19) can be seen.  Also present are
several small mitochondria.  Portions of the large vacuoles, characteristic of plant
cells, are seen at top, right, and bottom. Micrograph courtesy of Kenneth Moore.
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Light and Life 23

Light plays a pervasive role in human life.  The
earth is bathed in light from the sun, and from this
light comes not only warmth but also energy for all
living organisms.  Of the 3 x 104 kJ m–2 of light energy
falling on the earth each day,1,2 ~ 30 kJ m–2 are cap-
tured by photosynthesis.3  Light penetrating the atmo-
sphere allows us to see and provides color to our
environment.  It controls the flowering of plants, the
germination of seeds and spores, the greening of
seedlings, and the daily cycles of many organisms.
High in the stratosphere ultraviolet light reacts with
oxygen to create a protective blanket of ozone.  The
ultraviolet light that is not screened out by the ozone
layer kills bacteria, tans our skin, and often mutates
our DNA, inducing many cancers.4,5  Organisms, from
bacteria to higher plants, display phototaxis, the
ability to move toward a source of light or to orient
themselves with respect to a source of light.  In plants
the chloroplasts assume an orientation that maximizes
efficiency of light absorption.  Plants grow toward
light (phototropism), and some organisms avoid
light.  Many organisms emit light.

Many of our most important experimental tech-
niques involve the use of light or of other forms of
electromagnetic radiation of a wide range of energies.
X-rays, ultraviolet light, infrared light, and micro-
waves all serve in the study of biomolecules.

A.  Properties of Light

Light is a form of electromagnetic radiation and
possesses characteristics of both waves and particles
(photons).  The energy of a photon is usually mea-
sured by the frequency (or by the wavelength in a

vacuum to which it is inversely related, Table 23-1).  A
portion of the electromagnetic spectrum is shown on a
logarithmic scale in Fig. 23-1.1  At the high-energy end
(off the scale of the figure to the right) are cosmic rays
and gamma rays, while at the low-energy end radio
waves extend to wavelengths of many kilometers.  The
narrow range of wavelengths from about 100 nm to a
few micrometers, which is the subject of this chapter,
includes the ultraviolet, visible, and near infrared

Velocity of light
in a vacuum c = 2.998 x 108 m s–1

Velocity of light
in a medium c’ = c/n where n = refractive index

Wave number (in nm) ν = 1/λ; ν (in cm–1) = 107/λ

Frequency ν = c/λ = cν
ν (in hertz) = 2.998 x 1010 ν
   (cm–1) in a vacuum

Energy of quantum E = hv = hcν
E (joules) = 1.986 x 10–23 ν (cm–1)
E (eV) = 1.240 x 10–4 ν (cm–1)

Energy of einstein E = Nhv = Nhcν
    = 6.023 x 1023 hcν
E (joules) = 11.961 ν (cm–1)
E (kcal) = 2.859 x 10–3 ν (cm–1)

TABLE 23-1
Some Properties of Light
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constant, 6.626 x 10–34 J s–1.  From a chemical view-
point, we are more interested in the energy of one
einstein, i.e., one “mole” of light (6.023 x 1023 quanta).
The energy in kJ per einstein is 11,960 ν (in cm–1, vacu-
um).  Energy relationships are summarized in Table
23-1.  The lower three scales of Fig. 23-1 also show the
relationships of ν, ν, and E to wavelength.

The light wave is characterized by oscillating
electrical and magnetic fields.2,3,6  For propagation of
light in the x direction the electric field vector E, which
is customarily plotted in the y direction, is a function
of the wavelength λ and the time (Eq. 23-1).

Ey = A sin 2 π (x/λ – νt + φ)

ranges.  The second line of Fig. 23-1 shows this region
expanded.  Note that the range of light reaching the
earth’s surface is narrow, largely being confined to
wavelengths of 320 – 1100 nm.  The human eye re-
sponds to an even more limited range of 380 – 760 nm,
in which all of the colors of the rainbow can be found.
The aromatic rings of proteins and nucleic acids ab-
sorb maximally at 280 and 260 nm, respectively.  Even
though these wavelengths are largely screened out by
the ozone layer of the stratosphere, enough light pene-
trates to cause mutations and to damage the skin of
the unwary sunbather.

The energy of a quantum of light is proportional
to the wave number or frequency.  The wave number
ν is the reciprocal of wavelength and is customarily
given in units of cm–1 (reciprocal centimeters).  Most
of the absorption spectra in this book are plotted
against wave number in cm–1.  The frequency ν in
hertz is equal to c’ν, where c’ is the velocity of light in
a medium.  (The velocity of light in a vacuum is desig-
nated c and is equal to 3.00 x 108 m s–1.)  The energy of
a quantum of light E is equal to hν, where h is Planck’s

z

E

y
λ

x
H

(23-1)

Figure 23-1  A part of the electromagnetic spectrum.  The letters V, B, G, Y, O, R over the visible part of the spectrum refer to
the colors of the light.  The position marked “Ka line of Cu” is the wavelength of X-rays and most widely employed in X-ray
diffraction studies of proteins and other organic materials.
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(23-5)

(23-4)

B.  Absorption of Light

The magnetic vector H is at right angles to the electric
vector and is given by Eq. 23-2.

Hz = (ε /µ )_ A sin 2 π (x / λ – υt + φ)

The velocity of propagation of light in a medium, c’
(Eq. 23-3), depends upon both ε, the dielectric con-
stant of the medium, and µ, the magnetic perme-
ability.

Velocity in a medium: c’ = c/ (ε / µ)_ = c/n

The refractive index of a medium relative to a vacu-
um is given the symbol n.  It is the factor by which the
velocity of light in a vacuum is diminished in a medi-
um.  It is a function of wavelength.  For the 589 nm
sodium line n is 1.00029 for air and 1.33 for water at
25°C.

The term φ in Eqs. 23-1 and 23-2 is a phase factor.
Most light is called incoherent because φ varies for
the many photons making up the beam. Coherent
light produced by lasers contains photons all with the
same phase relationship.  If the electric vectors of all
the photons in a beam of light are in the same plane
(as will be the case for light emerging after passage
through certain kinds of crystals), the light is called
plane polarized.  The direction of polarization is that
of the electric vector E. Circularly polarized light, in
which the electric vector rotates and traces out either a
left-handed or right-handed helix, can also be generat-
ed.  A beam of left-handed circularly polarized light,
together with a comparable beam polarized in the
right-handed direction, is equivalent to a beam of
plane polarized light.  Conversely, plane polarized
light can be resolved mathematically into right- and
left-handed circularly polarized components.

B.  Absorption of Light

Absorption of light is fundamental to all aspects of
photochemistry and provides the basis for absorption
spectroscopy.3,5– 11  Light absorption is always quan-
tized.  It can take place only when the energy hν of a
quantum is equal to the difference in energy between
two energy levels of the absorbing molecule (Eq. 23-4).

E2 – E1 = hν

Not only must the difference E2 – E1 be correct for
absorption but also there must always be a change in
the dipole moment of the molecule in going from one
energy level to another.  Only when this is true can the
electric field of the light wave interact with the mole-
cule.  A further limitation comes from the symmetry
properties of the wave functions associated with each
energy level.  Quantum mechanical considerations

(23-2)

(23-3)

show that transitions between certain energy levels are
allowed, while others are forbidden.  Consideration of
such matters is beyond the scope of this book, but the
student should be aware that the quantum mechanical
selection rules that express this fact are an important
determinant of light absorption.

Many types of light source are used in chemical
measurements.  Of great importance is the recent
development of lasers that deliver very short pulses of
light.  Pulses as short as five femtoseconds (5 fs)11a,11b

and even less11c are being utilized for very rapid spec-
troscopy and excitation of fluorescence.  Structures are
being determined by ultrafast electron diffraction11d or
X-ray diffraction.11e,11f  It takes 200 fs or more for a
chemical bond to stretch and break during a reaction.
The cleavage and formation of bonds during this time
can be observed using 5-fs pulses.  Lasers with pulses
in the attosecond range may soon be used to observe
movements of electrons.11g

1. Quantitative Measurement of Light
Absorption, Spectroscopy

An absorption spectrum is a plot of some measure
of the intensity of absorption as a function of wave-
length or wave number.  The transmittance of a
sample held in a cell (or cuvette) is the fraction of
incident light that is transmitted, i.e., transmittance =
I/Io where Io is the intensity of light entering the sam-
ple and I is that of the emerging light.  The transmit-
tance is usually defined for a single wavelength, i.e.,
for monochromatic light.  The absorbance (or optical
density) is defined by Eq. 23-5, which also states the
Beer–Lambert law.  The length (in centimeters) of the

Absorbance = A = log10 (Io/ I) = εcl

light path through the sample is l, c is the concentra-
tion in moles per liter, and ε is the molar extinction
coefficient (molar absorptivity or molar absorption
coefficient), whose units are liter mol–1 cm–1 (or M–1

cm–1).  The reader can derive Eq. 23-5 by assuming
that in a thin layer of thickness dx the number of light
quanta absorbed is proportional to the number of
absorbing molecules in the layer.  Integration from x =
0 to l gives the Beer–Lambert law.  Equation 23-5
generally holds very well for solutions containing
single ionic or molecular forms.  However, it is usually
valid only for monochromatic light.  Furthermore,
making precise measurements of absorbance is not
easy.  At A = 1 only 10% of the incident light is trans-
mitted, and the utmost care is required to obtain a
value of A good to within ± 0.05.  At A= 2 only 1% of
incident light is transmitted, and the value of A will be
much less reliable.  Very low absorbances are also
difficult to measure.  In view of the importance that
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1276 Chapter 23.  Light and Life

spectrometry has played in biochemistry, it may seem
surprising that the first reliable commercial laboratory
ultraviolet–visible  spectrophotometers became avail-
able in 1940 and the first commercial infrared spec-
trometer in 1942.12

2.  The Energy Levels of Molecules

The energy of molecules consists of kinetic (trans-
lational), rotational, vibrational, and electronic
components.  The corresponding rotational, vibration-
al, and electronic energy levels are always quantized.
Light quanta of wavelengths 0.2 – 20 mm (50 – 0.5 cm–1;
frequencies of 1.5 x 1012 to 1.5 x 1010 s–1) with energies
of 0.6 – 0.006 kJ/ einstein are sufficient to excite mole-
cules from a given rotational energy level to a higher
one.  Spectra in this “far infrared” or “microwave”
region often consist of a closely spaced series of lines.
For example, the rotational spectrum of gaseous HCl is
a series of lines at 20.7 cm–1 intervals beginning at that
wave number and reaching a maximum at about 186
cm–1 (54 µm).  The energies involved in absorption of
such light are far lower than energies of activation for
common chemical reactions and lower than the aver-
age translational energy of molecules in solution at
ordinary temperatures (3/2 kBT or 3.7 kJ/ mol at 25oC).
However, they are still much higher than energies
involved in the nuclear transitions of NMR spectra
(Chapter 3).  Compare 500 Hz for a proton resonating
at 1 ppm in a 500 MHz NMR spectrometer with the
1010–1012 s–1 frequencies of microwave spectra.

Vibrational energies range from about 6 to as
much as 100 kJ mol–1 with corresponding wave num-
bers of ~ 500 – 8000 cm–1.  The resulting absorption
spectra are in the infrared region.  Excited electronic
energy levels are ~ 120 – 200 kJ mol–1, and the spectral
transitions are at 10,000 – 100,000 cm–1 (1000 – 100 nm
wavelengths) in the visible and ultraviolet region.

3.  Infrared (IR) and Raman Spectra

Absorption in the near infrared region is dominat-
ed by changes in vibrational energy levels.  A typical
wave number is that of the “amide A” band at 3300
cm–1 (3.0 µm wavelength), approximately 1014 s–1.
First let us consider the stretching vibrations of a
diatomic molecule.  The two nuclei of the molecule can
be thought of as connected with a spring.  The energy
of oscillation is approximately that of a harmonic
oscillator.  Application of quantum theory shows that
the discrete energy levels that can be assumed by the
oscillator are equally spaced.  The difference between
each pair of successive energy levels is hν, where ν is
the frequency of light that must be absorbed to raise
the energy from one level to the next.  In the ground

state (unexcited state) the molecule still possesses a
zero-point energy, E = 1/2 hνo, equal to half the ener-
gy needed to induce a transition.

While the harmonic oscillator is a good approxi-
mation to the behavior of a molecule in the lower
vibrational energy states, marked deviations occur at
higher energies.  At the lower energy levels the change
in the distance between the atomic centers during the

Figure 23-2  The potential energy of the hydrogen molecule
as a function of internuclear distance, and the position of its
vibrational energy levels.  ∆E values are energy differences
between successive levels; v designates vibrational quantum
numbers.  Adapted from Calvert and Pitts,2 p. 135.
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course of the vibration amounts to only ±10% or less,
but as the energy becomes greater the bond stretches
more and the motion becomes anharmonic.  The
energy states of molecules are often in the form of
Morse curves in which energy is plotted against
internuclear distance (Fig. 23-2).  As the internuclear
distance becomes very short, the energy rises steeply.
As the bond is stretched, there comes a point at which
addition of more energy ruptures the bond.  A diatom-
ic molecule will dissociate into atoms and more com-
plex molecules into fragments.  Vibrational energy
levels can be portrayed as horizontal lines at appropri-
ate heights on the Morse curve (Fig. 23-2).

Because there are many rotational energy levels
corresponding to each vibrational level, IR spectra
contain absorption bands resulting from simultaneous
changes in both the vibrational and rotational energy
levels of molecules.  Instead of single peaks corre-
sponding to single transitions in vibrational energy,
progressions of sharp bands at closely spaced intervals
are observed.  An example is provided by the band
corresponding to the stretching frequency of the H – Cl
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bond in gaseous HCl at 2886 cm–1 (3.46 µm).  There is
actually no band at this wave number but a series of
almost equally spaced bands on either side of the
fundamental frequency from ~ 2600 to ~ 3100 cm–1 at
intervals of ~ 21 cm–1, i.e., the wave number of the
rotational frequency seen in the microwave spectrum
(Herzberg,8 p. 55).  The effect is to broaden the band as
seen in a low-resolution spectrum.  This is only one
cause of the broadening of IR bands in solution.  An-
other cause is interaction with solvent to provide a
heterogeneity in the environments of the absorbing
molecules.

The IR spectra of diatomic molecules are relatively
easy to interpret, but for more complex substances the
infrared absorption bands often cannot be associated
with individual chemical bonds.  Instead, they corre-
spond to the fundamental vibrations (normal vibra-
tions) of the molecule.  Fundamental vibrations are
those in which the center of gravity does not change.
For a molecule containing n atoms, there are 3n – 6
such vibrations.  They are sometimes dominated by a
vibration of a single bond, but often involve synchro-
nous motion of many atoms.  The fundamental vibra-
tions of a molecule are described by such words as
stretching, bending (in-plane and out-of-plane), twisting,
and deformation.  Rarely are all 3n – 6 bands seen in an
infrared spectrum.  Some of the vibrations, e.g., the
symmetric stretching of the linear CO2 molecule, are
not accompanied by any change in dipole moment,
while other bands may simply be too weak to be
observed clearly.

Vibrations involving many atoms in a molecule,
i.e., skeletal vibrations, are often found in the region
of 700 – 1400 cm–1 (14 – 7 µm).  Vibrational frequencies
that are dominantly those of individual functional
groups can often be identified in the range 1000 – 5000
cm–1 (10 – 2 µm).  Examples of the latter are the stretch-
ing frequencies of C – H, N – H, and O – H bonds, which
have wave numbers of ~ 2900, 3300, and 3600 cm–1,
respectively.  The energy (and frequency) of the vibra-
tions increases as the difference in electronegativity
between the two atoms increases.  When a bond con-
nects two heavier atoms, the frequency is lower, e.g.,
the wave number for C – O in a primary alcohol is ~
1053 cm–1.  For a double bond it increases; for C = O it
is ~ 1700 cm–1.  This C = O stretching frequency usually
gives rise to one of the strongest bands observed in IR
spectra.  Hydrogen bonding has a strong and charac-
teristic effect.  Thus, the O – H frequency at ~ 3600 cm–1

is decreased to ~ 3500 cm–1 by hydrogen bonding.
Theory predicts that for a harmonic oscillator only

a change from one vibrational energy level to the next
higher is allowed, but for anharmonic oscillators
weaker transitions to higher vibrational energy levels
can occur.  The resulting “overtones” are found at
approximate multiples of the frequency of the funda-
mental.  Combination frequencies representing sums

and differences of frequencies of individual IR bands
may also be seen.  The intensities of these bands are
low, but their presence at relatively high energies in
the near IR region (4000 – 12,500 cm–1) means that they
may be easier to observe than the fundamental fre-
quencies in the more crowded IR region.12a  Develop-
ment of the very sensitive Fourier-transform
infrared spectroscopy (FTIR) has made it possible to
record the complex IR spectra of macromolecules in
dilute aqueous solutions rapidly.  The water spectrum
is substracted digitally.13– 16  FTIR has been utilized to
study amide groups in peptides, carboxyl groups in
proteins,17 conformations of sugar rings in DNA,18 and
the ionization state of phosphate groups.19  New com-
putational methods involving use of two-dimensional
representations provide simplifications in interpreta-
tion of IR spectra.19a  Another variant is total reflec-
tion FTIR, a technique that records spectra of thin
films and has permitted the recording of transient
changes in protein spectra with microsecond time
resolution.20,21

Vibrational frequencies of amide groups. The
IR absorption bands of amide groups,  which are
present in both proteins and in the purine and pyrimi-
dine bases, have attracted a great deal of attention.13,22–

23a  The amide I band at ~ 1680 cm–1 is associated with
an in-plane normal mode of vibration that involves
primarily C = O stretching.  (The band is designated I’
if the N– H has been exchanged to form N–2H.)16  The
amide II band at ~ 1500 –1 and the amide III band at
~ 1250 cm–1 both arise from in-plane modes that in-
volve N – H bending, while the higher frequency
amide A band at ~ 3450 cm–1 involves N – H stretching.
It is shifted to ~ 3300 cm–1 when the N – H is hydrogen
bonded.  Examples of IR spectra of proteins, including
the amide bands A, I, and II, are shown in Fig. 23-3.
The band shapes are complex.  Those of the amide
bands I and III depend upon the conformation of the
peptide chain.  For example, (Fig 23-3B) amide groups
in α helices have an amide I band about 20 cm–1 higher
than do those in β structures.

If peptide chains can be oriented in a regular
fashion, it may be useful to measure infrared linear
dichroism.24,25  Absorption spectra are recorded by
passing plane polarized light through the protein in
two mutually perpendicular directions, with the elec-
tric vector either parallel to the peptide chains or
perpendicular to the chains.  Such a pair of spectra is
shown in Fig. 23-3A for oriented fibrils of insulin.  In
this instance, the insulin molecules are thought to
assume a β conformation and to be stacked in such a
way that they extend transverse to the fibril axis (a
cross-β structure).  When the electric vector is parallel
to the fibril axis, it is perpendicular to the peptide
chains.  Since the amide I band is dominated by a
carbonyl stretching motion that is perpendicular to the

B.  Absorption of Light
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Figure 23-3  Infrared absorbance spectra of the amide
regions of proteins.  (A)  Spectra of insulin fibrils illustrating
dichroism.  Solid line, electric vector parallel to fibril axis;
broken line, electric vector perpendicular to fibril axis.  From
Burke and Rougvie.24  Courtesy of Malcolm Rougvie.  See
also Box 29-E.  (B)  Fourier transform infrared (FTIR) spectra
of two soluble proteins in aqueous solution obtained after
subtraction of the background H2O absorption.  The spec-
trum of myoglobin, a predominantly α-helical protein, is
shown as a continuous line.  That of concanavalin A, a
predominantly β-sheet containing protein, is shown as a
broken line.  From Haris and Chapman.14  Courtesy of
Dennis Chapman.
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peptide chains in the β structure, this band is en-
hanced when the electric vector is also perpendicular
to the peptide chains and is diminished when the
electric vector is parallel to the peptide chains (perpen-
dicular to the fibril axis, Fig. 23-3A).  The same is true
of the amide A band which is dominated by an N – H
stretch.  On the other hand, the dichroism of the amide
II band is the opposite because it tends to be dominat-
ed by an N–H bending, which is in the plane of the
peptide group but is longitudinal in direction.  In
isotope-edited FTIR, heavy atoms such as 13C are
introduced to shift IR bands and assist in their identifi-
cation.  The method can be combined with measure-
ment of linear dichroism of oriented peptides.25

The loss of the amide II band in D2O is one of the
major tools for studying protein dynamics.13,26  (see
Chapter 3, Section I,5).  In some cases the four main
secondary structures, α helix, β sheet, β turn, and
random coil, can be distinguished.27  The amide bands
of pyrimidines can also be observed in IR spectra of
pyrimidines.  Figure 23-4A shows the spectrum of 1-
methyluracil in H2O and also in D2O.  Notice that the
amide II band is totally lacking in D2O.  The same
figure also shows the IR spectrum of 1-methyluracil
contaning 18O in the 4 position.  The shift of 9 cm–1 in
the amide II position is part of the evidence that the
NH bending vibration is extensively coupled to C = O
and C = C stretching modes.

Raman spectra. In a collision between a photon
and a molecule, the photon may undergo elastic
collision in which the photon loses no energy but
changes its direction of travel.  Such scattering is
known as Rayleigh scattering and forms the basis for
a method of molecular mass determination.  Some-
times inelastic collisions occur in which both the

Figure 23-4  (A) Infra-
red and (B) Raman
spectra of 1-methyluracil
in H2O and D2O.  Spec-
tra for normal 1-methy-
luracil and for the
specific isotopic deriva-
tives with 18O in the 4
position are shown.
From Miles et al.28
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BA

molecule and the photon undergo changes in energy.
Since such changes must be quantized and involve
vibrational and rotational levels of the molecule, the
spectrum of the scattered light (Raman spectrum)
contains much of the same information as an ordinary
IR spectrum.  However, the selection rules are not the
same.  Some transitions are “infrared active” and
others are “Raman active.”  IR-active transitions can
occur only when the dipole moment varies with time
as a molecule vibrates, whereas Raman-active transi-
tions require that the polarizability change with time.
For this reason, it, s useful to measure both IR and
Raman spectra on the same sample.  Until recently,
Raman spectroscopy was not used much in biochemis-
try because of the low intensity of the scattered light.
However, with laser excitation the technique is practi-
cal7,13,23,28,29 and can be applied to aqueous or non-
aqueous solutions, and to solid or dispersed forms of
macromolecules.

Both amide I and amide III bands are seen in
Raman spectra of proteins.30  Lippert et al. devised the
following method for estimating the fractions of α-
helix, β sheet, and random coil conformations in pro-
teins.31  The amide I Raman bands are recorded at 1632
and 1660 cm–1 in D2O (amide I’).  The amide III band,
which is weak in D2O, is measured at 1240 cm–1 in
H2O.  The intensities of the three bands relative to the
intensity of an internal standard (the 1448 cm–1 CH2
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deformation) are related to those of standard poly-L-
lysine in known conformations.  See also Craig and
Gaber.32  The Raman spectrum of 2-methyluracil is
shown in Fig. 23-4B.  Note the low intensity of the
amide II band relative to that of the amide I band, a
characteristic of Raman spectra.  Linear dichroism
observed by polarized Raman microspectrophotome-
try has provided information about orientation of
indole rings of tryptophan in filamentous virus
particles.33,33a

In resonance Raman spectroscopy34– 37 a laser
beam of a wavelength that is absorbed in an electronic
transition is used.  The scattered light is often strongly
enhanced at frequencies differing from that of the laser
by Raman frequencies of groups within the chro-
mophore or of groups in another molecule adjacent to
the chromophore.  The resonance effect not only in-
creases the sensitivity of Raman spectroscopy but also
allows a person to study specifically the vibrational
spectrum of a selected aromatic group or other struc-
ture within a macromolecule.  Problems associated
with the technique are fluorescence, which may be 106

times as strong as the Raman emission, and photo-
chemical damage from the intense laser beam.  Fluo-
rescence is often quenched with KI (see Section C,1).

If the exciting laser has a frequency ν0 and the
frequency of a vibrationally excitation in a molecule is
ν1 the Raman spectrum will contain a pair of bands,

Figure 23-5  Resonance Raman spectra.  (A)  Of the retinaldehyde-containing bacteriorhodopsin bR568 (see Fig. 23-45) and its
12,14-2H and 14-13C isotopic derivatives.  (B)  Of bR568 labeled with the dominant internal coordinates that contribute to the
normal modes.  From Lugtenburg et al.37
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the stronger one or “stokes” band of energy h (ν0 – ν1)
and a weaker one or “anti-stokes” band of h (ν0 + ν1).
Special techniques such as coherent anti-stokes
Raman scattering provide a means of getting around
the fluorescence problem.13,36,38  Raman spectroscopy
is also possible with excitation of ultraviolet absorp-
tion bands.  It can be applied to peptides,39– 41 tryp-
tophan or tyrosine residues of proteins,42 nucleic acid
bases,43– 45  heme proteins,46– 48 other metalloproteins,49

flavin coenzymes,50– 52 pyridoxal phosphate,53,54

flavoproteins,54a carotenoid-containing proteins,55 and
to substrates undergoing cleavage in the active site of
papain.56 Resonance Raman spectroscopy is very
useful in the study of adducts of CO, NO, and O2 with
heme proteins because coupled vibrational  modes of
both the porphyrin rings and axial ligands can be
observed.56a,b  Resonance Raman spectra are strongly
amplified for samples adsorbed to specially prepared
colloidal silver particles.57  Examples of resonance
Raman spectra are shown in Fig. 23-5.

4.  Electronic Spectra

Biochemists make extensive use of spectroscopy in
the ultraviolet (UV) and visible range.  Visible light
begins at the red end at ~ 12,000 cm–1 (800 nm) and
extends to 25,000 cm–1 (400 nm).  The ultraviolet range
begins at this point and extends upward, the upper
limit accessible to laboratory spectrophotometers
being ~ 55,000 cm–1 (180 nm).  The energies covered in
the visible–UV range are from ~ 140 to ~ 660 kJ/ mol.
The latter is greater than the bond energy of all but the
strongest double and triple bonds (Table 6-7).  It is
understandable that UV light is effective in inducing
photochemical reactions.  Even the lower energy red
light, which is used by plants in photosynthesis, con-
tains enough energy per einstein to make it feasible to
generate ATP, to reduce NADP+, and to carry out other
photochemical processes.  Although the energies of
light absorbed in electronic transitions are large, the
geometry of molecules in the excited states is often
only slightly altered from that in the ground state.  The
amount of vibration is increased, and the molecule
usually expands moderately in one or more dimen-
sions.

The significance of light absorption in biochemical
studies lies in the great sensitivity of electronic energy
levels of molecules to their immediate environment
and to the fact that spectrophotometers are precise and
sensitive.  The related measurements of circular
dichroism and fluorescence also have widespread
utility for study of proteins, nucleic acids, coenzymes,
and many other biochemical substances that contain
intensely absorbing groups or chromophores.58

Shapes of absorption bands. Electronic absorp-
tion bands are usually quite broad, the width of the
band at half-height often being 3000 – 4000 cm–1.  The
breadth arises largely from the coupling of electronic
excitation to changes in the vibrational and rotational
energy levels.  Inhomogeneity of environments in
the solvent also contributes.  Shapes of absorption
bands are to a large extent determined by the Franck–
Condon principle, which states that no significant
change in the positions of the atomic nuclei of the
molecule occurs during the time of the electronic
transition.  Since the frequency of light absorbed dur-
ing these transitions is ~ 1015 to 1016 s–1, the absorption
of light energy occurs within 10–15 to 10–16 s, the time
equivalent to the passage of one wavelength of light.
During this period the vibrational motions of the
nuclei are almost insignificant because of the much
lower frequencies of vibration.  Two types of potential
energy curves for excited states of molecules are
shown in Fig. 23-6.2  In the first the geometry of the
molecule is little changed between ground state and
excited state.  At room temperature most molecules are
in the lowest energy states of at least the most energet-
ic of the various vibrational modes of the molecule
(3 / 2 kBT ~ 300 cm–1).  Therefore, the most probable
transitions occur from the lowest vibrational states of
the ground electronic states.  The most probable inter-
nuclear distance for a molecule in the ground state is
the equilibrium distance re (Fig. 23-2).  Since that
distance is the same in all of the vibrational levels of
the electronically excited state, transitions to any of
these states may occur.  The transition to the first
vibrational level of the excited state is most likely.  The
result is an absorption spectrum in which the sharp
band representing the “0– 0 transition” is most intense
and in which there are progressively weaker bands
corresponding to the 0 – 1, 0 – 2, 0 – 3, etc., transitions
(Fig. 23-6A).  Many organic dyes with long series of
conjugated double bonds have spectra of this type.59,60

Figure 23-6  Typical potential energy curves for two types
of band spectra:  (A) For a transition in which the equilibri-
um internuclear distances re are about equal in the ground
and excited states.  (B) For a transition in which re’ (excited
state) > re (ground state).  From Calvert and Pitts,2 p. 179.

A B

 Ch 23 IND page - E 2/14/03, 1:43 PM1280



1281

A second type of spectrum is illustrated in Fig.
23-6B.  In this instance, the molecule has expanded in
the excited state, and re is greater than in the ground
state.  The Franck–Condon principle suggests that a
transition is likely only to those vibrational levels of
the excited state in which the internuclear distance
is compressed for a significant fraction of the time,
approximately to that of re in the ground state.  Exam-
ination of Fig. 23-6B explains why the resulting ab-
sorption spectra tend to have weak 0 – 0 bands and
stronger bands corresponding to transitions to higher
levels.

For real spectra of polyatomic molecules the situa-
tion is more complex.  Some molecules in the ground
state do occupy higher vibrational levels of the less
energetic modes.  Therefore, there will be weaker lines,
some of which lie on the low-energy side of the 0 – 0
transition.  Since in polyatomic molecules there are
several normal modes of vibration, there will be other
progressions of absorption bands paralleling those
shown in Fig. 23-6 and filling in the valleys between
them.  All of the bands are broadened by rotational
coupling and by interactions with solvent.

An example of a molecule giving a spectrum of
the type shown in Fig. 23-6B is toluene.  The vapor
phase spectrum contains a large number of sharp
lines, some of which can be seen in the low-resolution
spectrum of Fig. 23-7.  Several progressions can be
identified.61  One begins with the intense 0 – 0 line at
37.48 x 103 cm–1 and in which spacing of ~ 930 cm–1

between lines corresponds to a vibration causing
symmetric expansion of the ring (ring breathing fre-
quency), a frequency that can also be observed in the
infrared spectrum.  Other progressions beginning at
the 0 – 0 line involve additional modes of vibration
with frequencies (in the excited electronic state) of 460,

Figure 23-7  The spectrum of the first electronic transition
of toluene vapor at low resolution.  Cary 1501 spectropho-
tometer.
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520, and 1190 cm–1.  Additional weaker bands are
“buried” in the valleys in Fig. 23-6.  When the spec-
trum of toluene is measured in solution, the sharp
lines are broadened, but there are still indications of
vibrational structure.

Gaussian curves (normal distribution functions)
can sometimes be used to describe the shape of the
overall envelope of the many vibrationally induced
subbands that make up one electronic absorption
band, e.g., for the absorption spectrum of the copper-
containing blue protein of Pseudomonas (Fig. 23-8)
Gaussian bands are appropriate.  They permit resolu-
tion of the spectrum into components representing
individual electronic transitions.  Each transition is
described by a peak position, height (molar extinc-
tion coefficient), and width (as measured at the half-
height, in cm–1).  However, most absorption bands of
organic compounds are not symmetric but are skewed

B.  Absorption of Light

Figure 23-8   Resolution of the visible circular dichroism
(ellipticity) spectrum (A) and absorption spectrum (B) of the
Pseudomonas blue protein into series of overlapping Gaussian
bands (—).  The numbers 1 to 6 refer to bands of identical
position and width in both spectra.  Absorption envelopes
resulting from the sum of the set of overlapping Gaussian
bands (—) correspond within the error of the measurement
to the experimental spectra.  The dashed part of the CD
envelope above 700 nm was completed by a curve fitter with
the use of a band in the position of band 1 of the absorption
spectrum.  From Tang et al.68
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toward the high-energy side.  It is best to fit such
bands with a skewed function such as the log normal
distribution curve.62– 64  In addition to position, height,
and width, a fourth parameter provides a measure of
skewness.  Computer-assisted fitting with log normal
curves gives precise values for the positions, widths,
and intensities.  In general, the peak position is some-
what to the high-energy side of the 0 – 0 transition.

Absorption spectra plotted as a linear function of
wavelength are sometimes fitted with Gaussian
curves.  However, Gaussian curves only occasionally
give a good fit for such spectra, and it is undesirable to
measure bandwidths in nanometers.  It is wave num-
ber that is proportional to energy.  Spectral bands tend
to have similar widths across the visible–ultraviolet
range when plotted against wave number but not
when ploted against wavelength.  Another approach
to the quantitative description of spectra is to fit the
major progressions of vibrational subbands with series
of narrow Gaussian curves.65– 67

Classification of electronic transitions. The
intense 600-nm absorption band of the copper blue
protein in Fig. 23-8 is attributed to a d–d transition of
an electron in the metal ion from one d orbital to an-
other of higher energy.68 The intensity is thought to
arise from transfer of an electron from a cysteine thi-
olate to the copper (p. 883).  The electronic transitions
in most organic molecules are of a different type.
Transitions lying at energies <55,000 cm–1 are classified
as either π –π* or n–π*.  In the π –π* transitions an
electron is moved from a bonding π  molecular orbital
to an antibonding (π*) orbital.  Such a transition is
present in ethylene at 61,540 cm–1 (162.5 nm) with a
maximum molar extinction coefficient εmax of ~ 15,000
M–1 cm–1.  An n–π* transition results from the raising
of an electron in an unshared pair of an oxygen or
nitrogen atom into a π* antibonding orbital.  These
transitions are invariably weak.  For example, acetone
in H2O shows an n–π* transition at 37,740 cm–1 (265
nm).  The value of εmax is ~ 240 and the width is about
6400 cm–1.  A characteristic of n–π* transitions is a
strong shift to lower energies as the compound is
moved from water into less polar solvents.  For exam-
ple, the peak of the acetone band lies at 36,920 cm–1 in
methanol and at 35,970 cm–1 (278 nm) in hexane.  Such
a solvent shift is often taken as diagnostic of an n–π*
transition, and it is often stated that the π –π* bands
shift in the opposite direction upon change of solvent
character.  However, the latter is not true for many of
the polar chromophores found in biochemical sub-
stances.  Thus, the π –π* bands of tyrosine also shift to
lower energies when the molecule is moved from
water into hexane.  However, the magnitude of the
shift is much less than for the n–π* band of acetone.

A molecule can have several different excited
states of increasing energies.  In benzene and its deriv-

atives there are three easily detectable π –π* transitions
(see Fig. 3-13).  The first is a weak band centered at ~
260 nm in toluene (Fig. 23-7) and ~ 275 nm in tyrosine
(Fig. 3-13) with ε = 102 to 103.  The second is a band at
a higher frequency (at 1.35  0.10 times the frequency of
the first band) with εmax often as high as 104.  The third
band is found at still higher energies with εmax reach-
ing 5 x 104.  The excited-state energy levels represented
by these transitions were labeled 1Lb, 1La, and 1Ba by
Platt.  Other authors described the levels in terms of
the symmetries of the molecular orbitals, the ground
state being 1A1g, and the three excited states 1B2u,

1B1u,
and 1E1u.  In these symbols the superscript 1 indicates
that the excited states are singlet in nature; that is, the
electrons remain paired in the excited states.  Absorp-
tion of visible and ultraviolet light almost always leads
to singlet excited states initially.  For more complex
ring systems the number of possible electronic transi-
tions increases, but attempts are often made to relate
these transitions back to those of benzene.

The intensities of electronic transitions vary great-
ly.  The area (A) under the absorption band, when ε is
plotted against wave number ν, is directly proportion-
al (Eq. 23-6) to a dimensionless quantity called the
oscillator strength f.

In this equation me and e are the mass and charge of
the electron, c is the velocity of light, N is Avogadro’s
number, and A is the area in a plot of ε vs ν in cm–1; F
is a dimensionless correction factor that is related to
the refractive index of the medium and is near unity
for aqueous solutions.  If the area is approximated as
that of a triangle of height εmax and width (at half-
height) W, we find that for a typical absorption band of
εmax = 104 and W = 3000 cm–1, f = 0.13.

The oscillator strength is related to the probability
of a transition and can become approximately 1 only
for the strongest electronic transitions.  However, it is
rarely this high.  For example, the oscillator strength is
~ 10–4 for Cu2+ and ~ 2 x 10–3 for the toluene absorption
band shown in Fig. 23-7.  The low intensity of absorp-
tion bands of benzene derivatives is related to the fact
that these transitions are quantum mechanically for-
bidden for a completely symmetric molecule.  It is
only because of coupling with asymmetric vibrations
of the ring that the 1Lb transition of benzene becomes
weakly allowed.  In the benzene spectrum the 0 – 0
transition is completely absent, and only those pro-
gressions involving uptake of an additional 520 cm–1

of a nonsymmetric vibrational energy are observed.  In
the case of toluene and phenylalanine, the asymmetry
of the ring introduced by the substituents permits the
0– 0 transition to occur and leads to a higher oscillator

(23-6)
f =

2.303 mec
2

πNe2 FA = 4.32 × 10-9 FA
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strength than that observed with benzene.  The 1La
transition of benzenoid derivatives is also partially
forbidden by selection rules, and only the third band
begins to approach an oscillator strength of one.

Use of plane polarized light. The intensity of a
spectral transition is directly related to the transition
dipole moment (or simply the  transition moment), a
vector quantity that depends upon the dipole mo-
ments of the ground and excited states.  For aromatic
ring systems, the transition dipole moments of the π –
π* transitions lie in the plane of the ring.  However,
both the directions and intensities for different π –π*
transitions within a molecule vary.

The transition moment has a dimension of length
(usually given in angstroms) and can be thought of as
a measure of the extent of the charge migration during
the transition.  Light is absorbed best when the direc-
tions of polarization (i.e., of the electric vector of the
light) and of the transition moment coincide.  This fact
can easily be verified by light absorption measure-
ments on crystals.  As with infrared spectra of oriented
peptide chains (Fig. 23-3), the electronic spectra of
crystals display a distinct dichroism.  Crystals of coen-
zyme-containing proteins (Fig. 23-9) are very appro-
priate for spectroscopy with polarized light because
the chromophores are spaced far enough apart to
avoid electronic interaction and have absorbances low
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Figure 23-9  Polarized ab-
sorption spectra of orthor-
hombic crystals of cytosolic
aspartate aminotransferase.
The light beam passed
through the crystals along the
b axis with the plane of polar-
ization parallel to the a axis
(A) or the c axis (C).  Left,
native enzyme at pH 5.4;
right, enzyme soaked with 300
mM 2-methylaspartate at pH
5.9.  The band at ~ 430 nm
represents the low pH proto-
nated Schiff base form of the
enzyme.  Upon soaking with
2-methylaspartate the coen-
zyme rotates ~ 30º to form a
Schiff base with this quasisub-
strate.  The result is a large
change in the c/a polarization
ratio.  The ~ 364 nm band in
the complex represents the
free enzyme active site in the
second subunit of the dimeric
enzyme.70,73  Courtesy of
C. M. Metzler.

enough to record with crystals of the order of 0.1 mm
thickness.69,70

In contrast to π –π* transitions, the n–π* transitions
of heterocyclic compounds and carbonyl-containing
rings are often polarized in a direction perpendicular
to the plane of the ring.  Linear dichroism of cytosine,
adenine, and other nucleic acid bases has been mea-
sured on single crystals and in partially oriented poly-
mer films.71  Magnetically induced linear dichroism
provides a new tool for study of metalloproteins.72

Relationship of absorption positions and in-
tensity to structures.  While quantum mechanical
calculations permit prediction of the correct number
and approximate positions of absorption bands, they
are imprecise.  For this reason, electronic spectroscopy
also relies upon a combination of empirical rules and
atlases of spectra that can be used for comparison
purposes.74– 76  The following may help to orient the
student.  The position of an absorption band shifts
bathochromically (to longer wavelength, lower
energy) when the number of conjugated double bonds
increases.  Thus, butadiene absorbs at 46,100 cm–1

(217 nm) vs the 61,500 cm–1 of ethylene.  As the num-
ber of double bonds increases further, the bathochro-
mic shifts become progressively smaller (but remain
more nearly constant in terms of wavelength than
wave number).  For lycopene (Fig. 23-10) with 11

B.  Absorption of Light
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Figure 23-10  The absorption spectrum of lycopene (plotted
vs wavelength).  Note the vibrational structure, which has
a spacing of ~ 1200 – 1500 cm–1.  The solid line is for all-
translycopene while the dashed line is that of the sample
after refluxing 45 min in the dark.  The new peak at ~ 360 nm
arises from isomers containing some cis double bonds.

conjugated double bonds the absorption band is locat-
ed at 21,300 cm–1 and displays distinct vibrational
structure (Fig. 23-10).  Certain ring molecules such as
the porphyrins and chlorophylls have spectra that can
be related back to those of the linear polyenes.  Note
(Fig. 16-7) that the porphyrin α and β bands represent
vibrational structure of a single electronic transition,
whereas the intense Soret band results from a different
transition.

Substituted benzenes almost invariably absorb at
lower energies than the parent hydrocarbon.  The
stronger the electron withdrawing or donating ability
of the substituent, the larger the bathochromic shift.
The magnitude of the shift has been correlated with
the Hammett σ constants.  Thus, the first absorption
band of tyrosine in water is shifted 2600 cm–1 toward
the red from that of benzene, while that of the dissoci-
ated tyrosine anion is shifted 4700 cm–1,  very roughly
in proportion to the σp values of Box 6-C.  Especially
large shifts are observed when functional groups of
opposite types (that is, an electron donating group vs
an electron accepting group) are both present in the
same ring.  The effects of ortho and meta substituent
pairs are closely similar (in contrast to the differing
electronic effects of ortho and meta pairs in chemical
reactivity).  Substituent pairs in para positions yield

somewhat different spectral shifts.  When there are
more than two substituents, the two strongest groups
often dominate in determining the character of the
spectrum.  Useful empirical rules have been devel-
oped.77,78

Spectra of proteins and nucleic acids. Most
proteins have a strong light absorption band at 280 nm
(35,700 cm–1) which arises from the aromatic amino
acids tryptophan, tyrosine, and phenylalanine (Fig. 3-
14).  The spectrum of phenylalanine resembles that of
toluene (Fig. 23-7),61 whose 0 – 0 band comes at 37.32 x
103 cm–1.  The vibrational structure of phenylalanine
can be seen readily in the spectra of many proteins
(e.g., see Fig. 23-11A).  The spectrum of tyrosine is also
similar (Fig. 3-13), but the 0 – 0 peak is shifted to a
lower energy of ~ 35,500 cm–1 (in water).  Progressions
with spacings of 1200 and 800 cm–1 are prominent.79

The low-energy band of tryptophan consists of two
overlapping transitions 1La and 1Lb.65  The 1Lb transi-
tion has well-resolved vibrational subbands, whereas
those of the 1La transition are more diffuse.  Tryp-
tophan derivatives in hydrocarbon solvents show 0 – 0
bands for both of these transitions at approximately
289.5 nm (34,540 cm–1).  However, within proteins the
1La band may be shifted 3 – 10 nm (up to 1100 cm–1)
toward lower energies, probably as a result of hydro-
gen bonding to other groups in the protein.  The larg-
est shifts can occur when the NH group of the indole
ring is hydrogen bonded to COO–, a ring nitrogen of
histidine, or a carbonyl group of amides.80  In an aque-
ous medium the 1Lb band of tryptophan is shifted to
higher energies and the 1La band to lower energies
than in a hydrocarbon solvent.

In addition to the three aromatic amino acids,
disulfide bonds absorb in the near ultraviolet region as
indicated in Fig. 3-14.  Since the absorption character-
istics depend upon the dihedral angles in the disulfide
bridges, it is difficult to accurately evaluate the contri-
bution of this chromophore to the 280-nm band.

Tyrosine, tryptophan, and phenylalanine all have
additional transitions in the high-energy UV region of
the spectrum (Fig. 3-13).  Even more intense are the
absorption bands of the amide groups, which become
significant above 45,000 cm–1.81  These include a weak
n–π* transition at ~ 45,500 cm–1 (210 nm) overlapped
by a strong π –π* transition at ~ 52,000 cm–1 (192 nm).82

Histidine also has absorption bands in this region.
As with polypeptides, the light absorption proper-

ties of polynucleotides reflect those of the individual
components.  The spectra of the purine and pyrimi-
dine bases as ribonucleosides are shown in Fig. 5-5.
The number of individual electronic transitions and
their origins are not immediately obvious, but many
measurements in solutions and in crystals, as well
as theoretical computations,7,83,84 have been made.
Cytosine has π –π* transitions at ~ 275, 230, 200, and
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185 nm,83 the two highest energy bands being over-
lapped.  Adenine derivatives have seven π –π* transi-
tions.71  Spectra of flavins contain at least four intense
transitions (Fig. 15-8).85

Whereas proteins have their low energy absorp-
tion band at ~ 280 nm, polynucleotides typically have
maxima at ~ 260 nm (38,500 cm–1).  A phenomenon of
particular importance in the study of nucleic acids is
the hypochromic effect.  In a denatured polynucle-
otide the absorption is approximately the sum of
that of the individual components. However, when a
double helical structure is formed and the bases are
stacked together, there is as much as a 34% depression
in the absorbance at 260 nm.  This provides the basis
for optical measurement of DNA melting curves (Fig.
5-45).45,86  The physical basis for the hypochromic
effect is found in dipole – dipole interactions between
the closely stacked base pairs.7,86,87

Difference spectra and derivative spectra.
Changes in light-absorbing properties of proteins and
nucleic acids are often measured as a function of some
quantity such as pH, temperature, ionic environment,
or the presence or absence of another interacting mole-
cule.  The induced changes in the spectrum are small

but can be seen if the difference between the two spec-
tra, one “unperturbed” and the other in the presence
of some “perturbant,” is recorded.  The perturbant
might be an additional reagent, an altered solvent
(e.g., with added glycerol, D2O), a change in pH, or
temperature.  The difference spectrum shown in Fig.
23-11B arises from the binding of an inhibitor succi-
nate together with a substrate carbamoyl phosphate to
the catalytic subunit of aspartate carbamoyltransferase
(Fig. 7-20).88  The difference spectrum appears as a pair
of peaks and a valley in the aromatic amino acid re-
gion.  With proper interpretation (caution!) difference
spectra can be used to infer something about the
change in environment of aromatic amino acids in a
protein.89

Difference spectra are usually recorded by placing
the unperturbed spectrum in the reference light beam of
a spectrophotometer and the perturbed solution in the
sample beam in carefully matched cuvettes.  However,
the spectrum shown in Fig. 23-11B was obtained by
recording the two spectra independently and subtract-
ing them with the aid of a computer.  The same data
have been treated in another way by fitting two log
normal curves (p. 1283) to the absorption bands and
plotting the differences between the mathematically
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Figure 23-11  The difference spectrum for the catalytic subunit
of aspartate carbamoyltransferase (Fig. 7-20) in the presence and
absence of succinate and carbamoyl phosphate.  (A) The spec-
trum of the unperturbed enzyme (points) fitted with two log
normal curves (solid line). (B) The difference between the spec-
trum of enzyme plus 0.09 M succinate and 4.3 mM carbamoyl
phosphate and that shown in (A) (compare with published
difference spectrum for intact aspartate carbamoyltransferase).88

(C) Curve 1, “fine structure plot” obtained by subtracting the
spectrum in A from the smooth curve obtained by summing the two log normal curves.  Curve 2, a similar plot for enzyme
plus succinate and carbamoyl phosphate.  The enzyme was supplied by G. Nagel and H. K. Schachman and the spectra were
recorded by I.-Y. Yang.
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is measured as an angle in degrees or radians.  Data
are customarily reported in terms of specific rotation,
that of a hypothetical solution containing 1 g / ml in a
1 dm (decimeter) tube.  Specific rotation is calculated
(Eq. 23-10) from the observed rotation, the concentra-
tion c’ in g ml–1, and the length of the tube l' in deci-
meters.

Specific rotation = [ α ] = α obs/c’ l’

The molecular rotation is defined by Eq. 23-11 in
which Mr is the molecular mass and c and l are in
moles per liter and cm, respectively.

Molecular rotation = [ φ ] = 100 α obs/c l
                                         =  [ α ] Mr / 100

It is often multiplied by a factor of 3/ (η2 + 2) to correct
for a minor effect of the polarizability of the field
acting on the molecules.  The rotation in the radians
per centimeter of light path can be related (Eq. 23-12)
directly to the wavelength of the light and the refrac-
tive indices ηL and ηR.

α ( radians / cm) = [ α ] c’/ 1800 = π /λ [ηL – ηR]

In contrast to circular dichroism, optical rotary
dispersion (ORD) extends far from absorption bands
into spectral regions in which the compound is trans-
parent.  As an absorption band is approached, the
optical rotation increases in either the positive or
negative direction.  Then, within the absorption band
it drops abruptly through zero and assumes the oppo-
site sign on the other side of the band (the Cotton
effect).  Although the occurrence of optical rotation in
nonabsorbing regions of the spectrum provides an
advantage to ORD measurements, the interpretation of
ORD spectra is more complex than that of CD spectra.
In principle, the two can be related mathematically
and both are able to give the same kind of chemical
information.7

The CD in the d–d bands of the blue copper pro-
tein (Fig. 23-8) arises in part from the fact that within
the protein the copper ion is in an asymmetric envi-
ronment.  For a similar reason, the aromatic amino
acids of proteins often give rise to circular dichroism.
In the case of tyrosine, the sign of the CD bands can be
either positive or negative but is the same throughout
a given transition.  The CD bands are similar in shape
to the absorption bands.36,98  The behavior of phenyla-
lanine is more complex.  The progression of vibration-
al subbands at 930 cm–1 intervals above the 0 – 0 band
all have the same sign, and the intensities relative to
that of the 0 – 0 band are similar to those in absorption.
However, the vibrations of wave numbers equal to

(23-12)

smooth fitted curve and the experimental points taken
at close intervals90,91 as shown in Fig. 23-11C.  The two
“fine structure plots” obtained in this way are an
alternative way of representing the same data that
gave rise to the difference spectrum.  The method has
the advantage that information about the overall band
shape is obtained from the computer-assisted curve
fitting process.  Thus, the binding of succinate and
carbamoyl phosphate caused an almost insignificant
shift (of 20 cm–1) in the overall band position and a
very slight broadening.  The principal effect is an
enhancement in the vibrational structure at 34,600
cm–1 in the 0 – 0 band of the two tryptophan residues
present in the subunit.  The cause of this change is not
entirely obvious, a weakness of difference spectrosco-
py.  Another way of examining a spectrum such as that
in Fig. 23-11A is to plot a mathematical derivative of
the curve.  Both second92 and fourth derivatives91,93,94

yield curves similar to the difference plots of Fig. 23-11C.

5. Circular Dichroism and Optical Rotatory
Dispersion

The circular dichroism of a sample is the differ-
ence between the molar extinction coefficients for left-
handed and right-handed polarized light (Eq. 23-7)
and is observed only for chiral molecules.7,95– 97

∆ε = εL – εR  (units are M–1 cm–1)

The dichrograph gives a direct measure of ∆ε.  A
circular dichroism (CD) spectrum often resembles an
absorption spectrum, the peaks coming at the same
positions as the peaks in the absorption spectrum of
the same sample.  However, the CD can be either
positive or negative and may be positive for one tran-
sition and negative for another (Fig. 23-8).  It is most
convenient to plot ∆ε directly as a function of wave-
length or wave number.  However, much of the litera-
ture makes use of the molar ellipticity (Eq. 23-8):

Molar ellipticity = [θ] = 3299 ∆ε
(units are degrees cm2 decimole–1)

The rotational strength may also be evaluated (Eq.
23-9):

The integration is carried out over the entire absorp-
tion band for a given transition.

Circular dichroism is closely related to optical
rotatory dispersion, the variation of optical rotation
with wavelength.  Optical rotation depends upon the
difference in refractive index (ηL –ηR) between left-
handed and right-handed polarized light.  Rotation α

(23-7)

(23-8)

(23-9)Rotational strength = ∈∫ [( ) ]∆ λ λd

(23-10)

(23-11)
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that of the 0 – 0 transition plus 180 and 520 cm–1 some-
times give rise to CD bands of the opposite sign, and
the relative intensity relationships are variable.61,98

The binding of a symmetric chromophore to a
protein or nucleic acid often induces CD in that chro-
mophore.  For example, the bands of enzyme-bound
pyridoxal and pyridoxamine phosphates shown in
Fig. 14-9 are positively dichroic in CD, but the band of
the quinonoid intermediate at 20,400 cm–1 (490 nm)
displays negative CD.  When “transimination” occurs
to form a substrate Schiff base (Eq. 14-26), the CD is
greatly diminished.  While the coenzyme ring is
known to change its orientation (Eq. 14-39; Fig. 14-10),
it is not obvious how the change in environment is
related to the change in CD.

A series of octant rules make it possible to predict
the sign and magnitude of CD to be expected for n–π*
transitions of simple carbonyl compounds.99  Theoreti-
cal approaches to the CD and ultraviolet absorption of
proteins in the high-energy ultraviolet region have
also been developed.  In a regular β structure, in an
α helix or in a crystalline array, the transitions of adja-
cent amide groups may be coupled, the excitation
energy being delocalized.  This exciton delocalization
leads to a splitting (Davydov splitting) into two transi-
tions of somewhat different energies and polarized in
different directions.7,9 The amide absorption band at
52,600 cm–1 is split in an α helix into components at
~ 48,500 and 52,600 cm–1.  Furthermore, low-energy
π –π* and n–π* states are close together in energy, a
fact that allows mixing of the two states and appear-
ance of rotational strength in the π –π* band with a
sign opposite to that in the n –π* band.100

Both the sign and intensity of the CD bands of
peptides also depend upon conformation.  Well-de-
fined differences are observed among α helices, β
structure, and random-coil conformations.  Measure-
ments may be extended into the “vacuum ultraviolet”
region — up to 60,000 cm–1  in aqueous solutions.101  A
useful empirical approach is to deduce spectra of
helices, β structures, and unordered peptide chains
from measured spectra together with an examination
of actual structures obtained by X-ray crystallogra-
phy7,95,97,102,103 (Fig. 23-12).  Note that the CD curve for
the α helix has a deep minimum at 222 nm, whereas
the β form has a shallower minimum.  The random
structure has almost no CD at the same wavelength.
The approximate helix content of a protein is often
estimated from the depth of the trough at 222 nm in
the CD spectrum.  Better predictions can be made by
using a computer-assisted comparison of an experi-
mental CD spectrum with those of a series of proteins
of known 3-D structure.7

The circular dichroism of polynucleotides at 275
nm is a linear function of both the helix winding angle
and the base pair twist.103  Measurement of CD spectra
on large polynucleotides or large molecular aggregates

Figure 23-12  Circular dichroism of the helix (H), β, and
unordered (R) form computed from the CD of five proteins.
Points are plotted when a smooth curve could not be drawn.
From Y.-H. Chen et al.102

is complicated by differential light scattering of right
and left circularly polarized light.  However, the phe-
nomenon can also provide new structural informa-
tion.104  Progress has been made in attempts to predict
the optical rotation of molecules from quantitative
values for the polarizabilities of individual atoms.105–

109

Vibrational circular dichroism involves IR
absorption bands.  The technique has been applied to
sugars,110 oligosaccharides,111 proteins,112 and nucleic
acids.113  The related vibrational Raman optical
activity has also been applied to polyribonucle-
otides.114

6.  Photoacoustic Spectroscopy

Photoacoustic spectra are recordings of the energy
emitted as heat after absorption of monochromatic
light.  The sample is placed in a closed photoacoustic
cell.  The light beam, which is chopped at an audiofre-
quency, induces a periodic heating and cooling of
the gas in contact with the sample in the cell.  This is
sensed as sound by a sensitive microphone.  The
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1288 Chapter 23.  Light and Life

resulting electrical signals are sent to a computer for
analysis.  The output is an absorption spectrum resem-
bling that measured optically.  The samples do not
have to be transparent.5  A related technique is photoa-
coustic calorimetry.115,116

7. X-Ray Absorption and Mössbauer
Spectroscopies

The importance of X-ray diffraction (discussed in
Chapter 3) to biochemistry is obvious, but techniques
related to absorption of X-rays and γ-rays have also
come into widespread use.117  Abbreviations such as
XANES and EXAFS are common in the metallopro-
tein literature.  The names arise from the sharp in-
crease in the absorption coefficient for X-rays as their
energy is increased to what is called the K absorption
edge.  At slightly lower energies absorption of an X-
ray by an atom leads to expulsion of an electron or the
raising of an electron to an excited state.  Absorption
of X-rays will expel all except the inner 1s electrons.
As the energy is increased further, the stepwise in-
crease in absorption that constitutes the edge is ob-
served.  At higher energies the absorption decreases.
However, with a high-resolution instrument distinct
oscillations are observed on the high-energy side of
the edge, extending for ~ 20 eV.  This is X-ray absorp-
tion near-edge structure (XANES).  When an X-ray
absorbing atom in a molecule is surrounded by other
atoms, a fine structure that depends upon the nature
of these atoms and their distances from the absorbing
atom is observed over a range of several hundred
electron volts above the edge.  This is extended X-ray
absorption fine structure (EXAFS).117

The EXAFS technique has been especially useful
for metalloproteins.  It has often provided the first
clues as to the identity of atoms (O, N, S) surrounding
a metal atom and either covalently bonded to it or
coordinated with it (Chapter 16).  Interpretations are
often difficult, and a common approach is to try to
simulate the observed spectrum by calculation from a
proposed structure.118  Tautomerism in crystalline
Schiff bases (see Eq. 23-24) has been studied by near-
edge X-ray absorption fine structure (NEXAFS) em-
ploying soft X-rays.119

Mössbauer spectroscopy, also called recoil-free
nuclear resonance absorption, depends upon resonant
absorption of γ-rays emitted by a radioactive source by
atomic nuclei.120  The phenomenon was initially diffi-
cult to observe, but the German physicist Mössbauer
devised a way in which to record the absorption of a
quantum of energy equal to the difference in two
energy states of the atomic nucleus.  The method
depends upon a Doppler effect observed when the
sample or source moves.  Consequently, Mössbauer
spectra, such as that in Fig. 16-18, are plots of absorp-

tion versus velocity.  Mössbauer spectroscopy has been
applied to numerous metalloproteins, especially those
containing iron centers.  It is a major tool in investiga-
tion of Fe – S proteins.121,122  Since 56Fe is “silent” in
Mössbauer spectroscopy, proteins are often enriched
with 57Fe for observation.

C.  Fluorescence and Phosphorescence

An electronically excited molecule is able to lose
its excitation energy and return to the ground state in
several ways.  One of these is to reemit a quantum of
light as fluorescence.7,123– 127  The intensity and spectral
properties of fluorescent emission can be measured by
illuminating a sample in a cuvette with four clear faces
with the measuring photomultiplier set at right angles
to the exciting light beam.  In absorption spectropho-
tometry we measure a difference between the light
intensity of the beam entering the sample and that
emerging from the sample.  In fluorescence spectrosco-
py we measure the absolute intensity of the light
emitted.  Although this intensity is small, the measure-
ment can be made extremely sensitive, far more so
than can light absorption.  For this reason, fluores-
cence is widely used for detection and analysis, e.g.,
in DNA sequencers.  Enzyme kinetics can be
studied with fluorescent substrates at very low
concentrations.127a  Fluorescent antibodies, DNA chips,
and numerous bioassay and imaging methods are
dependent upon measurement of fluorescence.  Fluo-
rescence can also yield a wealth of information about
the chemical and physical properties of electronically
excited states of molecules.

1.  Excitation and Emission Spectra

Measurements of the intensity of fluorescence at
any wavelength vs the wavelength of monochromatic
light used to excite the fluorescence give a fluores-
cence excitation spectrum.  The excitation spectrum
is an example of an action spectrum, which is a
measure of any response to absorbed light.  At very
low concentrations of pure substances, action spectra
tend to be identical to absorption spectra.  However,
since the observed response (fluorescence in this case)
is proportional to light absorbed, action spectra should
be compared to plots of 1– T (where T = transmittance,
Section B,1) vs wavelength rather than to plots of ε vs
λ.  The two plots are proportional at low concentra-
tions.  For a discussion of action spectra see Clayton.123

A fluorescence emission spectrum is a record of
fluorescence intensity vs wavelength for a constant
intensity of exciting light.  Excitation and emission
spectra for a flavin and for the indole ring of tryp-
tophan are both given in Fig. 23-13.  The heights of the
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emission spectra have been adjusted to the same scale
as that of absorption.  The fluorescent emission is
always at a lower energy than that of the absorbed
light.  The excitation and emission spectra overlap
only slightly, and the emission spectrum is an approxi-
mate mirror image of excitation spectrum.  To under-
stand this, refer to the diagram in Fig. 23-14.
Absorption usually leads to a higher vibrational ener-
gy state after light absorption than before.  However,
most of the excess vibrational energy is dissipated
before much fluorescent emission occurs.  The excited
molecule finds itself in the lowest vibrational state of
the upper electronic state, and it is from this state that
the bulk of the fluorescent emission takes place.  Fur-
thermore, whereas absorption usually occurs from the
lowest vibrational state of the ground electronic level,
fluorescence can populate many excited vibrational
states of the ground electronic state (Fig. 23-14).  Con-
sequently, as indicated in the figure, the fluorescent
emission spectrum consists of a series of subbands at
lower energies than those observed in the absorption
spectrum.  The two spectra have only the 0 – 0 transi-
tion in common.  As can be seen from Fig. 23-14, even
the two 0 – 0 transitions do not coincide exactly.  The
peak of emission is shifted toward slightly lower
energies than that of absorption because during or
immediately following absorption of a photon there is
some rearrangement of solvent molecules around the
absorbing molecule to an energetically more stable
arrangement.  Just as excess vibrational energy is
dissipated in the excited state, so relaxation of these
solvent molecules around the excited chromophore
leads to a small shift in energy.  A similar relaxation

Figure 23-13  (A) Corrected emission and excitation spectra of riboflavin tetrabutyrate in n-heptane.  Concentration, about 0.4
mg I–1.  Curve 1:  excitation spectrum; emission at 525 nm.  Curve 2:  emission spectrum; excitation at 345 nm.  From Kotaki
and Yagi.128  (B) Indole in cyclohexane, T = 196 K.  1, Fluorescence excitation spectrum; 2, fluorescence spectrum; and 3, phos-
phorescence spectrum.  From Konev.125

C.  Fluorescence and Phosphorescence

Figure 23-14  Potential energy diagram for the ground state
S0 and the first excited singlet S1 and triplet T1 states of a
representative organic molecule in solution.  G is a point of
intersystem crossing S1 → T1.  For convenience in representa-
tion, the distances r were chosen rS0

 < rS1
 < rT1

; thus, the
spectra are spread out.  Actually, in complex, fairly symmet-
ric molecules, rS0

 ~ rS1
 < rT1

 and the 0 – 0 absorption and
fluorescence bands almost coincide, but phosphorescence
bands are significantly displaced to the lower wavelengths.
From Calvert and Pitts,2 p. 274.

A B

I II

600500450400350300
Wavelength (nm)

In
te

ns
it

y

6

5

4

3

2

1

0
33 151821242730

Wave number (cm–1) × 10–3

3

2

1

1.0

0.5

0
21 37363534333225242322

I/
I m

ax

v (cm–1) × 10–3

 Ch 23 IND page - E 2/14/03, 1:44 PM1289



1290 Chapter 23.  Light and Life

occurs in the ground state of a molecule that has just
emitted a photon as fluorescence.  This also contrib-
utes to the shift in position of the 0 – 0 band in fluores-
cence (see Parker,124 p. 13).

Several molecular properties can be measured
using emission and excitation spectra.  These include
fluorescence lifetime, efficiency, anisotropy of the
emitted light, mobility of chromophores, rates of
quenching, and energy transfer to other chro-
mophores.

Fluorescence lifetimes. Why are some molecules
fluorescent, while others are not?  The possibility for
fluorescent emission is limited by the radiative lifetime
τr, which is related by Eq. 23-13 to the first-order rate
constant kf for exponential decay of the excited state by
fluorescence.

τ r = 1/ kf

The radiative lifetime is a function of the wavelength
of the light and of the oscillator strength of the transi-
tion.  For molecules absorbing in the near UV, the
approximation of Eq. 23-14 is often made.

1/τ r ~ 104ε max)

Thus, if ε = 10,000, the radiative lifetime (the time in
which the fluorescence decays to 1/ e, its initial value)
is ~ 10–8 s (10 ns).  If the absorption is more intense, the
lifetime is shorter, and if it is less intense, it is longer.
Other modes of deexcitation compete with fluores-
cence; therefore, the shorter the radiative lifetime the
more likely that fluorescence will be observed.

The actual lifetime τ of an excited molecule is
usually less than τr because of the competing nonradi-
ative processes.  The sum of their rate constants can be
designated knr.  The fluorescence efficiency (or
quantum yield) φF is given by Eq. 23-15.

φF = kf/kf + knr) = krτ
where τ –1 =  kf + knr

For a highly fluorescent molecule such as riboflavin, φf
may be 0.25 or more.129  For tryptophan in water it is
about 0.14, and in proteins it varies from near zero to
0.35.130

Time-resolved fluorescence spectroscopy.  The
fluorescence lifetime τ can be measured with either of
two different types of fluorometer.7,127,131– 133 Pulse
fluorometers use pulsed lasers that can deliver pulses
of light lasting as little as one picosecond or less.  This
permits rapid excitation and permits the direct obser-
vation of emitted light, using photon countings, over
the entire range of time from a few picoseconds to
milliseconds required for decay of the fluorescence.131

(23-14)

(23-15)

The observed value of τ for riboflavin 5'-phosphate
(εmax = 12,200 at 450 nm) at 25°C is ~ 5 ns.134  That for
tryptophan is 3 ns.

Phase fluorometers utilize continuous irradia-
tion by a beam of light that is sinusoidally modulated.
If the frequency of the modulation is set correctly,
there will be a phase difference in the modulation of
the fluorescent emission that will depend upon τ.
Phase fluorometry can yield the same information as
does pulse fluorometry.127,132,133  By using two or more
modulation frequencies the decay rates and fluores-
cence lifetimes for various chromophores in a protein
can be observed.  For example, the protein colicin A
(Box 8-D) contains three tryptophans W86, W130, and
W140.  Their fluorescence decays with lifetimes τ1, τ2,
τ3 of ~ 0.6 – 0.9 ns, 2.0 – 2.2 ns, and 4.2 – 4.9 ns at pH 7.
While τ3 originates mainly from W140, both of the
other tryptophans contribute to τ1 and τ2.  Changes in
fluorescence intensity with pH reflect a pKa value of
5.2.135  Tryptophan, which often occurs at only one or a
few places in a protein, is a useful fluorescent probe
for study of protein dynamics.  The optical properties
of 7-azatryptophan, 2-azotryptophan, and 5-hydrox-
ytryptophan are even better because their absorption
maxima occur at longer wavelengths.  These amino
acids can be biosynthetically introduced in place of
tryptophan in proteins.136– 138  The maximum fluores-
cence of tryptophan in one protein is at 350 nm, but for
7-azatryptophan in the same protein it was shifted to
380 nm.136

Triplet states, phosphoresence, and quenching.
In addition to emitting fluorescent radiation, mole-
cules can often pass from the excited singlet state to a
lower energy triplet state, in which two electrons are
now unpaired and the molecule assumes something of
the character of a diradical (see Fig. 23-14).  This pro-
cess, known as intersystem crossing, competes
directly with fluorescence and shortens the fluores-
cence lifetime.  The triplet state is long-lived (e.g., for
tryptophan in water at 20°C it is 1.2 ms139) and is
responsible for much of the photochemical behavior of
molecules.  It also gives rise to the delayed light emis-
sion known as phosphorescence, as is illustrated in
Figure 23-14.  Other processes that compete with
fluorescence are photochemical reactions of the
singlet excited state and internal conversion.  The
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(23-16)
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latter is the process by which a molecule moves from
the lowest vibrational state of the upper electronic
level to some high vibrational state of the unexcited
electronic level.  This is the principal means of depop-
ulating the electronic state and competes directly with
fluorescence.

The rate of relaxation by nonradiative pathways
can be increased by addition of quenchers.  Quench-
ing of fluorescence occurs by several mechanisms,
many of which involve collision of the excited chro-
mophore with the quenching molecule.  Some sub-
stances such as iodide ion are especially effective
quenchers.  The fluorescence efficiency of a substance
in the absence of a quencher can be expressed (Eq. 23-
16) in terms of the rate constants for fluorescence (kf),
for nonradiative decay (knr), and for phosphorescence
(kp):

φ f = k f/ (k f + knr + kp)

In the presence of a quencher, Q, there is an additional
rate process for relaxation.  The ratio of the fluores-
cence efficiency in the absence of (φf

0) and the presence
of a quencher is given by the Stern–Volmer equa-
tion.7,140

φf
0/φf = 1 + K [ Q ] = 1 + kQτ 0[ Q ]

The constant K is known as the Stern–Volmer quench-
ing constant; kQ is the rate constant for the quenching
reaction, and τ0 the lifetime in the absence of quencher.
Fluorescence quenching of tryptophan in proteins by
acrylamide or O2 has been used to determine whether
tryptophan side chains are accessible to solvent or are
“buried” in the protein.141,142  The long-lived phospho-
rescence of tryptophan can be studied in a similar
way.143

A recent application of fluorescence quenching is
the development of “molecular beacons” for detec-
tion of viruses such as the AIDS viruses HIV-1 and
HIV-2.144  A single-stranded oligonucleotide is synthe-
sized with a 25- or 33-nucleotide sequence comple-
mentary to a sequence in the target viral RNA.  At the
ends of this sequence are two 6-nucleotide arms with
complementary sequences that will form a stable
double-helical stem at the annealing temperature used
for PCR amplification of the viral nucleic acid.  The
end of one arm carries a covalently bonded fluorescent
dye, e.g., a fluorescein or rhodamine derivative.  The
other arm carries a potent covalently linked fluores-
cence quencher such as 4-(4'-dimethylaminophenyla-
zo)benzoic acid.  When the arms form a duplex, the
quencher will be next to the fluorophore and no fluo-
rescence will be seen upon irradiation with light of a
suitable exciting wavelength.  However, if viral DNA
is present it will hydridize with the central polynucle-
otide, keeping the fluorophore and quenchers far apart

and allowing the beacon to signal the presence of a
virus (Eq. 23-18).  As few as ten retroviral genomes
could be detected.  By using a series of molecular
beacons with different colored fluorescence and specif-
ic for different viruses, it is possible to test for more
than one virus simultaneously.

Anisotropy. Light emitted from excited mole-
cules immediately after absorption is always partially
polarized, whether or not the exciting beam consists of
plane polarized light.  When light polarized in a verti-
cal plane is used for excitation, part of the emitted
light (of intensity Iv) will have its electric vector paral-
lel to that of the exciting light.  The remainder of inten-
sity Ih, will be polarized in a horizontal plane.  The
polarization P of the emitted radiation is defined by
Eq. 23-19 and the anisotropy R by Eq. 23-20.  After
excitation by a laser pulse both the fluorescence and its
anisotropy decay with time and can be measured.  The
decay of R (but not of P) can usually be described as
the sum

P = ( Iv – Ih) / ( Iv + Ih)

R =  ( Iv – Ih) / ( Iv + 2 Ih)

of simple exponential curves, which are readily ob-
tained by phase fluorometry.  These can in turn be
related to specific types of motion, such as rotation of
the emitting molecule or group.7,145,146  Rotation of
tryptophan rings, both free and restricted, has been
studied in a variety of proteins.145,147  However, inter-
pretation is difficult.130,148  The rotational rates ob-
tained from anisotropy measurements are strongly
affected by the viscosity of the medium (see Eq. 9-35).

2.  Fluorescence Resonance Energy Transfer
     (FRET)

Electronic excitation of one chromophore some-
times elicits fluorescence from a different chro-
mophore that is located nearby.  For example,
excitation of a monomolecular layer of dye can induce
fluorescence in a layer of another dye spaced 5 nm

+
Target

Molecular
beacon

(23-18)

(23-19)

(23-20)

(23-17)
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away.  Excitation of tyrosine residues in proteins can
lead to fluorescence from tryptophan, and excitation of
tryptophan can cause fluorescence in dyes attached to
the surface of a protein or in an embedded coen-
zyme.134  Such fluorescence resonance energy transfer
(FRET) is expected for molecules, when the fluores-
cence spectrum of one overlaps the absorption spec-
trum of the other.  The mechanism is not one of
fluorescence emission and absorption but of nonradia-
tive resonant transfer of energy.  Resonant transfer of
energy is of major biological significance in photosyn-
thesis (Section E).  Most of the chlorophyll molecules,
which absorb light in a chloroplast, transfer the ab-
sorbed energy in a stepwise fashion to a reaction
center.

Förster149 calculated that the rate of energy trans-
fer kt should be proportional to the rate of fluorescence
kf, to an orientation factor K2, to the spectral overlap
interval J, to the inverse fourth power of the refractive
index n, and to the inverse sixth power of the distance
r separating the two chromophores.

kt ∝ k fK
2Jn–4r –6

Besides predicting the inverse sixth power depen-
dence of energy transfer, Förster provided a formula
for calculating R0, the distance between chromophores
at which 50% efficient singlet-singlet energy transfer
takes place. R0 is commonly of the order of 2.0 nm.
Making use of these relationships, Stryer proposed a
method of measuring distances between chro-
mophores.  He calibrated the method by constructing
a series of molecules containing various lengths of the
rigid threefold polyproline helix to which dansyl
groups were attached at one end and naphthyl groups

at the other.150  By exciting the naphthyl group, which
has the higher energy absorption band and is strongly
fluorescent, the characteristic lower energy emission of
the dansyl group could be observed if energy transfer
took place.  Since the fluorescent emission band of the
naphthyl group overlaps the absorption band of the
dansyl group, efficient transfer was expected.  The
results of a plot of transfer efficiency against distance
is shown in Fig. 23-15.  The inverse sixth power depen-
dence was followed quite accurately with a value of R0
~3.4 nm.  Having calibrated his “spectroscopic ruler,”
Stryer turned his attention to biochemical macromole-
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cules.  Attaching the same kinds of fluorescent probe
to the visual light receptor rhodopsin, Wu and Stryer
were able to estimate distances between specific parts
of the molecule and to draw some conclusions about
the overall shape.151

More recently the FRET technique has been widely
applied to a broad range of biochemical problems.
Sensitivity has been improved to the extent that fluo-
rescence of single molecules can be detected.152– 154

Use of terbium (Tb3+) or europium (Eu3+) ions, which
can provide luminous labels for metal-binding sites,
has provided another advance.  These ions absorb
light poorly and are therefore only weakly fluorescent.
However, they can be excited by resonance energy
transfer and become brilliantly luminous.  This lumi-
nescence resonance energy transfer (LRET) is a
variant of FRET, which allows distances up to ~ 10 nm
to be measured.155– 157  Another advance is the ability
to graft into specific proteins fluorescent tags such as
the intact green fluorescent protein (Section J)158,159

or an amino acid sequence such as CCXXCC in which
the four – SH groups of the cysteines serve to trap an
arsenic derivative of fluorescein (see Box 12-B).159

Confocal laser scanning microscopy (Chapter 3) is
basic to many applications.160

Specific applications of FRET and LRET include
observation of myosin movement (Fig. 19-14),157 mea-
surement of distances between binding sites on tubu-
lin,161 determining stoichiometry of subunit assembly
in a γ-aminobutyrate receptor of brain,162 association
of proteins in peroxisomes,160 study of hydridization
of deoxyribonucleotides,163 verifying the handedness
of various forms of DNA,164 and other studies of DNA
and RNA.164a,b

Figure 23-15  Efficiency of energy transfer as a function of
distance between α-naphthyl and dansyl groups at the ends
of a polyprolyl “rod” (l-prolyl)n.  The observed efficiencies
of transfer for n = 1 to 12 are shown as points.  The solid  line
corresponds to an r–6 distance dependence.  From L. Stryer.150
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Using the Förster equation the distance between the
two calcium-binding sites in parvalbumin (Fig. 6-7)
has been estimated by energy transfer from Eu(III)
in one site to Tb(III) in the other165 to within 10 – 15%
of the distance of 1.18 nm based on X-ray
crystallography.

3.  Energy-Selective Spectroscopic Methods

At low enough temperatures vibrational fine
structure of aromatic chromophores may be well
resolved, especially if they are embedded in a suitable
matrix such as argon or N2, which is deposited on a
transparent surface at 15 K.  This matrix isolation
spectroscopy77,166 may reveal differences in spectra
of conformers or, as in Fig. 23-16, of tautomers.  In
the latter example the IR spectra of the well-known
amino-oxo and amino-hydroxy tautomers of cytosine
can both be seen in the matrix isolation IR spectrum.
Figure 23-16 is an IR spectrum, but at low tempera-
tures electronic absorption spectra may display sharp
vibrational structure.  For example, aromatic hydrocar-
bons dissolved in n-heptane or n-octane and frozen
often have absorption spectra, and therefore fluores-
cence excitation spectra, which often consist of very
narrow lines.  A laser can be tuned to excite only one
line in the absorption spectrum.  For example, in the
spectrum of the carcinogen 11-methylbenz(a)anthrene
in frozen octane three major transitions arise because
there are three different environments for the mole-
cule.  Excitation of these lines
separately yields distinctly
different emission spectra.77

Likewise, in complex mixtures
of different hydrocarbons emis-
sion can be excited from each
one at will and can be used for
estimation of amounts.  Other
related methods of energy-

C.  Fluorescence and Phosphorescence

selective laser spectroscopy include fluorescence line
narrowing167 and spectral hole burning.167,168

4.  Analytical Applications of Fluorescence

Because of the high sensitivity with which fluores-
cence can be detected, its measurement is important as
an analytical tool.  As a result of improved techniques
fluorescence microscopy has become one of the most
important of all tools in biological studies.168a  New
types of microscopes (see also pp. 129 – 131) have
increased resolution beyond what was thought
possible.168b– d  Studies such as those of lipid metabo-
lism in the transparent zebrafish are possible using
substrates that carry fluorescent labels.168e  As men-
tioned in the preceding paragraph, many aromatic
compounds can be detected by their fluorescence.  The
relatively weak fluorescence of proteins and nucleic
acids can be greatly enhanced by the binding of a
highly fluorescent dye to the macromolecules.  Fluo-
rescent antibodies are widely employed for this pur-
pose.  Fluorescent labels are rapidly replacing
radioisotopes in analysis of nucleic acids.  For exam-
ple, biotin may be attached to a pyrimidine base of a
nucleoside triphosphate by a long spacer arm.  The
modified base can then be incorporated enzymatically
into polynucleotides, e.g., in the synthesis of probes
used for hybridization.  The attached biotin can
be detected by binding to avidin or streptavidin
(Box 14-B) and use of fluorescent antibodies to this

Fig. 23-16  Infrared spectrum of cytosine in the – OH, NH,
and C = O stretching region in an argon matrix in 15 K.  (A)
Initial spectrum of a sample containing both tautomers.  (B)
Spectrum of the amino-oxo tautomer calculated by substrac-
tion of the spectrum of the amino-hydroxy tautomer.  (C)
Spectrum of the aminohydroxy tautomer obtained by irradi-
ating the initial sample in order to photochemically convert
it into the aminohydroxy tautomer.  Spectra (B) and (C) were
also corrected for residual amounts of the second tautomer.
From Szczesniak et al.166  Courtesy of W. B. Person.
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1294 Chapter 23.  Light and Life

Nontoxic but highly fluorescent dyes are used to
study diffusion within and between cells.  The so
called Lucifer dyes have been employed to trace
shapes and branching patterns in neurons.175

The recently developed fluorescence correlation
spectroscopy permits studies of molecular association
in one femtoliter of solution using a confocal or two-
photon microscope.  Two lasers are used to excite two
fluorophores of different colors, each one on a differ-
ent type of molecule.  Fluorescence of single molecules
can be detected, and molecular associations can be
detected by changes in the distribution of the fluctua-
tions in fluorescence intensity caused by Brownian
motion.176– 178  A different type of advance is develop-
ment of computer programs that analyze chromo-
somes stained with a mixture of dyes with
overlapping spectra and display the result as if each
chromosome were painted with a specific color.179–180a

Yet another advance is development of semiconduc-
tor nanocrystals (or “quantum dots”) with narrow
absorption bands and intense fluorescence.  The wave-
length of absorption and fluorescence depends upon
the size of the crystals.  For example, CdSe crystals of
diameter 2 – 5 nm coated with silica or with a surfac-
tant fluoresce across the visible range.  They have a
variety of uses in biological staining.181,182

D.  Photochemistry

Because of their high energy, molecules in either
the singlet or triplet photoexcited state undergo a
greater variety of chemical reactions than do mole-
cules in the ground state.5,183,184  Many of these photo-
chemical reactions arise from the triplet state that is
formed from the singlet by intersystem crossing.  Se-
lection rules forbid transitions between excited triplet
state and ground state; therefore, the radiative lifetime
of the triplet state is long.  The diradical character of
the triplet state also makes it unusually reactive.  De-
spite its forbidden character, nonradiative deexcitation
of the triplet state is possible, and phosphorescence is
observed for most molecules at low temperatures if
the solvent is immobilized as a glass.  The intense light

protein.169,170 Fluorescent dyes can also be covalently
attached to nucleotides.  Fluorescent dideoxynucleo-
side triphosphates are used as chain terminators in
DNA sequencing (Chapter 5).  Using a different dye
that fluoresces at a different wavelength for each of the
four dideoxynucleosides, polynucleotides can be
sequenced automatically using a single column rather
than four parallel lanes as in Fig. 5-49.

Fluorescent “probes” such as 1-anilinonaptha-
lene-8-sulfonate or 1,6-diphenyl-1,3,5-hexatriene
embedded in membranes, contractile fibers, etc., can
reveal changes in mobility that accompany alterations
in physiological conditions.  For example, molecular
changes occurring in membranes during nerve con-
duction and in mitochondria during electron transport
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can be observed.146,171  Another type of probe is exam-
plified by 2’-(N,N-dimethylamino)-6-4-trans-cyclohex-
amoic (DANCA).  Its emission maximum shifts from
390 nm in cyclohexane to 520 nm in water, presumably
as a consequence of increased polarization of the
molecule in the excited state, as indicated by the green
arrows in the accompanying structural formula.172

DANCA can be used to obtain some idea of the polari-
ty of sites within macromolecules to which it binds.

Study of calcium ions in living cells has been
immensely aided by calcium fluorophores173 (Box 6-
D), which are often derivatives of EDTA (Table 6-9).
One of these, calcein,174 is also very specific toward
Fe3+.  The natural calcium-dependent luminous pro-
tein, aequorin (Section J), is also widely used.
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from lasers can also induce a variety of photochemical
processes that arise from absorption of two or more
photons.

One of the simplest of photochemical processes is
the dissociation or uptake of a proton by an excited
molecule as a result of a change in the pKa value of a
functional group.  Various other bond cleavages may
lead to dissociation into ions or radicals.  Photoelimi-
nation and photoaddition reactions both occur.  Mole-
cules may be isomerized, a process of importance in
visual receptors.  Excited molecules may become
strong oxidizing agents able to accept hydrogen atoms
or electrons from other molecules.  An example is the
photooxidation of EDTA by riboflavin (which under-
goes photoreduction as shown in Fig. 15-8).  A biologi-
cally more important example is in photosynthesis,
during which excited chlorophyll molecules carry out
photoreduction of another molecule and are them-
selves transiently oxidized.  A frustrating aspect of
investigation of photochemical reactions is that the
variety of reactions possible often leads to a super-
abundance of photochemical products, e.g., see the
thin layer chromatogram of cleavage products of
riboflavin in Fig. 3-5.  However, biological photopro-
cesses are usually much more specific.

1.  Chemical Equilibria in the Excited State

When pyridoxamine with a dipolar ionic ring
structure (Fig. 14-9) and an absorption peak at 30,700
cm–1 (326 nm) is irradiated, fluorescence emission is
observed at 25,000 cm–1 (400 nm).  When basic pyri-
doxamine with an anionic ring structure and an ab-
sorption peak at 32,500 cm–1 (308 nm) is irradiated,
fluorescence is observed at 27,000 cm–1 (370 nm), again
shifted ~ 5500 cm–1 from the absorption peak. Howev-
er, when the same molecule is irradiated in acidic
solution, where the absorption peak is at 34,000 cm–1

(294 nm), the luminescent emission at 25,000 cm–1 is
the same as from the neutral dipolar ionic form and
abnormally far shifted (9000 cm–1) from the 34,000
cm–1 absorption peak.185,186  The phenomenon, which
is observed for most phenols, results from rapid disso-
ciation of a proton from the phenolic group in the
photoexcited state.  A phenolic group is more acidic
in the excited state than in the ground state, and the
excited pyridoxamine cation in acid solution is rapidly
converted to a dipolar ion.

The variation of fluorescence intensity with pH
can provide direct information about the pKa in the
excited state.  Förster suggested the following indirect
procedure for estimating excited-state pKa values for
phenols.  Let E1 represent the energy of the 0 – 0 transi-
tion (preferably measured as the mean of the observed
0– 0 transition energies in absorption and fluorescent
emission spectra); let E2 represent the energy of the

0– 0 transition in the dissociated (anionic in the case
of a phenol) form, while ∆H and ∆H* represent the
enthalpies of dissociation in the ground and excited
states, respectively.  It is evident from the diagram that
Eq. 23-22 holds.

E1 – E2 = ∆H –∆H*

If we assume that the changes in entropy for the reac-
tion are the same in the ground and excited state, Eq.
23-23 follows.

log10(K*/K) = Nh (∆      )/(2.3RT)
or

pK* = pK – (2.1 x 103)∆ν (cm–1) at 25°C

For example, a shift in the spectrum of the basic form
by 1000 cm–1 to a lower wave number compared with
the acid form corresponds to a decrease of 2.1 units in
pKa for dissociation of the acid form.  Whereas it is
desirable to use both absorption and fluorescent mea-
surements to locate the approximate positions of 0 – 0
bands, absorption measurements alone are often used,
and the positions of the band maxima are taken.  Thus,
for pyridoxamine the shift in absorption maximum
from 34,000 cm–1 in the protonated form to 30,700 cm–1

in the dissociated form suggests that the pKa of pyri-
doxamine of 3.4 in the ground state is shifted by 6.9
units to – 3.5 in the excited state.  Bridges et al.186 eval-
uated this same pKa from the pH dependence of fluo-
rescence as pK* ~ – 4.1.

While phenols and amines are usually more acidic
in the singlet excited state than in the ground state,
some substances, e.g., aromatic ketones, may become
more basic in the photoexcited state.

Observation of an abnormally large shift in the
position of fluorescent emission of pyridoxal phos-
phate (PLP) in glycogen phosphorylase answered an
interesting chemical question.187,188  A 330 nm (30,300
cm–1) absorption band could be interpreted either as
arising from an adduct of some enzyme functional
group with the Schiff base of PLP and a lysine side
chain (structure A) or as a nonionic tautomer of a
Schiff base in a hydrophobic environment (structure B,
Eq. 23-24).  For structure A, the fluorescent emission
would be expected at a position similar to that of
pyridoxamine.  On the other hand, Schiff bases of the

D.  Photochemistry
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(23-25)

type indicated by structure B would be expected to
undergo a photoinduced proton shift (phototautomer-
ization) to form structure C124,187 with an absorption
band at 430 nm (23,300 cm–1) and fluorescent emission
at a still lower energy.  Since the observed fluorescence
was at 530 nm, it was judged that the chromophore
does have structure B.

The rate of proton dissociations from the excited
states of molecules can be measured directly by nano-
second fluorimetry.189

2.  Photoreactions of Nucleic Acid Bases

Photochemical reactions of the purines and pyrim-
idines assume special significance because of the high
molar extinction coefficients of the nucleic acids
present in cells.  Light is likely to be absorbed by
nucleic acids and to induce photoreactions that lead to
mutations.190  Both pyrimidines and purines undergo
photochemical alterations, but purines are only about
one-tenth as sensitive as pyrimidines. Photohydra-
tion of cytidine (Eq. 23-25) is observed readily.  The
reaction is the photochemical analog of the hydration
of α,β-unsaturated carboxylic acids.  Uracil derivatives
also undergo photohydration.

A more important reaction is the photodimeriza-
tion of thymine (Eq. 23-26), a reaction also observed
with uracil.  A variety of stereoisomers of the resulting
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cyclobutane-linked structure are formed.  The one
shown in the equation predominates after irradiation
of frozen thymine.  Another important isomer is the
6–4 thymine dimer.191,191a  Both of these types of
cyclobutane dimers block DNA replication.  This
accounts for much of the lethal and mutagenic effect
of ultraviolet radiation on organisms.  The matter is
sufficiently important that a special “excision repair”
process is used by cells to cut out the thymine dimers
(Chapter 27, Section E).  In addition, light-dependent
photolyases, discussed in Section I, act to reverse the
dimerization reactions.

Light can also cause addition and other crosslink-
ing reactions between DNA and proteins or other cell
constituents.192,193  One use of such reactions in the
laboratory is DNA “photo footprinting” (Fig. 5-50), a
technique which reveals contact regions between DNA
and associated proteins.190  Another type of cellular
damage is caused by photosensitization of DNA
by a light-absorbing intercalating agent such as 
8-methoxypsoralen.194,195  DNA as well as adjacent
proteins can be damaged.
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3.  Sunburn, Cancer, and Phototherapy

Ultraviolet light is sometimes classified according
to its energy and capacity for damaging cells as
follows:195a

The UVB radiation causes most damage to skin.  UVA
radiation is at least an order of magnitude less damag-
ing and is usually harmless to human skin.  The UVC
solar radiation is all absorbed by ozone and dioxygen
of the atmosphere.  UVC radiation produced by ultra-
violet lamps is usually all absorbed in the epidermis.5

Ultraviolet light damages proteins as well as
DNA.  Residues of Trp, Tyr, His, Cys, and Met are
especially susceptible to photolysis, or photooxidation
by O2, or by singlet oxygen.  Also damaged are unsat-
urated lipids, porphyrins, flavins, etc.  Kynurenic acid
(Fig. 25-11) and urocanic acid (Eq. 14-44), an important
ultraviolet filter in skin,196 are also decomposed
by light.

Repeated sunburn ages skin and may induce
cancer.4  However, light also has beneficial effects.  It
allows us to see, provides a source of vitamin D (Box
22-C), induces enzymatic repair of some DNA dam-
age, and provides all of our food energy, directly or
indirectly, by photosynthesis.

Light is used in phototherapy.  This happens
most frequently in the irradiation of newborn babies
with white light to isomerize bilirubin (Fig. 24-24)
from the 4Z, 15Z form to more readily excreted forms
such as the 4E, 15Z isomer.  About half of newborns
have some jaundice (elevated bilirubin), and if it is
severe it must be treated promptly to avoid neurologi-
cal damage (see Chapter 24).  There are sometimes
complications, but the treatment is usually effective.5

Psoriasis is frequently treated by irradiation with
UVB light, which is thought to inhibit growth of the
abnormal skin cells.  Ten to 35 treatments are usually
required, and the condition may return after some
years.  An alternative treatment is irradiation with
UVA light after ingestion of 8-methoxypsoralen or
other psoralen derivative.5  Another skin condition
that may respond to phototherapy is vitiligo (Box
25-A).  Treatment with UVA and psoralen derivatives
may stimulate repigmentation.  If depigmentation is
extreme, the remaining pigmentation may be reduced
by bleaching with the monobenzyl ester of hydro-
quinone.

Photodynamic therapy is a cancer treatment that

N3 N

HN
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R”

H

CR
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N2

hν

Arylazide Aryl nitrene

(23-27)

involves intravenous injection of a light-absorbing
molecule such as a porphyrin, which may be taken up
preferentially by cancer cells.  Laser irradiation by
deeply penetrating red light (650 – 800 nm wavelength)
causes oxygen-dependent photosensitization.5,197,198

Improvements in lasers, in fiber optics, and in photo-
sensitizers may lead to widespread use of this type
of therapy both for cancer and for some other
conditions.5,199

4.  Photoaffinity Labels

Photochemically reactive molecules have often
been used as labels for specific sites in proteins and
nucleic acids.  Psoralen derivatives serve as relatively
nonspecific photochemically activated crosslinking
agents for DNA and double-stranded RNA.195 Aryl
azides are converted by light to aryl nitrenes, which
react in a variety of ways including insertion into C – H
bonds (Eq. 23-27).200,201  In some cases UV irradiation
can be used to join natural substrates to enzymes or
hormones to receptors.  For example, progesterone,
testosterone, and other steroids have been used for
direct photoaffinity labeling of their receptors.202

Synthetic benzophenones have also been used widely
as photoactivated probes.203

5. Microphotolysis and Ultrafast
Light-Induced Reactions

Fluorescence microphotolysis, or photobleaching,
has been widely used to study translational mobility
of lipids and proteins in membranes.  An attenuated
laser beam may be focused down to the diameter of a
cell or less.  Then the intensity can be suddenly in-
creased by several orders of magnitude, bleaching any
fluorescent material present.  The return of fluorescent
material by free diffusion from a neighboring region
(fluorescence recovery after photobleaching) or by
diffusion through a membrane into a cell can then be

D.  Photochemistry

400 nm ~320 nm ~280 nm 200 nm

UVA UVB UVC

Rarely
damaging

Most damaging causing sunburn and mutations.
Most is absorbed by the ozone  layer.

Entirely absorbed
by atmospheric

ozone and oxygen

 Ch 23 IND page - E 2/14/03, 1:44 PM1297



1298 Chapter 23.  Light and Life

(23-30)

observed.204,205  Diffusion coefficients of labeled
biopolymers or of components of cells can be evaluat-
ed, and translation and metabolism of lipids and other
components can be followed.206

Laser-based techniques are being used for ultrafast
observation of the results of a photochemical process,
e.g., the light-induced dissociation of CO from the
hemoglobin • CO complex.  A dissociating laser pulse
can be as short as 100 fs (0.1 ps) or less.  This is shorter
than the time of vibrational motion of nuclei in an
electronically excited state (~ 0.3 ps).  Using IR spec-
troscopy, events that follow can be observed at
intervals as short as 0.1 ns.207  X-ray diffraction
measurements using 150 ps pulses have allowed direct
observation of the CO dissociated from hemoglobin or
myoglobin and its recombination with the same pro-
tein.208– 210  Femtosecond dynamics of electron transfer
along a DNA helix is also being studied.211,212

6. Optical Tweezers, Light-Directed Synthesis,
and Imaging

The radiation pressure exerted by light is very
weak.  A bright laser beam of several milliwatts of
power can exert only a few piconewtons (pN) of force.
However, a force of 10 pN is enough to pull a cell of E.
coli through water ten times faster than it can swim.213

In about 1986, it was found that a laser beam focused
down to a spot of ~ one λ (~ 1 µm for an infrared laser)
can trap and hold in its focus a refractile bead of ~ 1
µm diameter.  This “optical tweezers” has become an
important experimental tool with many uses.213,214  For
example, see Fig. 19-19.  Not only are optical tweezers
of utility in studying biological motors but also me-
chanical properties of all sorts of macromolecules can
be examined.  For example, DNA can be stretched and
its extensibility measured.215  Actin filaments have
even been tied into knots!216

Light-directed solid state synthesis of peptides217

and oligonucleotides is another new tool.218  Develop-
ment of this technology may provide new advances in
preparation of DNA chips (Chapter 26) with a higher
density of components than are now available.

X-rays and more recently NMR (MRI)-imaging
have become well known to us.  It might seem impos-
sible to use visible light for a similar type of imaging.
However, a laser beam can pass through a person’s
head.  Is it possible, using computer-based techniques,
to create an image from the emergent light?  Efforts are
being made to do exactly this.219,220 Optical coher-
ence tomography using backscattered infrared light
and related fast techniques have higher resolution
than MRI, computerized tomography (CT), or ultra-
sound.220–221a  Ultrabright synchrotron radiation is also
being used in infrared microspectrophotometry.222,223

H2A A + 2[H]hv

E.  Photosynthesis

The photochemical reduction of CO2 to organic
materials224– 228 is the basic source of energy for the
biosphere.  Nevertheless, the process is limited to a
few genera of photosynthetic bacteria (Table 1-1),
eukaryotic algae, and higher green plants.  Photosyn-
thetic bacteria include the distinctly different purple,
green, and bluegreen (cyanobacteria) groups, each of
which has a different array of photosynthetic pig-
ments.  However, the basic mechanism of transduction
of solar energy into chemical energy is the same in all
of the bacteria and in green plants.

As discussed in Chapter 17, photosynthesis in-
volves the incorporation of CO2 into organic com-
pounds by reduction with NADPH with coupled
hydrolysis of ATP.  This is most often via the Calvin–
Benson cycle of Fig. 17-14.  In a few organisms a reduc-
tive tricarboxylic acid cycle is employed.  The idea that
the chloroplasts of plants or the pigmented granules of
photosynthetic bacteria generate NADPH or reduced
ferredoxin plus ATP (Chapter 17) is now thoroughly
accepted.  However, it was not always obvious.  Con-
sider the overall equation (Eq. 23-28) for formation of
glucose by photosynthesis in higher plants:

6 CO2 + 6 H2O →  6 O2 + C6H12O6

6 CO2 + 12 H2O* →  6 O2
* + C6H12O6 + 6 H2O

The stoichiometry of the reaction suggests that all 12
of the oxygen atoms of the evolved O2 might come
from CO2 or that some might come from CO2 and
some from H2O.  In fact, water supplies both of the
oxygen atoms needed for formation of O2, as is indi-
cated by the asterisks in Eq. 23-29.  This possibility
was suggested by van Niel229,230 in 1931.  He pointed
out that in bacterial photosynthesis no O2 is produced,
and that bacteria must have access to a reducing agent
to provide hydrogen for the reduction of CO2 (Eq. 23-30).

In this equation, H2A might be H2S (in the purple
sulfur bacteria), elemental H2, isopropanol, etc.  From
a consideration of these various reactions, van Niel
concluded that in the O2-producing cyanobacteria and
eukaryotic plants water serves as the oxidizable sub-
strate in Eq. 23-30 and is cleaved to form O2 and to
provide hydrogen atoms for reduction.  This photo-
chemical cleavage is the only known biological oxida-
tion reaction of H2O.  No oxidizing agents present in
living things are powerful enough to dehydrogenate
water except for the photochemical reaction centers
of photosynthetic organisms.

(23-29)

(23-28)

 Ch 23 IND page - E 2/14/03, 1:44 PM1298



1299

1. Two Photosystems, the Z Scheme, and
Reaction Centers

 It had long been known that for green plants light
of wavelength 650 nm was much more efficient than
that of 680 nm.  However, Emerson and associates34 in
1956 showed that a combination of light of 650 nm plus
that of 680 nm gave a higher rate of photosynthesis
than either kind of light alone.  This result suggested
that there might be two separate photosystems.  What
is now known as photosystem I (PSI) is excited by far
red light (~ 700 nm), while photosystem II (PSII)
depends upon the higher energy red light of 650 nm.
Additional evidence supported the idea.  Hill had
shown many years before231 that mild oxidizing agents
such as ferricyanide and benzoquinone can serve as
substrates for photoproduction of O2, while Gaffron232

found that some green algae could be adapted to
photooxidize H2 to protons (Eq. 23-30) and to use the
electrons to reduce NADP.  Thus, photosystem I could
be disconnected from photosystem II.  The powerful
herbicide dichlorophenyldimethylurea (DCMU) was
found to block electron transport between the two
photosystems.  In the presence of DCMU electrons
from such artificial donors as ascorbic acid or an in-
dophenol dye could be passed through photosystem I.

The Z scheme. The result of these and other
experiments was the development of the series formu-
lation or zigzag scheme of photosynthesis233 which is
shown in Fig. 23-17.  Passage of an electron through
the system requires two quanta of light.  Thus, four
quanta are required for each NADPH formed and
eight quanta for each CO2 incorporated into carbohy-
drate.

Figure 23-17  The zigzag scheme (Z scheme) for a
two-quantum per electron photoreduction system of
chloroplasts.  Abbreviations are P680 and P700,
reaction center chlorophylls; Ph, pheophytin acceptor
of electrons from PSII; QA, QB, quinones bound to
reaction center proteins; PQ, plastoquinone (mobile
pool); Cyt, cytochromes; PC, plastocyanin; A0 and A1,
early electron acceptors for PSI, possibly chlorophyll
and quinone, respectively; Fx, Fe2S2 center bound to
reaction center proteins; FA, FB, Fe4S4 centers; Fd,
soluble ferredoxin; and DCMU, dichlorophenyldime-
thylurea.  Note that the positions of P682, P700, Ph,
QA, QB, A0, and A1 on the E°’ scale are uncertain.  The
E°’ values for P682 and P700 should be for the (chlo-
rophyll / chlorophyll cation radical) pair in the reac-
tion center environment.  These may be lower than
are shown.
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An important experiment of Emerson and Ar-
nold35 employed very short flashes of light and mea-
surement of the quantum efficiency of photosynthesis
during those flashes.  A striking fact was observed.  At
most, during a single turnover of the photosynthetic
apparatus of the leaf, one molecule of O2 would be
released for each 3000 chlorophyll molecules.  Howev-
er, it could be calculated that for each O2 released only
about eight quanta of light had been absorbed.  It
followed that about 400 chlorophyll molecules were
involved in the uptake of one quantum of light.  This
finding suggested that a large number of chlorophyll
molecules act as a single light receiving unit (usually
called a light-harvesting or antenna complex) able to
feed energy to one reaction center.  The concept is
now fully accepted.

Electron transport and photophosphorylation.
Two molecules of NADPH are required to reduce one
molecule of CO2 via the Calvin–Benson cycle (Fig. 17-
14), and three molecules of ATP are also needed.  How
are these formed?  The Z scheme provides part of the
answer.  There is  enough drop in potential between
the upper end of PSI and the lower end of PSII  to
permit synthesis of ATP by electron transport.  It is
likely that only one molecule of ATP is formed for each
pair of electrons passing through this chain.  Since,
according to Fig. 17-14, one and a half molecules of
ATP are needed per NADPH, some other mechanism
must exist for the synthesis of additional ATP.  Fur-
thermore, many other processes in chloroplasts de-
pend upon ATP so that the actual need for
photogenerated ATP may be larger than this.

Arnon234,235 demonstrated that additional ATP can
be formed in chloroplasts by means of cyclic photo-
phosphorylation:  Electrons from the top of PSI can
be recycled according to the dashed lines in Fig. 23-17.

Figure 23-18  Schematic view of photosynthetic reaction centers and the cytochrome b6 f complex embedded in a thylakoid
membrane.  Plastocyanin (or cytochrome c6 in some algae and cyanobacteria) carries electrons to the PSI core.
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An electron transport system, probably that of the Z
scheme, is used to synthesize ATP.  As isolation of
proteins and cloning of their genes progressed, it
became clear that a complex of proteins known as
cytochrome b6 f  is closely related to the cytochrome
bc1 of mitochondria (Fig. 18-8).236–237a  As in that com-
plex, cytochrome b6 carries two hemes, designated bh
and bl with Em of – 84 and – 158 mv, respectively.  Em
values are for Chlamydomonas (see Fig. 1-11).  Heme bl
is closer to the positively charged membrane surface
(lumen side) and heme bh is closer to the negative
surface (stroma side).  In maize cytochrome b6 is a 23-
kDa subunit, and the c-type cytochrome f is a larger ~
34-kDa subunit whose heme is close to the lumenal
side.  Its Em value is + 330 mv.  A 20-kDa Rieske Fe – S
protein (Chapter 16) and an additional 17-kDa subunit
complete the core four-subunit complex, which is
found in green plants, green algae,236 and cyanobacte-
ria.238,239  Other smaller subunits are also present.  It is
usually assumed that a Q cycle equivalent to that of
mitochondrial complex III (Fig. 18-9) operates in the
pumping of protons across the thylakoid membrane
(Fig. 23-18).237b,c  However, at high rates of photosyn-
thesis the electron transfer may bypass cytochrome
f.237d  The associated ATP synthase is also subject to
complex regulatory mechanisms.237e  The Rieske pro-
tein is encoded by a nuclear gene, but genes for other
subunits are chloroplastic.  Electrons may be carried
from the cytochrome f subunit to PSI by plastocya-
nin240 or, in many algae and cyanobacteria, by the
small cytochrome c6.241–242b  It is often synthesized
when copper is inadequate for synthesis of plastocya-
nin.  Figure 23-18 is a schematic view of PSI, PSII, and
the intermediate cytb6 f complex in a thylakoid mem-
brane.

In spite of the close similarities in structures and
function, there are distinct differences between cyto-
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chrome b6 f and the cytochrome bc1 of mitochondria.243

Among these are the presence of stoichiometrically
bound chlorophyll a and β-carotene238,244 in the photo-
synthetic complex.  The function of the chlorophyll is
uncertain, but the carotene is probably there to quench
the chlorophyll triplet state,244 which would probably
cause photodamage via formation of singlet O2.

Bacterial photosynthesis. What is the relation-
ship of the Z scheme of Fig. 23-17 to bacterial photo-
syntheses?  In photoheterotrophs, such as the purple
Rhodospirillum, organic compounds, e.g., succinate,
serve as electron donors in Eq. 23-30.  Because they can
utilize organic compounds for growth, these bacteria
have a relatively low requirement for NADPH or other
photochemically generated reductants and a larger
need for ATP.  Their photosynthetic reaction centers
receive electrons via cytochrome c from succinate (E°’
= + 0.03 V).  The centers resemble PSII of chloroplasts
and have a high midpoint electrode potential E°’ of
0.46 V.  The initial electron acceptor is the Mg2+-free
bacteriopheophytin (see Fig. 23-20) whose midpoint
potential is – 0.7 V.  Electrons flow from reduced bacte-
riopheophytin to menaquinone or ubiquinone or both
via a cytochrome bc1 complex, similar to that of mito-
chondria, then back to the reaction center P870.  This is
primarily a cyclic process coupled to ATP synthesis.
Needed reducing equivalents can be formed by ATP-
driven reverse electron transport involving electrons
removed from succinate.  Similarly, the purple sulfur
bacteria can use electrons from H2S.

In contrast, the reaction centers of green sulfur
bacteria resemble PSI of chloroplasts.  Their reaction
centers also receive electrons from a reduced quinone
via a cytochrome bc complex.245  However, the reduced
form of the reaction center bacteriochlorophyll donates
electrons to iron – sulfur proteins as in PSI (Fig. 23-17).
The latter can reduce a quinone to provide cyclic
photophosphorylation.  Cyanobacteria have a photo-
synthetic apparatus very similar to that of green algae
and higher plants.

2.  Chloroplast Structure

Chloroplasts come in various sizes and shapes, but
all contain a small number of DNA molecules ranging
in size from 120 – 160 kb.  Complete sequences are
known for DNA from chloroplasts of a liverwort
(121,025 bp),246 tobacco (155,844 bp),247 maize (Zea
mays),248 and other plants.  The 140,387 bp DNA from
maize chloroplasts is a circular molecule containing
the genes for 23S, 16S, 5S, and 4.5S RNA, for 30 species
of tRNA, and for 70 different proteins.  Among them
are subunits of RNA polymerase, NADH dehydroge-
nase, subunits of both PSI and PSII, rubisco (large
subunit), cytochromes b and f, six subunits of ATP

E.  Photosynthesis

synthase, and others.  As with mitochondria, some
subunits of the enzyme complexes that provide the
cell with energy (e.g., ATP synthase) are encoded in
the nucleus.

A characteristic of chloroplast genomes is the
presence of a pair of large (in maize 22,348 bp) invert-
ed repeat sequences.  Since they can form a large
hairpin structure with a very large loop, they may
stabilize the gene sequence.  The mutation rate within
the repeat sequence is lower than in the single-strand-
ed regions.  The same genes are found in correspond-
ing positions in both maize and rice.  Both genomes
have a number of sites of departure from the standard
genetic code.  These “editing sites” give rise to C→ U
transitions in the RNA transcripts.

Most land plants have similar chloroplast DNA
sequences, but considerable divergence is observed
among algae.249  For example, the red alga Porphyra
purpura has 70 genes not found in chloroplasts of land
plants.  Each gene of the chloroplasts of the dinoflagel-
late Heterocapsa triquetra is carried on its own DNA
minicircle.250  However, ~2000 chloroplast proteins are
encoded by nuclear DNA.  The corresponding proteins
are synthesized on cytoplasmic ribosomes and are
transported into the chloroplasts.249a  Some of these
proteins must pass through both the double mem-
brane of the envelope and the thylakoid membrane.
As in mitochondria (Fig. 18-4) an array of different
transport proteins are required.  They are distinctly
different from the mitochondrial transport proteins
and involve their own unique targeting mecha-
nisms.251– 253a

Chloroplast membranes. Like the other energy-
producing organelles, the mitochondria chloroplasts
are surrounded by an outer double membrane or
envelope and also contain an internal membrane
system.225– 227,254–255a  Within the colorless stroma are
stacks of flattened discs known as grana (Fig. 23-19).
The discs themselves (the thylakoids) consist of pairs
of closely spaced membranes 9 nm thick, each pair
being separated by a thin internal space or loculus
(Fig. 23-19).  At least 75 different proteins are present
in the isolated membranes. There is also a high content
of galactosyl diacylglycerol, digalactosyl diacyl-
glycerol, and sulfolipid (Chapter 8, Section A,4).
Lipids account for half of the mass of thylakoid
membranes.

Through the use of freeze-fracture and freeze-
etching techniques of electron microscopy, it is possi-
ble to see, embeddded in the thylakoid membranes,
particles which may represent individual photosyn-
thetic units (also called quantosomes).227,256– 258  They
are about 20 nm in diameter, and at least many of
them presumably contain a reaction center surrounded
by light-collecting chlorophyll – protein complexes.
Others may represent the cytochrome b6 f complex and
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ATP synthase, whose knobs also protrude
into the stroma.  A photosynthetic unit can
also be defined chemically by the number of
various types of molecules present in a chlo-
roplast membrane for each four manganese
atoms (Table 23-2).  Separate units contain
PSI and PSII.  These reaction centers appear
to have a different distribution within the
thylakoids, the PSI units being located princi-
pally in the unstacked membranes and the
PSII units in the grana stacks.255,259

Photosynthetic pigments and their
environments. The chlorophylls (Fig. 23-20)
are related in structure to the hemes (Figs. 16-
5, 16-6), but ring IV (D) is not fully dehydro-
genated as in the porphyrins.  The chlorin
ring system is further modified in chloro-
phyll by the addition of a fifth ring (V) con-
taining an oxo group and a methyl ester.
Ring V has been formed by crosslinking
between the propionic acid side chain of ring
III and a methine bridge carbon to give the
parent compound pheoporphyrin.  Chloro-
phylls contain constituents around the pe-
riphery that indicate a common origin with
the porphyrins (Fig. 24-23).  However, one of
the carboxyethyl groups is esterified with the
long-chain phytyl group in most of the chlo-
rophylls.  Chlorophyll a is the major pigment
of chloroplasts and is a centrally important
chromophore for photosynthesis in green
plants.  Most of the other chlorophylls, as
well as the carotenoids and certain other
pigments, are referred to as accessory pig-
ments.  Many of them have a light-receiving
antenna function.  Carotenoids are also pho-
toprotectants.  The relative numbers of pig-
ment molecules in the photosynthetic units
(average of PSI and PSII) of spinach chloro-
plasts are given in Table 23-2.

While the structure of chlorophyll a
shown in Fig. 23-20 is the predominant one,
other forms exist, e.g., with

replacing the vinyl group on ring I or with
vinyl or hydroxyethyl replacing the ethyl
group on ring II.  The same kind of variation
occurs for chlorophyll b.260  In 80% acetone
chlorophyll a has a sharp absorption band at
663 nm (15,100 cm–1), but within chloroplasts
the absorption maximum is shifted toward
the red, the majority of the chlorophyll ab-
sorbing at 678 nm.  Chlorophyll b (Fig. 23-20)
is also nearly always present in green leaves.

–CH2CH3 or –CH–CH3

OH

Figure 23-19  (A)  Electron
micrograph of alfalfa leaf
chloroplast.  Courtesy of
Harry T. Horner, Jr., Iowa
State University.  (B) Sche-
matic drawing of a chloro-
plast.  From Hall and Rao227

(C)  Enlargement of a
portion of (A) to show
grana stacks more clearly.

B

C

A
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The absorption peak in acetone is at 635 nm (15,800
cm–1).  Chlorophyll c found in diatoms, brown algae
(Phaeophyta), and dinoflagellates (Fig. 1-9) lacks the
phytyl group.  Chlorophyll d contains a formyl group
on ring I.261

Photosynthetic bacteria contain bacteriochloro-
phylls in which ring II is reduced (Fig. 23-20).  The
absorption band is shifted to the red from that of
chlorophyll a to ~ 770 nm.  The most abundant chloro-
phylls of green sulfur bacteria, bacteriochlorophylls
c, d, and e (or Chlorobium chlorophylls), contain a
hydroxyethyl group on ring I; ethyl, n-propyl, or
isobutyl groups on ring II; often an ethyl group instead
of methyl on ring III; and a methyl group on the me-
thine carbon linking rings I and IV.  A variety of poly-
prenyl side chains can replace the phytyl group of the
chlorophylls of higher plants.262,263 The pheophytins,

E.  Photosynthesis

Chlorophyll a 160

Chlorophyll b 70

Carotenoids 48

Plastoquinone A 16

Plastoquinone B 8

Plastoquinone C 4

α-Tocopherol 10

α-Tocopherylquinone 4

Vitamin K2 4

Phospholipids 116

Sulfolipids 48

Galactosylglycerides 490

Iron 12 atoms

Ferredoxin 5

Cytochrome b563 1

Cytochrome b559

Cytochrome f 1

Copper 6 atoms

Plastocyanin 1

Manganese 2 atoms

Protein 928 kDa

TABLE 23-2
Approximate Composition of Photosynthetic
Units in a Spinach Chloroplasta

Component Number of moleculesb

a Averaged for PSI and PSII.  After Gregory, R. P. F. (1971) Biochemis-
try of Photosynthesis, Wiley, New York [data of Luchtenthaler, H.
K., and Park, R. B.  (1963) Nature (London) 198, 1070] and White, A.,
Handler, P., and Smith, E. L. (1973) Principles of Biochemistry, 5th
ed., p. 528,  McGraw-Hill, New York.

b Numbers of molecules assuming 2 Mn2+ ions per unit (4 for PSII
and 0 for PSI).

which are identical to the chlorophylls but lack the
central magnesium ion, play an essential role in photo-
synthetic reaction centers.  They can be formed in the
laboratory by splitting the Mg2+ out from chlorophyll
with a weak acid.  Other derivatives are the chloro-
phyllides formed by hydrolysis of the methyl ester
group and chlorophyllins formed by removal of both
the methyl and phytyl groups.

Since chlorophyll can be removed readily from
chloroplasts by mild solvent extraction, it might ap-
pear that it is simply dissolved in the lipid portion of
the membranes.  However, from measurements of
dichroism (Gregory,226 p. 111) it was concluded that
the chlorophyll molecules within the membranes have
a definite orientation with respect to the planes of the
thylakoids and are probably bound to fixed structures.
The absorption spectrum of chlorophyll in leaves has
bands that are shifted to the red by up to 900 cm–1

from the position of chlorophyll a in acetone.  Most
green plants contain at least four major chlorophyll
bands at ~ 662, 670, 677, and 683 nm as well as other
minor bands264 (Fig. 23-21).  This fact suggested that

N N

N N

C

CH3

H3C

H3C

Mg

O

O
O

I(A) II(B)

III(C)IV(D)

HC

CH2

CH3

CH2

CH3

This double bond
is reduced in
bacterio-
chlorophylls

CHO in chlorophyll b

CHO in chlorophyll d

CH CH3 in Chlorobium chlorophyll

C CH3 in bacteriochlorophyll a

O

OH

CH3 in
chlorophyll c

Oxidized to a
porphin ring in
chlorophyll c

H

CH3
The phytyl group;

it is replaced by
C15 farnesyl or other

polyprenyl group
in Chlorobium

chlorophyll

Free —COOH
in chlorophyll c

O C

O

H3C

H3C

H

H

H

3

CH CH2
in one form of
chlorophyll c

Name of parent ring system:

without ring V closed: chlorin
with ring V closed: pheoporphyrin

with free — COOH on ring V: chlorophyllides
with free — COOH on both rings II and V: chlorophyllins

with Mg2+ replaced by 2 H+: pheophytins

Figure 23-20  Structures of the chlorophylls.
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the chlorophyll exists in a number of different environ-
ments.  As a result, the absorption is spread over a
broader region leading to more efficient capture of
light.  Only a small fraction of the total chlorophyll is
in the reaction centers; that for PSI absorbs at ~ 700 nm
and that for PSII at ~ 682 nm.

Bacteriochlorophyll in Chromatium has three ab-
sorption bands with peak positions at 800, 850, and
890 nm.  The last includes the reaction center bacterio-
chlorophyll and is the only form that fluoresces.  Re-
cent studies have established that most if not all
chlorophyll is bound to specific proteins, a fact that
can account for the various overlapping absorption
bands.

The carotenes and carotenoids are very impor-
tant accessory pigments (Fig. 23-22).  The major com-
ponent in most green plants is β-carotene.  Green
sulfur bacteria contain γ-carotene in which one end
of the molecule has not undergone cyclization and
resembles lycopene (Fig. 22-5).  Chloroplasts also
contain a large variety of oxygenated carotenoids
(xanthophylls).  Of these, neoxanthin, violaxanthin

(Eq. 22-12), and lutein (p. 1240) predominate in higher
plants and green algae.  Euglena and related microor-
ganisms contain much antheraxanthin (Eq. 22-10).  A
light-collecting protein from marine dinoflagellates
contains both chlorophyll a and several molecules of
the carotenoid peridinin.  See Fig. 23-29.267,268  Brown
algae and diatoms contain mostly fucoxanthin and
zeaxanthin (Fig. 22-5), while the bacterium Rhodospiril-
lum rubrum synthesizes spirilloxanthin (p. 1240).

It is a striking fact that there are no naturally
occurring green plants that lack carotenoid pig-
ments.269  Carotenoidless mutants are used in photo-
synthesis research, but they apparently cannot survive
under natural conditions.  Carotenoids not only partic-
ipate as members of the light-receiving complex but
also confer protection to chlorophyll against light-
induced destruction by singlet oxygen.  This accounts
for the fact that carotenoids are usually intimately
associated with chlorophyll in the pigment complexes.
For example, see Figs. 23-29 and 23-30 and discussion
on pp. 1308 – 1310.

A third class of accessory pigment of more limited
distribution are the open tetrapyrroles, sometimes
called “plant bile pigments” because of their relation-
ship to the pigments of animal bile (Fig. 24-24).
Among these are the phycocyanins, which provide
the characteristic color to cyanobacteria.  They are
conjugated proteins (biliproteins) containing covalent-
ly bound phycocyanobilin (Fig. 23-24).270  The red
phycoerythrins of the Rhodophyta contain bound
phycoerythrobilin (Fig. 23-23), an isomer of phyco-
erythrobilin.  There are four common isomeric bilins,
each having a different number of conjugated double
bonds.272,273  Together, they provide for a broad range

Figure 23-22  Absorption spectra of chlorophylls and
accessory pigments compared.  Redrawn from G. and R.
Govindjee,265 and from J. J. Wolken.266
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Carotenoids
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Chl a

Phycoerythrin Phycocyanin

Sunlight

Figure 23-21  Absorption spectrum of chlorophyll in a
suspension of chloroplast fragments from the green alga
Scenedesmus showing the multicomponent nature of the
chlorophyll environments.  From French and Brown.264
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of colors from blue to red (Table 23-3).  The bilins are
attached to proteins via addition of a cysteine – SH
group to the vinyl group of ring A of the bilin (Fig. 23-
23).  A double attachment may be formed by addition
of – SH groups to both vinyl groups.273– 276  Isolated
tetrapyrrole pigments tend to have a helical structure
and to absorb light at lower wavelengths than do the
protein-bound pigments which assume elongated
conformations.

There are three major classes of conjugated phyco-
biliproteins,273,277 all of which are αβ heterodimers
often associated as (αβ)6 (Fig. 23-24).  The allophyco-
cyanins carry one bilin per subunit, the phycocyanins
carry one on the α and two on the β subunit, and the
phycoerythrins carry two or three on the α subunit
and three on the β (Fig. 23-24).  Cysteine α-84 is one of
the frequent attachment sites.273  Three-dimensional
structures are known for several of these proteins278– 281

E.  Photosynthesis

Phycocyanobilin 8 ~ 640

Phycobiliviolin 7 ~ 590

Phycoerythrobilin 6 ~ 550

Phycourobilin 5 ~ 490

TABLE 23-3
The Common Bilin Pigments Present in
Phycobiliniproteinsa

Isomer Number of
conjugated

double bonds

Absorption maximum
(nm) when conjugated

to proteins

a Wedemayer, G. J., Kidd, D. G., Wemmer, D. E., and Glazer, A. N.
(1992) J. Biol. Chem. 267, 7315 – 7331.

The bilins are derived biosynthetically rather direct-
ly282 from biliverdin IXα, whose formation is described
in Fig. 24-24.  The addition of an apoprotein – SH
group to a carbon – carbon double bond of the bilin is
catalyzed by a specific lyase.283 Phytochrome (Sec-
tion H) arises in a similar way284 as does the blue
biliprotein insecticyanin (Box 21-A).285

3.  The Light-Receiving Complexes

Irradiation of chloroplasts leads to easily measur-
able fluorescence from chlorophyll a, but no fluores-
cence is observed from chlorophyll b or from other
forms of chlorophyll, carotenoids, or other pigments.
It appears that the latter all serve as light-collecting or
antenna pigments that efficiently transfer their energy
to chlorophyll a at the reaction centers.286  As is evi-
dent from Fig. 23-22, the light-collecting pigments
generally have higher energy absorption bands than
do the reaction centers.  Thus, a broad range of wave-
lengths of light are absorbed by an organism, and
energy from all of them is funneled into the reaction
centers.  The light-collecting pigments are bound to
specific proteins, which are located close to the reac-
tion centers and are arranged to provide efficient
energy-transfer.  Distances between adjacent pigment
molecules vary from 1 to 7 nm.287

Phycobilosomes. Algal and cyanobacterial
phycocyanins and phycoerythrins are aggregated
in special granules that are on the outsides of the
photosynthetic membranes.  The granules in the
cyanobacteria are known as phycobilosomes (Fig. 23-
24).272,286,286a,288  The (αβ)6 hexamers form the disks
of the phycobilosomes.  These are held together by
linker proteins,281,289 which fit asymmetrically into
the central cavities.  As is indicated in Fig. 23-24C,
the disks and linker proteins are assembled into rods
which are joined to form the phycobilosomes.  The

Figure 23-23  Structures of the open tetrapyrroles of plants.
See also Fig. 24-24.  After Szalontai et al.271
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latter are organized into closely packed parallel arrays
on the surface of the photosynthetic membranes.

Purple photosynthetic bacteria.  The reaction
centers of Rhodobacter spheroides, Rhodospirillum rubrum,
and related purple bacteria are embedded in the plas-
ma membrane.  Each center is surrounded by a ring of
bacteriochlorophyll a molecules bound noncovalently
to heterodimeric (αβ) protein subunits made up of
~ 52- to 54-residue chains.  Each αβ dimer binds two
molecules of BChl a, whose central Mg2+ ions are
coordinated by conserved histidine imidazole groups,
as well as a molecule of spirilloxanthin.  About 15 – 17
αβ subunits form the ring, which is designated LH1
(Fig. 23-25A).291– 293  Most of these bacteria also have
smaller rings, designated LH2, floating in the mem-
brane near the LH1 complex.  The LH2 rings (Figs. 23-
25B, C) consist of about nine αβ subunits with
associated BChl a and carotenoid.294– 298  Under some
conditions a third complex LH3 may be formed.298a

In Rhodopseudomonas acidophila nine of the 27 BChl a
molecules absorb light maximally at ~ 800 nm and are
designated B800.  The other 18, designated B850,
absorb maximally at ~ 860 nm.294,299  The B850 BChl a
molecules have direct contact with the chromophores
of neighboring molecules, allowing for easy energy
transfer.  The B800 chromophores are more isolated.

Low-temperature (1.2 K) single-molecule spectro-
scopic techniques have been used to obtain the
fluorescence-excitation spectra shown in Fig. 23-26C.
For an ensemble of LH2 complexes (upper trace) the
spectral absorption bands are broad, but for individual
LH2 complexes structure can be seen clearly for
the B800 chromophores but not for the B850 chro-
mophores.  This difference has been interpreted to
mean that the excitation energy of an electronically
excited B850 molecule is delocalized over the whole
ring of 18 BChl a molecules as an exciton.  This per-
mits both fast and efficient energy transfers from B800
to B850 and from B850 of one LH2 ring to another
or to an LH1 ring and to the reaction center (Fig. 23-
27).299–300a  Energy transfer may occur by the Förster
dipole– dipole mechanism (Section C,2).298  Many of
the antenna are supported by binding through their
Mg2+ ion to an imidazole group of a protein as can also
be seen in reaction center chlorophylls (Fig. 23-31C).
Hydrogen-bonding to the C13-oxo groups of the chlo-
rophylls may also be possible.300b  The orientations of
the transition dipole moments of the chlorophyll
molecules may be arranged to facilitate rapid energy
transfer.300c

Green sulfur and nonsulfur bacteria.  In these
organisms chlorophylls are present in rodlike particles

Figure 23-24  (A)  Stereoscopic
view of a hexameric (αβ)3
phycobiliprotein.  (B)  The β
subunit of the complex with
two molecules of bound phyco-
erythrobilin and one of phy-
courobilin.  From Chang et al.279

(C)  Schematic representation of
a phycobilosome of a strain of
the cyanobacterium Anabaena.
Each disk in the structure
contains an (αβ)3 phycobilipro-
tein.  The circles marked AP are
cross-sections of rods, each one
composed of about four disks
of allophycocyanin (AP).
The projecting rods contain
C-phycocyanin (PC) and phyco-
erythrocyanin (PEC).  From Lao
and Glazer.290
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1307E.  Photosynthesis

Figure 23-26  (A), (B)  Arrangement of bacteriochlorophyll chromophores in the cyclic LH2 array of Rhodopseudomonas acido-
phila.  The B850 subunits are gray while the B800 subunits are black.  (C)  Fluorescence-excitation spectra.  Top trace, for an
ensemble of LH2 complexes, other traces, for several individual LH2 complexes at 1.2K.  Fine structure is evident for the B800
but not for the B850 chromophores.    From van Oijen et al.299  with permission.
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Figure 23-25   (A)  The van der Waals contact surface of the periplasmic face of the reaction center and surrounding light-
harvesting complex LH1 of Rhodobacter sphaeroides.  Made with VMD by Theoretical Biophysics Group, UIUC.  See also Hu
and Schulten.291  (B)  Ribbon drawing of the structure of the circular light-harvesting complex LH2 of the purple photosyn-
thetic bacterium Rhodopseudomonas acidophila.  The tetrapyrrole rings of the 18 bacteriochlorophyll molecules are also shown.
(C)  Structure of one of the nine αβ protomers with three associated bacteriochlorophylls.  One of these is near the top of the
protein, and the other has its chromophoric group protruding at nearly a right angle on the right side.  The complete phytyl
side chains are also depicted in a stick representation.  (B) and (C) are from Prince et al.295   MolScript drawings courtesy of
N. W. Isaacs.
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1308 Chapter 23.  Light and Life

Figure 23-27  Illustration of proposed exciton transfer of
the energy of light absorbed by bacteriochlorophyll a of
purple bacteria.  Energy absorbed by the light harvesting
complex LH2 is transferred in steps to another LH2, to LH1
and to the reaction center.  The short lines within the circles
represent the edges of the BChla chromophores.  After
Kühlbrandt300 with permission.

RC

LH1

LH2

LH2

Light

d, or e, which may be present per reaction center, allow
these bacteria to live in extremely weak light.  The
bacteria also contain a smaller “antenna” of  ~ 5000
BChl a present as a complex with a water-soluble
protein.  The three-dimensional structure of this pro-
tein is also shown in Fig. 23-28.  Each 45-kDa subunit
of the trimeric protein contains seven embedded
molecules of bacteriochlorophyll a.302,303  Other light-
collecting chlorophyll – protein complexes may contain
an even higher ratio of chlorophyll to protein.286

Eukaryotic plants and cyanobacteria. Photo-
synthetic dinoflagellates, which make up much of the
marine plankton, use both carotenoids and chloro-
phyll in light-harvesting complexes.  The carotenoid
peridinin (Fig. 23-29), which absorbs blue-green in the
470- to 550-nm range, predominates.  The LH complex
of Amphidinium carterae consists of a 30.2-kDA protein
that forms a cavity into which eight molecules of
peridinin but only two of chlorophyll a (Chl a) and
two molecules of a galactolipid are bound (Fig. 23-
29).268

The allenic carotenoid fucoxanthin (Fig. 22-5),
which is absent in higher plants, predominates in
brown algae, where it occurs in light-harvesting com-
plexes along with Chl a and Chl c.306,307

A family of Chl a/b binding proteins are found in
green plants.308  These have apparently evolved inde-

of protein present within chlorosomes, baglike struc-
tures which may be as large as 100 x 260 nm and
are attached to the inside of the cytoplasmic mem-
branes,301–302a which contain the reaction centers (Fig.
23-28).  The over 10,000 light-collecting chlorophylls c,

A

Fe-S

P840

Reaction
center

795 BChl aBaseplate

Chlorosome

Trimeric protein

Cytoplasm

Figure 23-28  (A) Model of a light-harvesting chlorosome from green photosynthetic sulfur bacteria such as Chlorobium tepidum
and species of Prosthecochloris.  The chlorosome is attached to the cytoplasmic membrane via a baseplate, which contains the
additional antenna bacteriochlorophylls (795 BChl a) and is adjacent to the trimeric BChl protein shown in (B) and near the
reaction center.  After Li et al.302 and Rémigy et al.304  (B) Alpha carbon diagram of the polypeptide backbone and seven bound
BChl a molecules in one subunit of the trimeric protein from the green photosynthetic bacterium Prosthecochloris.  For clarity, the
magnesium atoms, the chlorophyll ring substituents, and the phytyl chains, except for the first bond, are omitted.  The direction
of view is from the three-fold axis, which is horizontal, toward the exterior of the molecule.  From Fenna and Matthews.305  See
also Li et al.302

Monomer of trimeric BChl protein

B
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pendently of chlorophyll-binding proteins of green
bacteria.309  Quantitatively most important is the
complex known as LHCII, the major Chl a/b protein
associated with PSII and which may also provide
energy to PSI.  This one protein, whose structure is
shown in Fig. 23-30,310 is thought to bind half of all of
the chlorophyll in green plants.  The protein is orga-
nized as trimers.311  Each 232-residue monomer binds
5– 6 Chl b, 7– 8 Chl a, ~ two molecules of lutein, and
one of neoxanthin.310,311  LHCII also carries all four

characteristic thylakoid lipids: mono- and digalactosyl
diacylglycerols, phosphatidylglycerol, and sulfoquino-
vosyl diacylglycerol.312  The Chl a and Chl b molecules
are in close contact (Fig. 23-30).  Subpicosecond tran-
sient absorption spectroscopy311 indicates that half of
the Chl b to Chl a energy transfers occur in < 0.2 ps.
Notice the close association of the two luteins in Fig.
23-30 with the chlorophyll rings.  The carotenoids are
thought to quench chlorophyll triplet states to prevent
formation of singlet oxygen.

Figure 23-29  (A) Stereoscopic
drawing of light-harvesting
complex from the dinoflagellate
protozoan Amphidinium carterae.
The central cavity contains
eight molecules of peridinin,
two of which can be seen
protruding from the top.  Deep-
ly buried toward the bottom are
two molecules of Chl a.  Also
present are two molecules of
digalactosyl diacylglycerol.
From Hofmann et al.268  Courte-
sy of Wolfram Welte.  (B) Struc-
ture of peridinin.

Figure 23-30  Views of light-harvesting protein LHCII of green plants.  (A) Side view indicating the approximate position in
the lipid bilayer of the thylakoid membrane.  Helices are labeled A– D.  (B)  Stereoscopic top view from the stromal side of the
membrane.  The structure, at 0.34 nm resolution, was determined by electron crystallography on highly ordered two-dimen-
sional crystals.  MolScript drawings from Kühlbrandt et al.310  Courtesy of Werner Kühlbrandt.
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PSII also contains several additional chlorophyll-
binding proteins, designated CP24, CP26, CP29, CP43,
CP47, etc.  These lie on both sides of a pair of reaction-
center cores.313– 315a  A large fraction of the LHCII
complexes are separate from the reaction centers and
are mobile, while a smaller fraction are bound to the
outer ends of the core complex.308,314,315  The light-
harvesting chlorophylls of PSI are arranged around
the core.  Some are bound in the N-terminal part of the
major core subunits, the products of genes PsaA and
PsaB.316  They bind ~ 90 Chl a and 14 β-carotene mole-
cules per reaction center.  (See Fig. 23-33.)  In addition,
the peripheral LHCI, composed of four different pro-
teins arranged around the core, binds ~ 110 Chl a and
Chl b and ~ 70 molecules of xanthophyll.317 Some
species of cyanobacteria use antenna rings around
their PSI trimers instead of phycobilinosomes.317a

In every case the light-harvesting complexes are
arranged to allow rapid and very efficient transfer of
electronic excitation energy from one chromophore to
another and finally to the chromophores of the reac-
tion center.317b  The speed and efficiency appear to
depend upon very rigid structures of the proteins and
precise orientations of the bound chromophores to
allow direct excitonic transfer of energy at distances of
less than 2 nm or transfer by the Förster mechanism at
distances not exceeding 10 nm.302  An example of the
precision of protein structures was observed when a
posttranslationally modified asparagine N5-methylas-
paragine at position 72 of the β subunit of many phy-
cobiliniproteins was substituted by aspartate or
glutamine.  The fluorescence lifetime of the nearby
bilin was reduced 7– 10% in the mutants, an effect that
could cut the > 95% efficiency of energy transfer from
the phycobilinisomes to the PSII reaction center.318

4. The Reaction Centers and Their
Photochemistry

The initial or primary processes of photosynthesis
occur in the reaction centers in which chlorophyll or
bacteriochlorophyll absorbs a photon.318a  Then, the
chlorophyll, in its singlet excited state (Chl*), donates
an electron to some acceptor A to form a radical A–

and to leave an oxidized chlorophyll Chl+ radical
(Eq. 23-31).

In the scheme of Fig. 23-18, acceptor A is QA for PSII
and A0 for PSI.  The oxidized chlorophyll (Chl+) quick-
ly reacts further by receiving an electron from some
donor.

The photooxidation of chlorophyll indicated in
Eq. 23-31 is accompanied by bleaching in the principal
light absorption band.  However, since there is so
much light-gathering chlorophyll for each reaction
center, the effect is small.  The study of the process has
been aided greatly by preparation of isolated bacterial
photochemical reaction centers.

Reaction centers of purple bacteria.  The exact
composition varies, but the properties of reaction
centers from several genera of purple bacteria are
similar.  In Rhodopseudomonas viridis there are three
peptide chains designated H, M, and L (for heavy,
medium and light) with molecular masses of 33, 28,
and 24 kDa, respectively.  Together with a 38-kDa
tetraheme cytochrome (which is absent from isolated
reaction centers of other species) they form a 1:1:1:1
complex.  This constitutes reaction center P870.  The
three-dimensional structure of this entire complex has
been determined to 0.23-nm resolution288,319– 323 (Fig.
23-31).  In addition to the 1182 amino acid residues
there are four molecules of bacteriochlorophyll (BChl),
two of bacteriopheophytin (BPh), a molecule of
menaquinone-9, an atom of nonheme iron, and four
molecules of heme in the c type cytochrome.  In 1984,
when the structure was determined by Deisenhofer
and Michel, this was the largest and most complex
object whose atomic structure had been described.  It
was also one of the first known structures for a mem-
brane protein.  The accomplishment spurred an enor-
mous rush of new photosynthesis research, only a tiny
fraction of which can be mentioned here.

The reaction centers are embedded in the cytoplas-
mic membranes of the bacteria, with the bottom of the
structure, as shown in Fig. 23-31, protruding into the
cytoplasm and the heme protein at the top projecting
out into the periplasm which lies within infoldings of
the plasma membrane.  Subunits L and M each contain
five ~ 4.0 nm long roughly parallel helices, which span
the cytoplasmic membrane.  Another membrane-
spanning helix is contributed by subunit H, which is
located mainly on the cytoplasmic side.  An approxi-
mate twofold axis of symmetry relates subunits L and
M and the molecules of bound chlorophyll and pheo-
phytin.

Spectral measurements suggesting exciton split-
ting were among early observations that led to the
conclusion that the bacteriochlorophyll involved in the
initial photochemical process exists as a dimer or
special pair (Fig. 23-31),319,324 a conclusion verified by
the structure determination.  The special pair of BChl b
lies in the center of the helical bundle that is embed-
ded in the membrane.  Nearly perpendicular to the
rings of the special pair are two more molecules of
BChl b.  The central magnesium atoms of all four
bacteriochlorophylls are held by imidazole groups of
histidine side chains.319,325  Below the chlorophylls are

(23-31)Chl Chl*
hv

Chl+ + A–
A
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A

B

C

the two molecules of bacteriopheophytin and below
them the nonheme iron and the menaquinone, the first
quinone acceptor QA.  It corresponds to QA of PSII
shown in Fig. 23-18.

Isolated reaction centers usually contain or will

bind a second quinone, which may be ubiquinone-10
(Q10)325a and which is usually designated QB.  Its bind-
ing site is to the left of the nonheme iron in Fig. 23-31
in a position symmetrically related to that of QA.  The
reaction centers also contain a carotenoid 1,2-dihydro-

Figure 23-31  (A) Stereoscopic
ribbon drawing of the photosynthetic
reaction center proteins of
Rhodopseudomonas viridis.  Bound
chromophores are drawn as wire
models.  The H subunit is at the
bottom; the L and M subunits are in
the center.  The upper globule is the
cytochrome c.  The view is toward the
flat side of the L, M module with the
L subunit toward the observer.  (B)
Stereo view of only the bound chro-
mophores.  The four heme groups
He1–He4, the bacteriochlorophylls
(Bchl) and bacteriopheophytins
(BPh), the quinones QA and QB, and
iron (Fe) are shown.  The four hemes
of the cytochrome are not shown in
(B).  From Deisenhofer and Michel.320

(C)  Stereoscopic view of the Bchl b
molecules along the local twofold
axis.  The special pair (DM, DL) is in
the center with its tetrapyrrole rings
almost perpendicular to the plane of
the paper; the monomeric chloro-
phylls are labeled BB and BA.  The
four histidine ligands to the magne-
sium ions of the bacteriochlorophylls
as well as two tyrosines (M195 and
M208) and three water molecules
(large circles) are also shown.  From
Deisenhofer et al.321 with permission.
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1312 Chapter 23.  Light and Life

neurosporene.323  The reaction centers of purple bacte-
rium, Rhodospirillum rubrum, each contain one mole-
cule of spirilloxanthin; a variety of carotenoids are
present in other species.326  The reaction centers of a
third purple bacterium, Rhodobacter spheroides, are
closely similar in structure to that in Fig. 23-31 but lack
the tetraheme.327  Reaction centers of these bacteria
accept electrons directly from a soluble cytochrome c.

Reaction center kinetics. After an 0.8-ps or
shorter flash of light the decay of the singlet excited
state of the bacteriochlorophyll dimer in isolated
reaction centers can be followed by loss of its charac-
teristic fluorescence.328,329  The lifetime of this excited
state in R. sphaeroides is only 4 ps indicating a rapid
occurrence of the initial electron transfer of Eq. 23-31.
A rise in absorbance at 1250 nm is interpreted as for-
mation of the bacteriochlorophyll cation radical BChl+

in the special pair.  Other spectral changes support the
formation of BPh– as the first reduction product (A– in
Eq. 23-31).  However, this is thought to occur in two
steps323 with the monomeric BChl (BA in Fig. 23-31B)
receiving the electron in ~ 2.8 ps and passing it to the
pheophytin (Phe; φA in Fig. 23-31B) in ~ 0.7 ps (Eq. 23-
32; corresponding steps for PSII of green plants are
also shown).

The quinone QA (the secondary acceptor) is next
reduced by the BPh– radical in ~ 200 ps with develop-
ment of a characteristic EPR signal321,330 at g = 1.82.
Over a much longer period of time (~ 320 ns) an elec-
tron passes from the tetraheme cytochrome subunit to
the Chl+ radical in the special pair.323,323a  The relative-
ly slow rate of this reaction may be related to the fact
that the bacteriochlorophyll of the special pair is 2.1
nm (center-to-center) from the nearest heme in the

H2O

PSII (Green plants) Rhodopseudomonas viridis

(Mn)4 Manganese cluster

YZ (Tyr)

Chl2
(P680)

Chl2*
~10 ps

ChlA(A0)
35-200 ps

Phe (A1)

QA (Plastoquinone)

QB (Plastoquinone)

Cytochrome c

Fe (Tetraheme cytochrome c)

BChl2
(P870)

BChl2*
2.8 ns

BChlA
0.7 ns

BPheA

QA (Menaquinone)

QB (Ubiquinone)

Special pair cation radical

200 ps

24 µs 2 e– in two steps

hν Electronic excitation of BChl2

cytochrome while BPh and QA are only 1.4 nm apart
(see Fig. 23-31).288,331  Over a period of ~ 24 µs after
formation of the radical anion QA

– an electron from
the QA

– radical is passed to QB, a weakly bound
ubiquinone-9, to form the QB

– radical.  Upon absorp-
tion of a second photon by the special BChl pair anoth-
er electron is passed through the chain to form
QA

–QB
–.  Uptake of two protons with transfer of the

second electron from QA
– to QB

– yields the ubiquinol
QH2, which dissociates from its binding site (QB) into
the ubiquinone pool dissolved in the lipids of the
membrane bilayer.331a–g

Why is this multistep sequence of electron trans-
fers necessary?  A variety of techniques such as femto-
second IR332,333 and electronic334–335a spectroscopy,
resonance Raman spectroscopy at low temperatures,336

and study of many mutants337–338c have been directed
toward an answer to this question.  It has been gener-
ally accepted that light energy absorbed by any one of
the “monomeric” Chl or pheophytins in the reaction
centers is funneled “downhill” to the special pair
within 0.1– 0.2 ps to generate P*.334,336  The ultrafast ~ 3
ps electron transfer from P* to the adjacent monomeric
BChl or Chl is necessary to prevent loss of energy by
fluorescence from P*.  The subsequent energetically
downhill transfer to a pheophytin and on to QA pre-
vents reverse electron transfer, which could also lead
to fluorescence.  Both the efficiency and the quantum
yield are very high.339

The rate of the ultrafast proton transfer becomes
even higher at cryogenic temperature, suggesting
quantum mechanical tunneling.331,335,340–340b  The
transfer is generally treated using Marcus theory
(Chapter 16), which indicates a very small reorganiza-
tion energy for the process.  Another aspect of the
process is a possible coupling of a vibrational mode

of the protein matrix to the electron trans-
fer.  Femtosecond near-IR spectra show
low-frequency vibrational modes of the
excited-state reaction center chromophores
which may facilitate electron transfer.332,336

The transfer of an electron from the tetra-
heme cytochrome c of R. viridis341 or from
the small cytochrome c2 of Rhodobacter
spheroides342 to Chl+ of the special pair has
similar characteristics but is slower than
the initial electron transfer from P*.  On the
other hand, electron transfers from QA

– to
QB

– involve two distinct steps and coupled
uptake of two protons.343  An unexplained
fact is that photochemical electron trans-
port through the reaction centers always
occurs through the L-side to QA rather
than the M-side.343a–344  However, rapid
electron transfer to the pheophytin on the
B-side (M-side) has been observed follow-
ing excitation with blue light.  This may

(23-32)
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Figure 23-32  Simplified diagram of cyclic
electron flow in purple bacteria.  Two protons
from the cytoplasm bind to QB

2– in the reaction
center to form QH2 (ubiquinol), which diffuses
into the ubiquinone pool.  From there it is
dehydrogenated by the cytochrome bc1 com-
plex with expulsion of two protons into the
periplasm.  A third and possibly a fourth
proton may be pumped (green arrows) across
the membrane, e.g., via the Q cycle (Fig. 18-9).
The protons are returned to the cytoplasm
through ATP synthase with formation of ATP.
Some electrons may flow to the reaction centers
from such reduced substrates as S2– and some
electrons may be removed to generate NADPH
using reverse electron transport.345
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Subunits L / M, H D1/ D2, PsaA/ PsaB (PscA)2
CP43, CP47 nine others

Masses, kDa 24 / 28, 33 38 / 39.4  83 / 83 65 / 65

Input Cyt c (4 Fe) H2O, (Mn)4, Cyt f, Cyt c1, c2
YZ, YD plastocyanin

or cyt c

Special pair P870 P680 P700 P840
(BChl b)2 (Chl a)2 (Chl a)2
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L
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A0 A0

chlorophyll Both Chl a Both Chl a-like
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L
, BPhe
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Quinone QB, QA QB, QA QB, QA (A1) QB, QA
(Ubiquinone, (Plastoquinone) (Both phylloquinone (Both menaquinone-7)b

menaquinone-9) in cyanobacteria,
plastoquinone in
chloroplasts)

Iron Fe3+ FX (Fe4S4) FX

Output Ubiquinone Ubiquinone FA, FB, Fd FA, FB, Fd
Cyt bc1, Cyt c2 Cyt b6 f NADP+ NAD+

TABLE 23-4
Properties of Various Reaction Centers

a Nitschke, W., and Rutherford, A. W. (1991) Trends Biochem. Sci. 16, 241– 245
b Kjear, B., Frigaard, N.-U., Yang, F., Zybailov, B., Miller, M., Golbeck, J. H., and Scheller, H. V. (1998) Biochemistry 37, 3237 – 3242

Rhodopseudomonas
viridis

(now Blasatochloris)

Green sulfur
bacteria,

heliobacteriaa

Green plants and Cyanobacteria

PSII PSI

E.  Photosynthesis
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1314 Chapter 23.  Light and Life

represent a photoprotective mechanism.344a  In the PSI
system, in which the two phylloquinones are tightly
bound,344b both the A-side and the B-side seem to
function in electron transfer.344c

Cyclic photophosphorylation in purple bacte-
ria.  QH2 is eventually dehydrogenated in the cyto-
chrome bc1 complex, and the electrons can be returned
to the reaction center by the small soluble cytochrome
c2, where it reduces the bound tetraheme cytochrome
or reacts directly with the special pair in Rhodobacter
spheroides.  The overall reaction provides for a cyclic
photophosphorylation (Fig. 23-32) that pumps 3 – 4 H+

across the membrane into the periplasmic space utiliz-
ing the energy of the two photoexcited electrons.
These protons can pass back into the cytoplasm via
ATP synthases located in the same membrane with
their catalytic centers in the cytosol (see Figs. 18-5
and 18-14).

Comparison with other reaction centers. Sub-
unit L of the R. viridis reaction center was found to
have a 25% sequence homology with a quinone-bind-
ing protein now known as D1, a component of the
reaction center core of PSII of chloroplasts.  This pro-
tein was identified as the specific target protein for
inhibition by herbicides such as DCMU and atrazine
(see Section 1 for structures).  These compounds act as
competitive inhibitors of quinone binding346 and bind
in the QB site in the R. viridis reaction center.  This fact,
together with the discovery that the core of PSII of
green plants consists of a heterodimer of the related
polypeptides D1 and D2, suggested that PSII is very
similar to the bacterial center of Fig. 23-31.  Both use a
quinone as primary acceptor.  However, P680 operates
at a more positive potential (Em ~ 1 V), consistent with
the fact that it must provide an oxidizing agent able to
oxidize H2O to O2 (E°’ = + 0.82 V).  Plastoquinone
rather than menaquinone is the primary acceptor in
PSII.  A chlorophyll a dimer is apparently the initial
electron donor.  The methyl ester carbonyl groups on
the edges of rings I (Fig. 23-20) of BChl may coordinate
to other groups of the proteins.288,346a  These ester
groups are absent in Chl a.

The PSI reaction center (P700) of maize chloroplast
was also found to contain a pair of homologous
polypeptides with appropriately placed histidyl resi-
dues for chlorophyll binding.347  FTIR spectra also
indicate the presence of two Chl a molecules.  Small
shifts in IR frequencies upon electronic excitation
suggest that one chlorophyll (P1) is hydrogen-bonded
through its 109-ester and 9-oxo groups (Fig. 23-20)
while the chlorophyll (P2) is free.  This may account for
the low value of Em (Fig. 23-17).  The charge on P700+

appears to be carried in part on both chlorophylls.
However, in the triplet state 3P700*, which may be
observed at low temperature, excitation is localized on

P1.348  Although P700 operates at the low Em of +0.49 V
it produces a powerful reducing agent able to reduce
ferredoxin.  The first identified acceptors are other
Fe– S centers present in integral membrane proteins.345

The reaction centers of green bacteria349 and PSI of
cyanobacteria245 have similar characteristics.  As more
genes have been sequenced and X-ray diffraction,
electron crystallography, and electron microscopy with
single-particle averaging have advanced, the funda-
mental similarity of all of the photosynthetic centers
has been confirmed.228,300,350– 353  Gene sequences are
often not highly conserved, but structures are more
conserved.  An evolutionary relationship of all of the
reaction centers can be seen.316,354

PSI of cyanobacteria and green plants. The
major reaction-center subunits PsaA and PsaB each
have a C-terminal domain, resembling those of the L
and M chains of purple bacteria, and a large N-termi-
nal antenna-chlorophyll-binding domain.  Cyanobac-
terial PSI contains ten other subunits, PsaC to PsaF,
PsaI to PsaM, and PsaX.  Thirty-one transmembrane
helices have been assigned to the various subunits,
several of which are in positions corresponding closely
to those in the reaction centers of the purple bacteria
(Fig. 23-33).355– 357  The PSI of higher plants is some-
what larger than that of cyanobacteria and contains
somewhat different subunits.356a,357,357a

The electron donor to Chl+ in PSI of chloroplasts is
the copper protein plastocyanin (Fig. 2-16).  However,
in some algae either plastocyanin or a cytochrome c
can serve, depending upon the availability of copper
or iron.345  Both QA and QB of PSI are phylloquinone in
cyanobacteria but are plastoquinone-9 in chloroplasts.
Mutant cyanobacteria, in which the pathway of phyl-
loquinone synthesis is blocked, incorporate plasto-
quinone-9 into the A-site.345a  Plastoquinone has the
structure shown in Fig. 15-24 with nine isoprenoid
units in the side chain.  Spinach chloroplasts also
contain at least six other plastoquinones.  Plastoquino-
nes C, which are hydroxylated in side-chain positions,
are widely distributed.  In plastoquinones B these
hydroxyl groups are acylated.  Many other modifica-
tions exist including variations in the number of iso-
prene units in the side chains.358,359  There are about
five molecules of plastoquinone for each reaction
center, and plastoquinones may serve as a kind of
electron buffer between the two photosynthetic
systems.

Look at the Z scheme of Fig. 23-17.  The lower end
of each vertical arrow is located at an electrode mid-
point potential Em (or E°’) for the couple P+/ P, i.e., for
a one-electron reduction of the Chl+ or BChl+ radi-
cal.360  The top of the arrow is at the estimated value of
Em for the excited state P*.  It is more negative than the
ground-state value of Em by the energy (in electron
volts) of the light absorbed.  This is a little misleading
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Figure 23-33 Models of the PSI reaction center of the
cyanobacterium Synechocystis and of higher green plants.
(A)  Subunit arrangement in trimeric cyanobacterial PSI as
gained from EM and crosslinking experiments with wild
type and directed mutant forms.  From Kruip et al.355  Cour-
tesy of Jochen Kruip:  Left, top view; Right, side view.  (B)
Schematic representation (top view) of the structure of one
monomer based on X-ray data at 0.6 nm resolution.  The
triangle at the left marks the threefold axis of a trimer and
the heavy dashed lines the interfaces between monomers.
Thirty-one helices, many of which are transmembrane, are
shown as shaded cylinders.  Fourteen of these are in the
central core (light area) while the other 17 are in peripheral
regions (light gray) that bind antenna chlorophyll molecules.
(C)  Side view, stroma at the top showing stromal subunits
PsaC, PsaD, and PsaE.  (D)  Top view of the trimer showing
locations of all α helices and core antenna chlorophylls as
well as reaction center cofactors.  From Schubert et al.356

Courtesy of Nobert Krauss.
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1316 Chapter 23.  Light and Life

for it is not commonly appreciated that light carries
entropy as well as energy.  An important consequence
of this fact is that not all of the energy of sunlight
could be harnessed for chemical work.  Knox361 has
calculated that at 700 nm at most 78% of the energy
could be captured.  See Parson362 for further discus-
sion.  Nevertheless, the photoexcited P700* with Em =
– 1.26 V is able to reduce a series of membrane-bound
Fe– S centers of E°’ ~ – 0.5 to – 0.6 V.  There are three of

these designated FX, FA, and FB.  Center FX is an Fe4S4
cluster located at almost the same position as the
single Fe3+ of the R. viridis reaction center (Fig. 23-31B).
FA and FB are also Fe4S4 clusters both of which are
carried on the small 79-residue PsaC.363,364  This pro-
tein binds to the reaction center on the stromal side as
shown in Fig. 23-33.  Close to it are two other subunits,
PsaD and PsaE, which appear to assist the docking of
ferredoxin or flavodoxin to PsaC and cluster FX.365,366

A

B

C

Figure 23-34  Structure of PSII with assignment of protein
subunits and cofactors.  (A)  Arrangement of transmembrane
α-helices and cofactors in PSII.  One monomer of the dimer
is shown completely, with part of the second monomer
related by the local-C2 axis (filled ellipse on the dotted
interface).  Chlorophyll a head groups and hemes are indi-
cated by black wire drawings.  The view direction is from
the luminal side, perpendicular to the membrane plane. The
α-helices of D1, D2, and Cyt b-559 are labeled.  D1/D2 are
highlighted by an ellipse and antennae, and CP43 and CP47
by circles.  Seven unassigned α-helices are shown in gray.
The four prominent landmarks (three irons and the manga-
nese (Mn) cluster) are indicated by arrows.  (B)  Side view of
PSII monomer looking down the long axis of the D1/D2
subunits from the right side in (A), at slightly tilted mem-
brane plane and rotated 180° so that the luminal side is
bottom.  PsbO (33K protein) is shown as a β-sheet structure,
and Cyt c-550 as a helical model.  (C)  Arrangement of
cofactors of the electron transfer chain located in subunits D1
and D2.  View direction along the membrane plane.  Full
lines indicate center-to-center distances (nm) between the
cofactors (uncertain to about ± 0.1 nm).  The pseudo-C2 axis
is shown by the vertical dotted line; it runs throught the non-
heme iron Fe and is parallel to the local-C2 axis.  The asterisk
indicates the putative Q8 binding site.  From Zouni et al.371d

Courtesy of Athina Zouni.
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The photosynthetic centers of green photosynthetic
sulfur bacteria also have centers FX, FA, and FB.

The soluble electron carriers released from the
reaction centers into the cytoplasm of bacteria or into
the stroma of chloroplasts are reduced single-electron
carriers.  Bacterial ferredoxin with two Fe4S4 clusters is
formed by bacteria if enough iron is present.  In its
absence flavodoxin (Chapter 15), which may carry
either one or two electrons, is used.  In chloroplasts the
carrier is the soluble chloroplast ferredoxin (Fig. 16-
16,C), which contains one Fe2S2 center.  Reduced ferre-
doxin transfers electrons to NADP+ (Eq. 15-28) via
ferredoxin:NADP+ oxidoreductase, a flavoprotein
of known three-dimensional structure.367– 369

PSII and formation of oxygen. The structure of
PSII has been difficult to determine directly, but its
core has been modeled in atomic detail using bacterial
reaction centers as a guide.370,371  More recently elec-
tron crystallography provided a three-dimensional
image at 0.8 nm resolution.314,371a  The resolution has
been extended down to 4 nm by X-ray crystallog-
graphy.371b– e  The structure of the cyanobacterial PSII
(Fig. 23-34) is very similar to that of green plants.371e,f

PSII contains at least 17 protein subunits, all of which
are encoded by chloroplast genes.  The large structur-
ally similar D1 and D2 form the core.  They are encod-
ed by genes PsbA and PsbD and have molecular
masses of 38.0 and 39.4 kDa, respectively.315  Both QA
and QB are plastoquinone.  It is of historical interest
that these cofactors were first designated simply as Q,
not for quinone but for quencher.  This is because QA

apparently quenched the fluorescence of P680, the
reaction-center chlorophyll a.  If chloroplasts are irra-
diated with 650-nm light, PSII is activated but PSI is
not.  Under these conditions QA becomes reduced, and
the fluorescence of Chl+ increases, presumably because
the electron acceptor QA is absent.  If PSI is activated
by addition of far-red light, QA remains more oxidized,
and fluorescence is quenched by a mechanism that
appears to depend upon one of the additional bound
chlorophylls, as well as the chlorophyll pair Chl2 and
the 9-kDa cytochrome b559.  The latter is an essential
PSII subunit (PsbE gene),372,373 which forms a tight
complex with the D1/D2 pair.

Other subunits in PII include the 56- and 50-kDa
antenna proteins CP43 (PsbC gene) and CP47 (PsbB
gene).  Three extrinsic proteins, which bind to the
lumenal side of the thylakoid membrane, are the
33-kDa manganese stabilizing protein (PsbO
gene),374,375 cytochrome c550, and a 12-kDa subunit
(Fig. 23-34).  The position of the larger two of these
proteins are shown in the model in Fig. 23-34, which is
based on 0.8-nm resolution data.315  These extrinsic
proteins seem to function together to facilitate binding
not only of Mn ions but also of Ca2+ and Cl–, both of
which are essential for O2 evolution.376  Other smaller
subunits are also present.376a  Together with its anten-
na complexes PSII may form large supercomplexes
with as many as 25 subunits.376b  The distribution of
complexes varies in the different regions of the thyla-
koid, e.g., the stroma lamellae and grana stacks (Fig.
23-19).376c

The four-electron dehydrogenation of two water

Figure 23-35  Proposed sequence of S-
states of the manganese cluster of
photosystem II.  The successive states as
two molecules of H2O (green oxygen
atoms) are converted to O2 is shown
with the successive states S0– S4 labeled.
To save space and possible confusion
tyrosine 161 (YZ) and the nearby His 190
are shown only by S1.  The YZ radical is
thought to remove a hydrogen atom or
H+ from one bound H2O and an electron
from one Mn ion at each of the four S-
states S0–S3 functioning in each case to
eject a proton into the thylakoid lumen
and to transfer an electron to P+ of the
reaction center.  However, the exact
sequence of e– transfer and H+ release
may not be shown correctly.  After
Hoganson and Babcock.392,392a
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1318 Chapter 23.  Light and Life

molecules to give one molecule of O2 by PSII is still
not well understood.  From experiments on oxygen
evolution in the presence of repeated short flashes of
light it was found that a four-quantum process is
required.376– 380  There must be some way of storing
oxidizing equivalents until enough are present to snap
together an oxygen molecule.  There is abundant
evidence that manganese is required for this process
and that the oxidation of H2O occurs on a cluster of
four atoms of manganese.379

The 33-kDa protein PsbO, which is present in all
oxygen-forming photosynthetic organisms, is closely
associated with the Mn4 cluster.  Removal of this
protein leads to a gradual loss of two of the four Mn
ions.375  The structure of the Mn4 cluster is not yet
certain, but on the basis of EXAFS spectroscopy a pair
of di-µ-oxo bridged Mn dimers linked by carboxylates
and with a fifth µ-oxo bridge as in Fig. 23-35 has been
proposed.  The distance between Mn ions in the
di-µ-oxo-Mn2 groups is ~ 0.27 nm, and the planes of
these groups are roughly parallel to the surface of the
thylakoid membranes.381,382  The protein groups that
bind the Mn atoms include carboxylates, as shown in
Fig. 23-35, and probably one or more histidine imida-
zole groups,383 perhaps of His 332 and His 337 of the
D1 chain.

The immediate donor of an electron to the reaction-
center cation P+ (ChlZ+) of PSII was identified by EPR
spectroscopy as a tyrosine radical.384  On the basis
of directed mutations this tyrosine, which is usually
designated YZ, is Tyr 161 of the D1 chain and is located
~1.2 nm from one of the chlorophylls of the (Chl)2
pair.371d,376,380,385 – 387  The two molecules in the pair are
not in close contact, their central Mg atoms being ~1.0
nm apart.  One of the two probably forms the P680•+

intermediate.371d  YZ is also close to the Mn4 cluster
and to the imidazole group of His 190 of subunit D1
as is shown in Fig. 23-34C.386,388  The YZ

• radical is
able to accept an electron from the Mn4 cluster within
30– 1300 µs depending upon the oxidation state of the
cluster (see Fig. 23-35).388  If a proton  is transferred
synchronously from a bound H2O, a neutral – OH
group will be created on YZ.  The proton may then be
transferred to His 190, which can eject the proton on
its other nitrogen atom into the lumen.  Alternatively
YZ

• may accept an electron to become tyrosinate – O–,
which then donates an electron to P+, while His 190
accepts a proton directly from a bound H2O.

In a mechanism proposed by Hoganson and
Babcock (Fig. 23-35) four successive transfers, each of
one H+ + one e–, leads to a three-electron oxidation of
Mn ions, e.g., from the 2+ and 3+ oxidation states to
all Mn4+, and to joining of the two water oxygens to
form a manganese peroxide linkage.  Oxidation of the
peroxide dianion to O2 by the adjoining Mn4+ and
Mn3+ ions completes the cycle.  This mechanism is
hypothetical, and various alternatives have been pre-

sented.387–389b  Most assume a structure similar to that
shown in Fig. 23-35.  Some are based on nonenzymatic
model reactions.390,391  Chloride ions are essential to O2
formation393,394 especially in going from state S2 to S3
and S3 to S0.  This suggests that Cl– may function in
passing electrons between Mn ions.393,395  Calcium ions
are also necessary, but it has been difficult to establish
an exact function.396–397a  A bicarbonate ion may also
be an essential ligand in the Mn4 cluster.398,398a

ATP synthesis in chloroplasts. The flow of
electrons between PSII and PSI (Fig. 23-18) is of great
importance for ATP formation.  As previously men-
tioned, plastocyanin is usually the immediate donor to
P700 and serves as a mobile carrier to bring electrons
to this reaction center.  In this function it is analogous
to cytochrome c of mitochondrial membranes.  The
essentiality of plastocyanin was shown by study of
copper-deficient Scenedesmus (Fig. 1-11).  The photore-
duction of CO2 by H2 is impaired in these cells, but the
Hill reaction occurs at a normal rate.

Like mitochondria, chloroplasts (when illuminat-
ed) pump protons across their membranes (Fig. 23-18).
However, while mitochondria pump protons to the
outside, the protons accumulate on the inside of the
thylakoids.  The ATP synthase heads of coupling factor
CF1 are found on the outside of the thylakoids, facing
the stromal matrix, while those of F1 lie on the insides
of mitochondrial membranes.  However, the same
mechanism of ATP formation is used in both chloro-
plasts and mitochondria (Chapter 18).

The cleavage of water at PSII also occurs on the
inside of the thylakoids.  The splitting of one water
molecule leaves two protons (one per electron) inside
the thylakoids, while the electrons are “photoejected”
through the lipid bilayer to acceptor QA on the outside.
The chlorophyll in PSI is likewise in contact with the
inside of the bilayer with acceptor A0 (Fig. 23-18) on
the outside.  Since the conversion of NAD+ to NADH
on the outside generates a proton, the overall reaction
would be the pumping of one and a half protons per
electron passing through the Z scheme.

The pathways involved in cyclic photophosphory-
lation in chloroplasts are not yet established.  Electrons
probably flow from the Fe – S centers Fdx, Fda, or Fdb
back to cytochrome b563 or to the PQ pool as is indicat-
ed by the dashed line in Fig. 23-18.  Cyclic flow around
PSII is also possible.  The photophosphorylation of
inorganic phosphate to pyrophosphate (PPi) occurs in
the chromatophores (vesicles derived from fragments
of infolded photosynthetic membranes) from Rho-
dospirillum rubrum.  The PPi formed in this way may be
used in a variety of energy-requiring reactions in these
bacteria.399  An example is formation of NADH by
reverse electron transport.
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Protection of chloroplasts against radiation
and oxygen.  Carotenoids often act as accessory light-
receiving pigments, but an additional function is
protecting photosynthetic organisms against toxic
effects of light.400– 403  Carotenoid photoprotection has
been demonstrated in photosynthetic bacteria and in
the reaction centers and light-harvesting complexes
(LHC) of green plants.  Excited chlorophyll molecules
can pass from the singlet (1Chl*) to the triplet (3Chl*)
state by intersystem crossing (Fig. 23-14).  The triplet
chlorophyll can then react with ordinary oxygen (3O2)
to form singlet oxygen (1O2).  The formation of 3Chl* is
favored when the intensity of sunlight is high and
energy is absorbed in the LHCs faster than it can be
utilized in the reaction centers.  Carotenoids are able to
quench excitation of both 3Chl* and 1O2.  Strains of
Rhodobacter sphaeroides that lack carotenoids rapidly
form both 3BChl* and BChl+ cation radicals in their
LH1 and LH2 complexes (Fig. 23-26).  However, the
presence of carotenoids quenches the triplet bacterio-
chlorophyll effectively and no formation of BChl+

radicals is seen.403  Another effect of excessive light
energy is the reaction of O2 with the highly reducing
P700* of photoexcited PSI.  This interaction can form
triplet oxygen, which can react to generate superoxide
anion radicals, H2O2, and hydroxyl radicals.224,227,402

In higher plants the quenching of both 3Chl* and
1O2 depends upon carotenoids404 and also upon the
large transthylakoid membrane potential that is gener-
ated by high light intensities.405,406  High light intensity
also induces a rapid reductive deoxygenation of ep-
oxycarotenoids via the xanthophyll or violaxanthin
cycle (Eq. 22-10).401,407,407a,b  Epoxycarotenoids are
found only in photosynthetic O2 evolving organisms.
Although occurring in response to light, the cyclic
photodeoxygenation and reoxygenation is not a non-
photochemical process.  Violaxanthin contains the
epoxy structure at both ends of the molecule.  Reduc-
tion of one end produces antheroxanthin and of both
ends zeaxanthin.  These three carotenoids are found
in almost all higher green plants and algae.  The de-
epoxidation is mediated by ascorbic acid, occurs in the
lumen of the thylakoids, and is favored by the low pH
developed during illumination.  Epoxidation (Eq. 22-
10) is catalyzed by a monooxygenase located on the
stromal side.   The significance of the xanthophyll
cycle is puzzling.  There may be specific binding sites,
perhaps in the inner antenna complex on CP29 (Fig.
23-34), that bind zeaxanthin or antheroxanthin.  This
could alter the antenna structure to form an “exciton
trap” in which the fluorescence lifetime would be
decreased and excitation energy would be dissipated
rapidly as heat.408  Zeaxanthin is also found in the
macular area of the primate retina.401

Recent studies, using an Arabidopsis mutant defec-
tive in the xanthophyll cycle, point to a chlorophyll-
binding protein PsbS, which participates in nonphoto-

chemical quenching at high light  intensity.401a,b  An-
other Arabidopsis protein, which is probably a blue
light receptor, participates in an avoidance response by
which chloroplasts move to the side wall to avoid
strong light.401c

Yet another carotenoid function in PSII has been
proposed.  Under some conditions, when electron flow
from Tyrz is blocked, the bound monomeric chloro-
phyll Z (Chlz) acts as a secondary electron donor to
P680+.   The cytochrome b559 subunits may have a
similar function.  Both cyt b559 and the carotenoid are
essential for assembly of PSII, and both may partici-
pate in a protective cycle.409,410  Chloroplasts generate
both O2 and powerful reducing materials such as the
membrane-bound FeS centers of PSI, which may form
superoxide ions by single-electron donation to O2.
Probably for this reason, chloroplasts are rich in super-
oxide dismutase which converts superoxide to O2 and
H2O2.  The latter can diffuse into peroxisomes and
react with catalase and peroxidases.  It can also be
reduced to H2O within the chloroplasts by ascorbic
acid and ascorbate peroxidase.224,227  The resulting
dehydroascorbate (Box 18-D) can be reduced back to
ascorbate by glutathione (Box 11-B) and dehydroascor-
bate reductase, in the following electron transfer
sequence:

Under extreme conditions of excess light energy
photoinhibition is observed as a result of damage to
the PSII structure.411 – 415  The D1 polypeptide is
cleaved, probably as a result of oxidation by 1O2 and
proteolysis.  Damaged proteins are replaced and the
PSII structure rebuilt, but the effect is a long-lasting
decrease in photosynthetic efficiency.  The cyanobacte-
rium Synechococcus has three PsbA genes and resists
UV-B radiation by exchanging a delicate D1 polypep-
tide with more resistant ones as necessary.415  Other
adaptations to varying light-intensity involve move-
ment of light-harvesting complexes from the thylakoid
stacks, which contain much PSII, to the stroma lamel-
lae (Fig. 23-19), which contain more PSI.  Some herbi-
cides act by binding into the QB site in PSII.  They may
cause light-induced oxidative stress that kills the
plant.415a

5.  Control of Photosynthesis

The key reaction of the Calvin–Benson cycle of
CO2 reduction is the carboxylation of ribulose bisphos-
phate to form two molecules of 3-phosphoglycerate
(Eq. 13-48).  The properties of ribulose bisphosphate
carboxylase (rubisco, Figs. 13-10 to 13-12), which
catalyzes this reaction, are discussed in Chapter 13.  It

E.  Photosynthesis

NADPH dehydroascorbate H2O2→ G S GS– – – → →
(23-33)
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is controlled in part by CO2 and by natural inhibi-
tors,416 but regulation of rubisco starts at the transcrip-
tional level.

Light-induced transcription.  Plants depend
upon light both as a source of energy and also for
control of development.  Many genes are activated by
light in response to at least three groups of photore-
ceptors.  These are phytochromes (Section H) and the
blue light responsive cryptochromes (Section I) and
the ultraviolet light UV-B photoreceptors.417  The
synthesis of chlorophyll, of reaction center proteins,
and of many enzymes are controlled by light-induced
transcription.418– 420  Among these processes are syn-
thesis of both the large and small subunits of rubisco
(Fig. 13-10).  The small subunits are synthesized in the
cytoplasm in a precursor form.  After illumination the
concentration of the rubisco mRNA may be increased
100-fold.421,422  On the other hand, the large subunit of
the carboxylase is encoded in chloroplast DNA, and
stimulation of its synthesis by light appears to be at
the translational level.423

Light-induced control via the ferredoxin /
thioredoxin system.  Rubisco is activated by CO2
(Chapter 13) and by fructose 6-P and is inhibited by
fructose 1,6-P2 (Fig. 23-36),424 whose accumulation is a
signal to turn off the carboxylase.  Conversely, fructose
6-P in high concentrations turns on the Calvin–Benson
cycle.  Like the reactions of gluconeogenesis (Chapter
17), photosynthetic CO2 incorporation is dependent on
the highly regulated fructose-1,6-bisphosphatase.  In
chloroplasts it is activated by light through the media-
tion of reduced ferredoxin and thioredoxin.424– 427  The
small mobile thioredoxin (Box 15-C) is reduced to its
dithiol form by reduced ferredoxin428–429a and then
reduces one or more disulfide linkages in the fructose
1,6-bisphosphatase to activate that enzyme (Fig. 23-36).
Other light-activated enzymes of the Calvin–Benson
cycle include sedoheptulose-1,7-bisphosphatase, the
phosphoribulokinase that forms ribulose 1,5-bisphos-
phate  and the NADP+-dependent glyceraldehyde-3-
phosphate dehydrogenase.  NADP+-dependent malate
dehydrogenase, which has a major function in C4
plants (see Fig. 23-38), is totally inactive in the dark
but is activated by the ferredoxin–thioredoxin system
in the light.427 The activity of the LHCII complex is
also affected.429b

Another aspect of chloroplast metabolism is syn-
thesis of starch.  Formation of ADP-glucose from
glucose 1-phosphate is induced by 3-phosphoglycer-
ate, a “feed-ahead” type of regulation (Fig. 23-36).
Although fructose 2,6-bisphosphate is absent from
chloroplasts, it has an important regulatory function in
the cytoplasm of plants as it does in animals.425,430  In
the plant cytosol triose phosphates from the chloro-
plasts are converted to fructose 6-P, glucose 6-P, UDP-

glucose, and sucrose.  Inorganic phosphate Pi, which
accumulates in plant vacuoles, also has a regulatory
function.431  It activates the kinase that converts fruc-
tose 6-P to fructose 2,6-P2 and inhibits the phosphatase
that converts the bisphosphate back to fructose 6-P.
The accumulated fructose 2,6-P2 inhibits fructose-1,6-
bisphosphatase and slows the conversion of triose
phosphates to sucrose (Eq. 23-34).  Accumulation of
fructose 6-P due to decreased utilization for sucrose
formation will have a similar effect.  However, both 3-
phosphoglycerate and dihydroxyacetone phosphate
have opposite effects and will act to remove the inhibi-
tion by lowering the fructose 2,6-P2 level and to pro-
mote rapid sucrose formation (Eq. 23-34).430

4 hν (PSI and PSII)

2 H2O 2 Fdox

O2 2 Fdred

NADPH

NADP+

Grana

Reduced
thioredoxin Trred Trox
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fructose
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    cycle
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Figure 23-36  Some control mechanisms for photosynthetic
assimilation of carbon dioxide.  After Buchanan and Schur-
mann424 with modifications.
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6.  Photorespiration; C3 and C4 Plants

The first product of incorporation of CO2 via the
Calvin–Benson cycle is 3-phosphoglyceric acid (Box
17-E).  It was the rapid appearance of radioactivity
from 14CO2 in phosphoglycerate and other three-
carbon (C3) compounds that permitted Calvin and
associates, using green algae, to work out the complex
cycle as it is shown in Fig. 17-14.  Green algae, spinach,
and many common crop plants are often known as C3
plants.  Another group of plants, mostly of tropical
origin and capable of extremely fast growth, behave
differently.224,227,432  In these plants, which include
sugar cane, maize, and crabgrass, radioactivity from
14C-containing CO2 is found first in the C4 compounds
oxaloacetate, malate, and aspartate.  These C4 plants
are characterized by high efficiencies in photosynthe-
sis, a fact that explains the rapid growth of crabgrass
and the high yield of corn.  Maximum rates of CO2
incorporation may attain 40 – 60 mg of CO2 per square
decimeter of leaf surface per hour (~ 0.3 mmol CO2
m–1s–1 or ~ 0.10 mol CO2 per mol of total chlorophyll
per second), more than twice that for common crop
plants.

Like all other organisms plants respire in the dark,
but illumination of C3 plants markedly increases the
rate of oxygen utilization.  This light-enhanced respi-
ration (photorespiration) may attain 50% of the net
rate of photosynthesis.  Photorespiration prevents
plants from achieving a maximum yield in photosyn-
thesis.  For this reason, its understanding and control
assume great importance in agriculture.  It is difficult
to measure the rate of photorespiration, and the litera-
ture on the subject often refers instead to the CO2
compensation point.  This is the CO2 concentration
(at a given constant light intensity) at which photosyn-
thetic assimilation and respiration balance.  (Similarly,
the light compensation point is the light intensity at
which the rate of photosynthetic CO2 incorporation
and that of respiration exactly balance.)  Normal air
has a CO2 content of ~ 0.03% or 300 ppm.  For common
C3 crop plants the CO2 compensation point is ~ 40 – 60
ppm at 25°C.  The C4 plants are characterized by a
much lower CO2 compensation point, often less than
10 ppm.  In strong sunlight the CO2 level of air in a

E.  Photosynthesis
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ATP

Pi

H2O

Fructose-2,6-P2
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– +

–

(23-34)

field of growing plants drops.  Furthermore, as the
temperature rises on a hot day, the CO2 compensation
point rises.  The result is a serious decrease in efficien-
cy of photosynthesis for the C3 plants but not for the
C4 plants.

Metabolism of glycolic acid. The 2-carbon
glycolic acid is formed in large quantities in the
chloroplasts of C3 plants and moves out into the cyto-
sol.433,434  The major source of this acid is phosphogly-
colate whose formation is catalyzed by rubisco in the
chloroplasts through competition of O2 for the CO2
binding site of the enzyme (Eq. 13-50).  It is easy to
understand why an increase in the O2 pressure in air
increases the CO2 compensation point for a plant.
Another less important source of glycolate is transke-
tolase, which may yield glycolaldehyde as a side
product (Eq. 17-15).  Glycolaldehyde can be oxidized
readily to glycolate.  Glycolate is metabolized rapidly,
some in the chloroplasts,435 but most in the peroxi-
somes.  There the flavoprotein glycolate oxidase
converts it to glyoxylate with formation of H2O2 (Fig.
23-37).436  Some of the hydrogen peroxide formed may
react nonenzymatically, decarboxylating glyoxylate to
formate and CO2, but most is probably destroyed by
peroxidases or catalase.  The latter enzyme is lacking
in chloroplasts, one reason why oxidation of glycolate
must occur in the peroxisomes.

Glyoxylate undergoes transamination to glycine,
which can be oxidatively decarboxylated (Fig. 15-20)
in the mitochondria.  It can also be converted to
serine,437 some of which returns to the peroxisomes to
be oxidized to hydroxypyruvic acid and glyceric acid
(Fig. 23-37).  The latter can be synthesized into glucose.
The net result is the stimulation of a large amount of
metabolism that ultimately produces CO2 and appar-
ently accounts for the light-induced respirations of
plants.  Because much of the glycine formed in the
peroxisomes is oxidatively decarboxylated in the
mitochondria, photorespiration also generates large
amounts of NH3.  This is recycled into amino acids
within the photosynthetic cells (green lines in Fig. 23-
37), an energy-requiring process.438

 Although much metabolism occurs as a result of
photorespiration, it appears to waste energy rather
than to provide energy to the plant.  Why then don’t
plants avoid this process?  Wouldn’t a small change in
the structure of ribulose bisphosphate carboxylase
allow plants to avoid photorespiration and to grow
more efficiently?  The answer is not clear.  It has been
difficult to create such modified plants, and there is a
possibility that they would not grow well.  One theory
is that photorespiration protects plants when the CO2
pressure is low and the absorbed light would damage
the chloroplasts if there were not a way to utilize the
accumulating reduced Fe – S proteins generated by PSI.
Photorespiration provides a mechanism.434  Most
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efforts to breed plants with lower photorespiration
rates or to inhibit it chemically have failed.433,439

The C4 cycle for concentration of carbon diox-
ide. The C4 plants reduce their rate of photorespiration
by using a CO2 concentrating mechanism that enables
them to avoid the competition from O2.  All species of
C4 plants have a characteristic internal leaf anatomy in
which a single dense layer of dark green cells sur-
rounds the vascular bundles in the leaves.  This bun-
dle sheath is surrounded by a loosely packed layer of

cells, the mesophyll, an arrangement that
is sometimes called the “Kranz anatomy.”
In C4 plants there is a separation of the
chemical reactions between the mesophyll
and the bundle sheath cells.  The incorpo-
ration of CO2, as bicarbonate ion into
oxaloacetate, occurs in the mesophyll cells,
principally through the action of PEP
carboxylase (Fig. 23-38).  Oxaloacetate is
reduced to malate by light-generated
NADPH.  Alternatively, it undergoes
transamination to aspartate.  Both malate
and aspartate then diffuse out of the meso-
phyll cells and into bundle sheath cells
where the malate undergoes oxidative
decarboxylation via the malic enzyme (Eq.
14-42) to pyruvate (Fig. 23-38).  Aspartate
also can be converted to oxaloacetate,
malate, and pyruvate in the same cells.
The overall effect is to transport CO2 from
the mesophyll cells into the bundle sheath
cells along with two reducing equivalents,
which appear as NADPH following the
action of the malic enzyme.  The CO2, the
NADPH, and additional NADPH generat-
ed in the chloroplasts of the bundle sheath
cells are then used in the Calvin–Benson
cycle reactions to synthesize 3-phospho-
glycerate and other materials.  Of the CO2
used in the bundle sheath cells, it is esti-
mated that 85% comes via the C4 cycle and
only 15% enters by direct diffusion.  The
advantage to the cell is a higher CO2 ten-
sion, less competition with O2, and a
marked reduction in photorespiration.

The pyruvate produced in the bundle
sheath cell is largely returned to the meso-
phyll cells where it is acted upon by 
pyruvate-phosphate dikinase.441  This
unusual enzyme (Eq. 17-55) phosphory-
lates pyruvate to PEP while splitting ATP
to AMP and PPi.  The latter is in turn
degraded to Pi.  In effect, two high-energy
linkages are cleaved for each molecule of
pyruvate phosphorylated.  Because of this
extra energy need, it is thought that cyclic

photophosphorylation is probably more important in
the chloroplasts of the mesophyll cells than in the
bundle sheath cells.  It also accounts for the fact that C4
plants are less efficient than C3 plants under cool or
shaded conditions.442  Other CO2-concentrating mech-
anisms exist in plants.442a  For example, cyanobacteria
accumulate HCO3

– ions in carboxysomes, polyhedral
bodies to which rubisco adheres.  An ABC type ATP-
dependent transporter powers the bicarbonate
accumulation.442b

Figure 23-37  Production of glycolate by chloroplasts and some path-
ways of its metabolism in peroxisomes and in mitochondria.  After
Tolbert436 and Givan et al.438
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Metabolism in the family Crassulaceae. The
crassulacean plants are a large group that includes
many ornamental succulents such as Sedum.  They
have a remarkable metabolism by which large
amounts of malic and isocitric acids are synthesized at
night.  During the day when photosynthesis occurs
these acids disappear.  The stomata in the leaves
(Chapter 1) stay closed during the day and open only
at night, an adaptation that permits the plants to live
with little water.  However, this requires that the plant
accumulates carbon dioxide by night and incorporates
it photosynthetically into organic compounds by
day.443  A possible mechanism is shown in Fig. 23-39.
On the left side of the figure are reactions by which
starch can be broken down at night to PEP.  While it
would also be possible to produce that compound by
the glycolysis reactions, labeling studies have indicat-
ed that the pentose phosphate pathway is more impor-
tant.330  The PEP acts as the CO2 acceptor to create

(23-35)

oxaloacetate, which is then reduced to malic acid.  A
balanced fermentation reaction (Fig. 23-39; Eq. 23-35)
can be written by using the NADPH formed in the
conversion of glucose 6-P to ribulose 5-P.  During the
day when ATP and NADPH are available in abun-
dance from photoreactions, the conversions on the
right side of the figure can take place.  The initial step,
the release of CO2 from malic acid by the malic en-
zyme, is the same as that employed by C4 plants.  In
this case, it is used to release the CO2 stored by night,
making it available for incorporation via the Calvin–
Benson cycle.  The remaining pyruvate is reconverted
to starch.

C6H10O5 (starch) + 2 CO2 (g) → 2 C4H4O5
2– (malate) + 4 H+

∆G’ (pH 7) = – 159 kJ mol–1

Many plants store substantial amounts of malate
in their cytoplasm and in vacuoles.  It apparently

E.  Photosynthesis

Figure 23-38  The C4 cycle for concentrating CO2 in the C4 plants.  From Haag and Renger with alterations.440
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serves as a ready reserve for carbohydrate synthesis.

7.  Photosynthetic Formation of Hydrogen

A system consisting of chloroplasts, ferredoxin,
and hydrogenase has been used to generate H2 photo-
synthetically.444  This may be a prototype of a method
of solar energy generation for human use.  Another
photochemical hydrogen-generating system makes
use of both the nitrogen-fixing heterocysts and
photosynthetic vegative cells of the cyanobacterium
Anabaena cylindrica.445  In this instance hydrogen pro-
duction is accomplished by nitrogenase (Eq. 24-6).
Photogeneration of H2 by bacteria is just one of many
kinds of photometabolism observed among photosyn-
thetic microorganisms.

F.  Vision

The light receptors of the eye perform a very
different function from those of chloroplasts.  Visual
receptors initiate nerve impulses, and their primary
requirement is a high sensitivity.  By the use of stacked

membranes containing a high concentra-
tion of an intensely absorbing mole-
cule446,447 the most sensitive visual
receptors are able to trap nearly every
photon that strikes them.  The retina of the
human eye contains more than 108 tightly
packed receptor cells of two types.  The
rod cells are extremely sensitive.  Used for
night-time vision, they give a “black and
white picture” and are concentrated
around the periphery of the retina.  The
retina works as a coincidence detector.  An
ensemble of ~ 500 rods must register 5 – 7
isomerizations within a few tenths of a
second in order to trigger a nerve im-
pulse.448  The less sensitive cone cells,
which are most abundant in the center of
the retina, are of three types with different
spectral sensitivities.  They provide color
vision.

The retinal receptors have a very
active metabolism.  Human rod cells (Fig.
23-40) may live and function for a hundred
years.190  A self-renewal process leads to a
casting off of the older membranous discs
from the end of the rod194 and replacement
by new discs at the end nearest to the
nucleus.  The rod outer segment is sur-
rounded by a plasma membrane.  Within
the membrane but apparently not attached
to it are ~ 500 stacked discs of ~2 µm diam-

eter and with a repeat distance between centers of ~ 32
nm.  Each disc is enclosed by a pair of membranes
each ~ 7 nm thick with a very narrow space between
them.  From electron micrographs it appears that this
space within the discs is sealed off at the edges.  Some-
what larger spaces separate adjacent discs.

The membranes of the rod discs are ~ 60% protein
and 40% lipid (Table 8-3).  About 80% of the protein is
rhodopsin (visual purple), a lipoprotein that is insolu-
ble in water but soluble in detergent solutions.  Digito-
nin is widely used to disperse rhodopsin molecules
because it causes no change in optical properties.  In
addition to rhodopsin, in the outer segment discs of
frog retinal rods, there are ~ 65 molecules of phospho-
lipid and smaller amounts of other materials for each
molecule of rhodopsin (Table 8-3).  The cone cells have
a similar architecture but have a different shape and
contain different light receptors.  The receptors in the
cones are present in deep indentations of the plasma
membrane rather than in discs within the cytoplasm.

1.  Visual Pigments

The rod pigment rhodopsin is readily available
from cattle retinas and has been studied for many

Figure 23-39  A proposed night–day cycle of crassulacean acid metabo-
lism.
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Figure 23-40  (A) Diagram of a vertebrate rod cell. From Abrahamson and
Fager.446  (B) Electron micrograph of a longitudinal section of the outer seg-
ment of a retinal rod of a rat.  There are 600 – 2000 discs per rod and 2 x 104 and
8 x 105 rhodopsin molecules per disc.  Courtesy of John E. Dowling.  (C)
Enlarged section; from Dratz and Hargrave.451  (D)  Schematic drawing of
rhodopsin.  The two α helices in the front have been partly cut away to reveal
the 11-cis retinal in protonated Schiff base linkage to lysine 296.  From
Nathans.448  Courtesy of Jeremy Nathans.
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years.  It has a molecular mass of ~ 41 kDa of which ~ 2
kDa is contributed by two asparagine linked oligosac-
charides.195  Both bovine and human rhodopsins
consist of a 348-residue protein known as opsin to
which is bound a molecule of vitamin A aldehyde,
retinal.  Human and bovine opsins are 93% homolo-
gous.  A totally synthetic 1057 base pair gene for
bovine rhodopsin was made by Khorana and
associates.449,450  The gene was constructed with 28
unique sites for cleavage by specific restriction endo-
nucleases.  These have allowed easy specific mutation
of the gene and production of a wide variety of mutant
forms of opsin.  Similar synthetic genes have been

constructed for the three human
cone pigments452 and for the related
bacterial protein bacteriorhodop-
sin.453

Transmembrane structure.
From its circular dichroism rhodop-
sin was estimated to be 60% helical,
and its amino acid sequence sug-
gested that it contains seven parallel
membrane-spanning helices (Fig.
23-41)451 just as does bacterior-
hodopsin (Section G; Fig. 23-45).
Rhodopsin and other visual pig-
ments are also members of the large
family of G-protein coupled re-
ceptors, which includes the β2
adrenergic receptor pictured in Fig.
11-6.  It has been hard to determine
the three-dimensional structure of
rhodopsin or other receptors of this
family.  However, their relationship
to bacteriorhodopsin, whose struc-
ture was obtained in 1975 by elec-
tron crystallography454 and more
recently by X-ray crystallography at
0.15 nm resolution,455 permitted
modeling based on similarities
among the proteins.456– 458  New
results of electron crystallogra-
phy459,460 and mass spectrometry461

have been combined with studies of
mutant forms of rhodopsin and
other visual pigments to provide the
picture given in Fig. 23-41A,B.
Recently a higher resolution struc-
ture (Fig. 23-41D) has been obtained
by X-ray diffraction.461a– c  Muta-
tions have been introduced in every
part of the rhodopsin molecule, and
the effects on photoreception, pro-
tein stability, and other properties
have been observed.448,450,462– 465

Some of the essential residues iden-
tified are indicated in Fig. 23-41A, a schematic dia-
gram showing the seven helices and connecting loops.
Figure 23-41B shows an end view of the helix bundle
with its retinal prosthetic group buried in the interior
of the protein.  Rhodopsin is roughly cylindrical with a
length of 6 – 6.5 nm and a diameter of ~ 2.8 nm and is
embedded in the phospholipid bilayer with its long
axis perpendicular to the membrane surface (Fig. 23-
40).  The two oligosaccharide chains, which are at-
tached near the N terminus, project into the intradiscal
space on the side away from the cytoplasm.  Palmitoyl
groups on two cysteine side chains help to anchor the
protein.  Rhodopsin apparently exists in the mem-

F.  Vision
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Figure 23-41  (A)  Model of the
topological organization of
bovine rhodopsin according to
the consensus analysis of Bald-
win.456  Oligosaccharide chains
are portrayed on the glycosyla-
tion sites Asn 2 and Asn 15.
Glutamate 113 provides the
counter ion for the N-protonated
retinal Schiff base.  Cysteines
110 and 187 form an essential
disulfide linkage.  Histidine 211
modulates the interconversion
of the metarhodopsin forms I
and II.  Lysine 296 forms a Schiff
base with 11-cis-retinal.  Cys-
teines 322 and 323 are sites of
palmitoylation, and as many as
six serine and threonine hydrox-
yls (indicated by green arrows)
may become phosphorylated
during desensitization of
rhodopsin.  Aspartate 83,
glutamate 134, and histidine 211
may be essential for proton
movements.  The point muta-
tion C203R in the green-sensi-
tive pigment causes red-green
color blindness.  The mutation

A

branes as monomers.  From the composition it can be
calculated451 that the average center-to-center distance
of the cylindrical molecules must be ~ 5.6 nm.

The visual chromophores. Rhodopsin has been
an object of scientific interest for over 100 years.462

Wald and associates469,470 established that rhodopsin
contains 11-cis-retinal bound to the opsin in Schiff base
linkage (Eq. 23-36).  When native rhodopsin is treated
with sodium borohydride, little reduction is observed.
However, after the protein is bleached by light, reduc-
tion of the Schiff base linkage becomes rapid, and the
retinal is incorporated into a secondary amine, which
was identified as arising from Lys 296.

In a crystal structure471 11-cis-retinal has the 12-s-
cis conformation shown at the top in Eq. 23-36 rather
than the 12-s-trans conformation at the center and in
which there is severe steric hindrance between the
10– H and 13 – CH3.  Nevertheless, 1H– and 13C– NMR
spectroscopy suggest that the retinal in rhodopsin is
in a twisted 12-s-trans conformation.472,472a  The Schiff
base of 11-cis-retinal with N-butylamine has an absorp-
tion maximum at ~ 360 nm but N-protonation, as in
the structure in Eq. 23-36, shifts the maximum to 440
nm with εmax = 40,600 M–1 cm–1 (Fig. 23-42).  This large
shift in the wavelength of the absorption maximum
(the opsin shift) indicates that binding to opsin stabiliz-

es the light-excited state by almost 33 kJ/ mol com-
pared to that in the free N-protonated Schiff base.  This
is evidently the result of a fixed negative charge, that
of Glu 113, which is near the polyene chain of the
retinal (Fig. 23-41B) and probably separated from it by
a hydrogen-bonded water molecule.473– 477

Figure 23-42  Absorption spectrum of cattle rhodopsin in
aqueous dispersion with a nonionic detergent.  From H.
Shichi et al.486,487
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Point mutations causing serious diseases.  P23H is a frequent cause of retinitis pigmentosa.
Mutations G90D and A292E cause congenital night blindness.

A few residues essential to the mechanism of vision.

The mutation C203R in the green-sensitive pigment causes red-green color blindness.
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F.  Vision

P23H in rhodopsin is one of the most frequent causes of retinitis pigmentosa, and mutations G90D and A292E cause congenital
night blindness.  From Barnidge et al.461 with modifications.  (B)  Structural model of rhodopsin based on the helix arrange-
ment of Baldwin456 and NMR constraints.  The seven transmembrane helices, viewed from the cytoplasmic surface, are shown
at three levels indicated by differences in shading.  The α-carbons of residues of interest are shown in dots of various sizes,
indicating the depth from the cytoplasmic domain.  Gly 90, Glu 113, and Lys 296 are on the extracellular half of the transmem-
brane domain and close to each other in space.  The 11-cis-retinal chromophore has been incorporated into the model using
NMR constraints, which require a close interaction between Glu 113 and C12 of the chromophore.  The relative position of the
β-ionone ring and Trp 265 agrees well with crosslinking data of Zhang et al.466  From Han and Smith.467  (C)  Stereoscopic view
of the retinal-binding pocket of bacteriorhodopsin viewed from the cytoplasmic surface.  The retinal, in Schiff base linkage to
Lys 216, runs across the central cavity from top to bottom in this view.  From Grigorieff et al.468  (D)  Ribbon drawing of bovine
rhodopsin (stereoview).  From Palczewski et al.461a

D
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1328 Chapter 23.  Light and Life

Three types of cone cells in the human retina are
needed for color vision.  Four genes specify the pro-
teins for rhodopsin and for related cone photorecep-
tors absorbing blue (~ 425 nm), green (~ 530 nm), and
red (~ 560 nm) light.477– 479b  All of the cone opsins also
bind 11-cis-retinal.  The rhodopsin gene is located on
human chromosome 3, while that of the blue pigment
is found on chromosome 7.  However, the green and
red sensitive pigment genes, whose sequences are 96%
identical,478 are close together on the q arm of the X-
chromosome and near the gene for glucose-6-phos-
phate dehydrogenase.  Examination of cloned DNA
from persons with inherited red-green color-blindness
shows that loss of a functional form of one of these
genes is usually responsible for the problem.480– 482

Among Caucasians 8% of males and 1% of females
differ from the normal in their color vision.  About
30% of affected males are dichromats and lack either
the red-sensitive pigment (they are protanopes) or the
green-sensitive pigment (deuteranopes).  They usually
have a partial gene deletion.  The other 70% often have
hybrid genes created by errors in recombination dur-
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(23-36)

ing cell division.483  A few deuteranopes have the point
mutation C203R in the green pigment.  John Dalton, of
atomic theory fame, reasoned that his red-green confu-
sion resulted from a blue tint in the vitreous humor of
his eyes and ordered that they be dissected after his
death (in 1884).  There was no blue tint but DNA
analysis performed more recently showed that Dalton
was a deuteranope.484  Defects in the blue-sensitive
receptor are relatively rare affecting about 1 in 500
persons, while only one person in 100,000 has a total
lack of color discrimination.481,485

All retinal-dependent visual pigments form Schiff
bases with lysine side chains of the photoreceptor
proteins.  How can the same chromophore be “tuned”
to absorb across the wavelength range of 360 to 635
nm?  Modern techniques such as resonance Ra-
man477,479 and FTIR spectroscopies and study of mu-
tant forms488 have shown that interaction of the
conjugated double bond system of the chromophores
with immediately adjacent dipoles of side chain
groups and peptide linkages is sufficient to account for
the great variability in absorption maxima.

Visual pigments of many species have been inves-
tigated.  Most vertebrate animals have a rhodopsinlike
pigment plus a variable number of cone pigments.
Mammals typically have only two, a short-wavelength
pigment absorbing maximally in the ultraviolet, violet,
or blue region488a-c and a long-wavelength pigment
with maximum absorption in the green or red re-
gion.489  The bottlenose dolphin has only a rod pig-
ment of λmax 524 nm.489  In contrast, the chicken has
four cone pigments with maximum absorption for
violet, blue, green, and red.490,490a  The red light recep-
tor, called iodopsin, absorbs maximally at 571 nm.
However, it binds chloride ions which induce an
additional 40-nm red shift.  The Cl–-binding site in-
volves His 197 and Lys 200 which are present in an
extracellular loop (Fig. 23-41A) and quite far from the
bound retinal.490  Human red and green color vision
pigments, and also a green-sensitive pigment of the
reptile Gecko gecko, undergo spectral shifts upon bind-
ing of Cl– in the same site.491  However, rhodopsin and
most other visual pigments do not share this behavior.

Fishes live in a variety of environments and have a
diversity of visual pigments.  Goldfish have genes for
five opsins, one of which gives rise to an ultraviolet
light receptor.  They are also sensitive to polarized
light.492  Related visual pigments occur throughout
the animal kingdom.  Even the eyespot of the alga
Chlamydomonas (Fig. 1-11) contains rhodopsin with
some sequence homology to invertebrate opsins.493,494

The pineal glands of chickens and probably of rep-
tiles495–496a as well as those of fish497 also contain
rhodopsinlike pigments.  In a few freshwater marine
species the visual pigments (porphyropsins) contain
3-dehydroretinal.  The peak positions of light absorp-
tion depend both upon the nature of the bound alde-
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hyde and on the protein, the latter having the larger
effect.  Thus, retinal-based pigments absorb in the
entire range 467 – 528 nm (18,900 – 21,400 cm–1).  The
fruit fly, Drosophila, contains 3-hydroxy-11-cis-retinal in
its rhodopsin and also contains other related photore-
ceptors.498

2.  The Light-Induced Transformation

The retinal Schiff base chromophore is embedded
in rhodopsin with its transition dipole moment paral-
lel to the plane of the discs, i.e., perpendicular to the
direction of travel of the incoming photons.  Absorp-
tion of a photon leads to a sequence of readily detect-
able spectral changes.37,461b,499,500  The relaxation times
indicated in Eq. 23-37 are for 20°C.

The intermediate chemical species have been named
bathorhodopsin, lumirhodopsin, and metarhodopsin
I and II.  At very low temperatures a transient form
photorhodopsin with a wavelength maximum at
~ 580 nm may precede bathorhodopsin.461b,501–502a

Furthermore, nanosecond photolysis of rhodopsin has
revealed a blue-shifted intermediate that follows
bathorhodopsin within ~ 40 ns and decays into lu-
mirhodopsin.500,503,504  The overall result is the light-
induced isomerization of the bound 11-cis-retinal to
all-trans-retinal (Eq. 23-38) and free opsin.  The free
opsin can then combine with a new molecule of 11-cis-
retinal to complete the photochemical cycle.

What are the chemical structures of the intermedi-
ates in Eq. 23-37, and why are there so many of them?
The answer to the last question is that the initial pho-
tochemical process is very fast.  Subsequent conforma-
tional rearrangments and movement of protons are
slower, occur in distinct steps, and give rise to the
observed series of intermediates.  To shed light on
these processes many experiments have been done
with analogs of retinal,502,505– 508 often using very rapid
spectroscopic techniques.37,508  These studies have
shown that the isomerization of the Schiff base from
11-cis to all-trans occurs in the first very rapid step of

F.  Vision

Eq. 23-37.499,509–510a  Constrained analogs of 11-cis
retinal also combine with opsin to form rhodopsinlike
molecules with absorption maxima near 500 nm.

However, most of these analogs cannot isomerize and
illumination does not produce bathorhodopsinlike
molecules.504,509,511

In the photoexcited state the positive charge on the
Schiff base is delocalized.  For example, with some of
the positive charge located on C5, rotation could occur
around the more nearly single C11–C12 bond to give
the all-trans isomer (Eq. 23-39).  However, it seems
more likely that simultaneous rotation occurs around
two connected single and double bonds.511a  The
mechanism of this photoisomerization, which is
among the fastest known chemical reactions, is still
being investigated.511b  In native rhodopsin the conver-
sion to bathorhodopsin occurs with a high quantum

Rhodopsin (498 nm, 20.1 x 103 cm–1)
hν τ < 6 x 10–12s

Bathorhodopsin (prelumirhodopsin; 543 nm, 18.4 x 103 cm–1)
τ ~50 ns

Lumirhodopsin (497 nm), 20.2 x 103 cm–1)
τ ~ 50 µs

Metarhodopsin I (478 nm, 20.9 x 103 cm–1)
              milliseconds
Metarhodopsin II (380 nm, 26.2 x 103 cm–1)
              seconds
All-trans-retinal (387 nm, 25.8 x 103 cm–1) + opsin (23-37)
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1330 Chapter 23.  Light and Life

yield of 0.67 within 0.2 ps, a time comparable to the
period of torsional vibrations of the retinal.  This
extreme speed suggests that the isomerization is a
concerted process that is vibrationally coherent.511c

Vibrational motion in the electronically excited state is
utilized in the isomerization process.506,512

The reaction sequence of Eq. 23-37 can be slowed
by lowering the temperature.  Thus, at 70K illumina-
tion of rhodopsin leads to a photostationary state in
which only rhodopsin, bathorhodopsin, and a third
form, isorhodopsin, are present in a constant ratio.510

Isorhodopsin (maximum absorption at 483 nm)513

contains 9-cis-retinal and is not on the pathway of Eq.
23-37.  Resonance Raman spectroscopy at low temper-
ature supports a distorted all-trans structure for the
retinal Schiff base in bathorhodopsin.510  The same
technique suggests the trans geometry of the C = N
bond shown in Eqs. 23-38 and 23-39.  Simple Schiff
bases of 11-cis-retinal undergo isomerization just as
rapidly as does rhodopsin.514

Some step in the sequence of Eq. 23-37 must ini-
tiate a chemical cascade that sends a nerve impulse out
of the rod cell.  This is accomplished through a GTP-
dependent G protein cascade as outlined in Fig. 23-43.
Light-activated rhodopsin initiates the cascade by
interacting with the G protein transducin.  Energy for
the activation comes from the quantum of absorbed
light.  While the primary chemical reaction has long
been recognized as the isomerization of the retinal
Schiff base,515 it is not obvious how this generates the
signal for transducin to bind and become activated.

The seven helices of rhodopsin form a “box”
around the bound retinal.  The environment of the
retinal is largely hydrophobic.  However, there are also
buried polar groups, some of which lie in conserved
positions in more than 200 G-protein-coupled recep-
tors458 and internal water molecules whose vibrational

spectra can be detected.516  As in bacteriorhodopsin
(Fig. 23-41, C) the buried polar groups and water
molecules are doubtless hydrogen-bonded in an inter-
nal network.  We can anticipate two effects of the
isomerization reaction: (1) It will distort the shape of
the box in which it occurs. (2) It will break some hy-
drogen bonds and allow new ones to form and may
affect the balance of electrical charges within the pro-
tein.  This in turn can lead to proton movements and
alterations in the internal hydrogen-bonded network.
Both of these anticipated effects have been observed.

Conformational changes induced in the rhodopsin
protein by the isomerization of the retinal Schiff base
include significant movement of the end of helix VI(F)
at the cytosolic surface as well as smaller movements
of other helices.517,518  Spectroscopic measurements
indicate that the Schiff base nitrogen remains protonat-
ed in both the bathorhodopsin and metarhodopsin I
forms and in metarhodopsin II, the first long-lived
form in the sequence.518a,b  It seems likely that the
proton has jumped via a bridging water molecule and
the E113 carboxylate to the external (intradiscal) sur-
face of the molecule.  At the same time one or more
protons are apparently taken up on the cytoplasmic
side.519  Study of mutant forms suggests that
glutamate 134, near the cytosolic surface, and histidine
211 may be involved in proton transport.520  By analo-
gy with bacteriorhodopsin, aspartate 83 is probably
also involved.  The combination of conformational
change plus altered charge distribution may be needed
to create a binding surface with a suitable shape and
charge constellation to bind tightly to transducin for
the next step.

3.  The Nerve Impulse

Which of the intermediates in Eq. 23-37 is respon-
sible for initiation of a nerve impulse?  Some evidence
favored metarhodopsin I,326  but its lifetime may be
too short.  On the other hand, the transformation of
metarhodopsin I to metarhodopsin II is the slowest
step that could trigger a nerve impulse, which must
travel the length of the rod to the synapse in about one
ms,521 and metarhodopsin II is generally believed to be
the activated signaling form of rhodopsin.521a–c

Transducin, cyclic GMP, and phosphodi-
esterase. The essential consequence of light absorp-
tion is an alteration in the membrane potential in the
vicinity of the absorbed photon with the resulting
propagation of a nerve impulse down the plasma
membrane to the synapse by cable conduction (Chap-
ter 30).  The type of potential change that is transmit-
ted differs among vertebrates and invertebrates.522  In
the case of mammalian photoreceptors the rod outer
segment is permeable to sodium ions so that a large

(23-39)
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dark current of sodium ions flows in through the
plasma membrane and is pumped out by sodium
pumps in the inner portion of the cell.  Visual stimula-
tion causes this permeability to Na+ to be decreased
with an increase in polarization of the membrane.
Absorption of a single photon by rhodopsin blocks the
outflow of ~ 106 sodium ions.

At one time calcium ions seemed to be the logical
internal messenger between rhodopsin and the plasma
membrane.  If light absorption opened channels from
the internal space of the rod discs, calcium ions could
be released and diffuse quickly to the plasma mem-
brane and block the entrance of sodium ions.523  How-
ever, light does not increase the free [Ca2+] in the
cytoplasm but may decrease it from 500 nM to as low
as 50 nM.524,525  Stryer suggested that the essential
messenger is cyclic GMP (Chapter 11)526– 528 and that a
decrease in cGMP concentration initiates the nerve
response.  Cyclic GMP is apparently responsible for
keeping the sodium ion channels open.  Absorption of
a photon in the rod disc (Fig. 23-43) produces activated
rhodopsin R* (metarhodopsin II), which acts as an
allosteric effector for the heterotrimeric G protein
transducin whose structure and properties have been
discussed in Chapter 11.  Like pro-
teins Gs and Gi of the adenylate
cyclase system, transducin contains
three subunits:  α, 40 kDa, 350 resi-
dues; β, 36 kDa; and γ, ~ 8 kDa.529  In
the resting state they are associated
as Tαβγ with a molecule of GDP
bound to the α subunit.  When
activated rhodopsin R* binds to
transducin (step a, Fig. 23-43) it
catalyzes a rapid exchange of GTP
for GDP (step b).  This is followed
by dissociation of Tβγ from Tα GTP.
The latter serves as an allosteric
effector for a cGMP phosphodi-
esterase bound to the disc surface
converting it to an active form (step
c).529a,b  The activated phosphodi-
esterase, an αβγ2 oligomer,530 hydro-
lyzes the cGMP (step d, Fig. 23-43),
reducing its concentration and
thereby inhibiting the Na+ outflow.

Because one molecule of acti-
vated cGMP phosphodiesterase can
hydrolyze more than 105 molecules
of cGMP per second the light re-
sponse is highly amplified.  There
is also an earlier stage of ampli-
fication.  Each molecule of light-
activated rhodopsin (R*) is able to
catalyze the exchange of GTP for
GDP on hundreds of molecules of
Tαβγ before R* passes on to other

intermediates and releases all-trans-retinal from opsin
(light green lines, Fig. 23-43).

Rhodopsin kinase, recoverin, and arrestin.
Metarhodopsin II (R*) can become phosphorylated by
rhodopsin kinase on as many as seven serine and
threonine side chains on its cytoplasmic surface (Fig.
23-41).531,532  The 45-kDa protein arrestin binds to such
phosphorylated R*,533– 535a which is rapidly deactivated
and desensitized so that it is less likely to be immedi-
ately reactivated.  This is important in the adaptation
of the eye to bright light.  At the same time Tα2GTP is
hydrolyzed back to Tα2GDP and reforms Tαβγ2GDP,
and guanylate cyclase regenerates the cGMP.536  At
least four different arrestins are known.  Some func-
tion in nonvisual tissues.  In all cases they seem
to serve as “uncouplers” of G protein-coupled
receptors.536a

Recovery of the inhibited rhodopsin, which occurs
most rapidly in dim light, depends upon calcium ions.
In dim light both Ca2+ and Na+ enter the visual cells
through the cGMP-controlled channels.  At the same
time Ca2+ flows out through a Na+/ Ca2+ exchanger.
When the channels are blocked by cGMP formed in

F.  Vision

Figure 23-43  The light-activated transducin cycle.  In step a photoexcited
rhodopsin (R*) binds the GDP complex of the heterotrimeric transducin (Tαβγ).
After GDP–GTP exchange (step b) the activated transducin T*•GTP reacts with
the inhibited phosphodiesterase (PDEαβγ2) to release the activated phosphodi-
esterase (PDEαβ).  Based on scheme by Stryer528 and other information.
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Figure 23-44  Reactions of retinol and the retinal cycle of mammali-
an rod cells.  After Palczewski et al.543
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response to light, [Ca2+] falls as a result of continuing
export by exchange with Na+.524,537  In the dark the
[Ca2+] concentration rises again and binds to a 23-kDa
calcium sensor molecule called recoverin.  Recoverin,
like calmodulin (Fig. 6-8), has four EF-hand Ca2+-
binding motifs and also an unexpected feature.  A
myristoyl group attached at the N terminus is bound
into a deep hydrophobic pocket in the protein.  How-
ever, when two Ca2+ ions bind, recoverin undergoes a
conformational change that allows the myristoyl
group to be extruded and to bind to a membrane
surface.  This allows recoverin to move out of the
cytosol to the surface of the disc membrane where it
binds to and inhibits the activity of rhodopsin ki-
nase,538– 541 increasing the sensitivity of photodetection.

Some details about cone cells and invertebrate
vision. The biochemistry of retinal cones is less well
known but is similar to that of rod cells.  Cone pig-
ments are present in the plasma membrane rather than
in isolated discs (Fig. 23-40C).  Different α, β, and γ
subunits of transducin are formed in rods and
cones.522  Many differences are seen among various
invertebrate visual systems.  Inositol triphosphate (IP3)
and Ca2+ often serve as signals of photoexcitation.  G
proteins also play prominent roles.522

4. Regeneration of Visual Pigments; the
Retinal Cycle

How is all-trans-retinal released from
photobleached pigments and isomerized to
11-cis-retinal for the regeneration of the photo-
pigments?  Since new 11-cis-retinol is continu-
ously brought in from the bloodstream and
oxidized to retinal, isomerization can occur in
other parts of the body.  However, much of it
takes place in the pigment epithelium of the
retina, the layer of cells immediately behind
the rod and cone cells.  As indicated in Fig. 23-
44, all-trans-retinal can leave the photorecep-
tor cells and, after reduction to retinal, be
carried to the pigment epithelial cells by an
interphotoreceptor retinoid-binding pro-
tein.542,543  There it becomes esterified by the
action of lecithin:retinol acyltransferase, an
enzyme that transfers a fatty acyl group from
lecithin to the retinol.  The resulting retinyl
esters are isomerized, and 11-cis-retinol is
released.543a  Some is stored as 11-cis-retinyl
esters but enough is dehydrogenated to 11-cis-
retinal to meet the needs of the photoreceptor
cells and is transported back to them (Fig. 23-
44).  In the cephalopods the inner segment of
the receptor cells contain a second pigment
retinochrome that carries out a photochemi-

cal conversion of all-trans-retinal to 11-cis-retinal.544,544a

5.  Diseases of the Retina

An important cause of blindness is retinitis pig-
mentosa, an inherited disease affecting about one in
3000 persons.  Symptoms include progressive night
blindness, degeneration of the rod cells, and gradual
loss of cone cells and of nerve function in the retina.
An autosomal dominant form of the disease arises
from deletions or point mutations in the rhodopsin
gene.  In the United States 15% of cases arise from
the mutation P23H.545  By 1996 ~ 70 point mutations
that cause retinitis pigmentosa had been discov-
ered.448,546– 548  These mutations are found in all three
of the rhodopsin domains: intradiscal, transmembrane,
and cytosolic.  Other rhodopsin point mutations such
as G90D and A292E cause congenital night blind-
ness.549  Retinitis pigmentosa also arises from defects
in peripherin-RDS, a structural component of rod
cells identified originally from the gene rds (retinal
degeneration slow) of the mouse.545,550  Another form
of congenital night blindness results from mutations
in rhodopsin kinase.551  A dominant rod–cone dystro-
phy is caused by a defect in the photoreceptor guany-
late cyclase.552  The most frequent cause of combined
deafness and blindness in adults (Usher syndrome)
is a defect in a cell adhesion molecule.553  In choroid-
emia, another X-linked form of retinitis pigmentosa,
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the choroid layer behind the pigment epithelium also
deteriorates.  A geranylgeranyl transferase specific for
the Rab family of G proteins is defective.554

The most frequent cause of vision loss in the elder-
ly is macular degeneration.  Mild forms of the dis-
ease occur in nearly 30% of those over 75 years of age
and more serious forms in 7% of that age group.  There
are many causes, some hereditary.555–556a  Excessive
accumulation of fluorescent lipofuchsin, perhaps
arising in part from Schiff base formation between
retinal and phosphatidylethanolamine, is sometimes
observed.557

6.  Proteins of the Lens

The lens of the eye encloses cells that cannot be
replaced and contains proteins that don’t turn over
and must last a lifetime.558  The fiber cells, which make
up the bulk of the lens, have no nuclei.  They elongate
and stretch to cover the central nucleus, the original
fetal lens, like the layers of an onion, the edges of the
cells interdigitated with the next cell like a piece in a
child’s construction set.559  These cells are tightly
packed with proteins in aggregates whose size is on
the order of the wavelengths of light.  The high con-
centration of proteins is needed to provide transparen-
cy and also a high refractive index.560– 562  The
membranes of the lens cells acquire increasing
amounts of a 28-kDa major intrinsic protein as they
age.563  Three classes of soluble lens proteins, called
crystallins, are found in virtually all lenses.  Alpha
crystallins, which account for ~ 40% of the total soluble
protein, are heterodimers of ~ 20-kDa subunits that
associate into ~ 800-kDa complexes.564  They have a
chaperoninlike activity.565  Beta crystallin, which may
account for ~ 35% of the protein, as well as the γ crys-
tallins are β-sheet proteins with “Greek key” folding
motifs.558

In addition to the α, β, and γ crystallins many
animals have recruited additional “taxon-specific”
crystallins δ, ε, λ, etc., that have evolved from prexist-
ing enzymes, chaperonins, or other proteins.561,566– 568

For example, avian and reptilian lenses contain a δ
crystallin homologous to argininosuccinate lyase.569

Many crystallins are derived from dehydrogenases,
e.g., for lactate dehydrogenase (duck),570 hydroxyacyl-
CoA dehydrogenase (rabbit),571 and aldehyde
dehydrogenase (squid and octopus).572  A high concen-
tration of NADH may be present.568  A crystallin of a
diurnal gecko is a retinol-binding protein with bound
3-dehydroretinal (vitamin A2), which probably acts as
an ultraviolet filter that improves visual acuity and
protects against ultraviolet damage.567,572a  Human
lenses contain small molecules that act as UV filters,
e.g., glucosides of 3-hydroxykynurenine (Fig. 25-11)
and 4-(2-amino-3-hydroxyphenyl)-4-oxobutanoic acid.

Lenses tend to discolor and become fluorescent with
age, in part by irreversible reactions of crystallins with
these compounds.573–574a

A common problem with lenses is cataract, a term
that describes any loss of opacity or excessive colora-
tion.  There are many kinds of cataract, most of which
develop in older persons.560,562  Since lens proteins are
so long-lived deamidation of some asparagine occurs.
However, the reactions are slow.  One of the aspar-
agines in α crystalline has a half-life of 15 – 20 years,
and some glutamines are undamaged after 60 years.575

G. Bacteriorhodopsin and Related Ion Pumps
and Sensors

 Under certain conditions, the salt-loving Halobac-
terium salinarum forms a rhodopsinlike protein, which
it inserts into patches of purple membrane in the
surface of the cell.  These membranes, which may
constitute up to 50% of the cell surface, contain light-
operated proton pumps that translocate protons from
the inside to the outside of the cells.454,576– 578  In this
manner they may provide energy for a variety of cell
functions including ion transport and ATP synthesis.
The 248-residue retinal-containing bacteriorhodopsin
makes up 75% of the mass of the membrane.  Its mole-
cules aggregate into a two-dimensional crystalline
array in the purple patches of the membrane.  This
allowed determination of the three-dimensional struc-
ture to 0.7 nm resolution in 1975 by electron microsco-
py and neutron diffraction.454  More recently the
structure has been established at progressively higher
resolution by electron crystallography579– 581 and
X-ray diffraction.455,582  The most recent studies have
been focused on determination of the structural alter-
ations in the protein that accompany the proton
pumping.582a–e  A step-by-step picture is emerging.582f

Internal changes in the retinal chromophore, move-
ments of protons, and alterations in the shapes of
some of the protein helices are involved.  The surface
loops have been studied both by electron crystallogra-
phy and by atomic force microscopy.583  Each bacteri-
orhodopsin molecule is folded into seven closely
packed α-helical segments which extend roughly
perpendicular to the membrane.  Although 100 resi-
dues shorter than rhodopsin, the folding pattern is
very similar (Figs. 23-41C; 23-45).  The protein mole-
cules form an extremely regular array with phospho-
lipid molecules (mostly of phosphatidylglycerol)
filling the spaces between them.  The retinal is buried
in the interior of the protein and is bound as an
N-protonated Schiff base with the side chain of
lysine 216.

The retinal in bacteriorhodopsin (bR) exists in both
all-trans and 13-cis configurations.  The all-trans form
has an absorption maximum at 568 nm and the 13-cis

G.  Bacteriorhodopsin and Related Ion Pumps and Sensors
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at 548 nm.  The two exist in a slow nonphotochemical-
ly mediated equilibrium in the dark.584,584a  However,
in the light the all-trans bR568 undergoes a rapid photo-
chemical cycle of reactions, which is presented in
simplified form in Fig. 23-46.  The subscript numbers
designate the wavelength of maximum absorption.
Many efforts have been made to determine the struc-
tures of the intermediates K, L, M, and O and to relate
them to a mechanism of proton pumping.585– 585c  Both
K and L contain 13-cis retinal.  Therefore, as with
rhodopsin (Eq. 23-39) the very first step is a photo-
chemical isomerization.  Intermediate M appears to
contain a deprotonated Schiff base, but O is both N-
protonated and again all-trans.  It follows logically that
the proton bound initially to the Schiff base is pumped
out of the cell and is then replaced by a new proton in
the O form.  However, several questions must be
answered if we are to understand this proton pump.
Where in the sequence do proton transfers occur?
How is the sequence driven by the absorbed light
energy?  Protons must enter the pump from the cyto-
sol and exit on the exterior (periplasmic) side, flowing
out against a concentration gradient.  There must be a
“gating” or “switch” mechanism that ensures that
protons enter and leave the pump in the correct
direction.586

Some aspects of a possible mechanism for pump-
ing the single proton bound to the retinal Schiff base
are included in Fig. 23-46.  In bR568 the Schiff base

Figure 23-45  (A)  Some aspects of
the structure of bacteriorhodopsin.
Ribbon diagram with the retinal
Schiff base in ball-and-stick repre-
sentation.  At the top the helices are
labeled as in Fig. 23-41.  The loca-
tions of aspartate, glutamate, and
arginine residues that might carry
protons during the proton pumping
action are indicated.  Retinal is
shown attached to lysine 216.
From Kimura et al.580  Courtesy of
Yoshiaki Kimura.  (B)  Schematic
drawing illustrating hydrogen-
binding observed in the three-
dimensional structure at 0.14 nm
resolution.  From Luecke et al.455

The side chains shown are those
thought to be involved in proton
transport and in a hydrogen-
bonded network with bound water
molecules, principally between
helices C and G.  The positions of
many of the hydrogen atoms in this
network have not been established.
They have been placed in reason-
able positions in this figure but may
be quite mobile.  For another view
of the hydrogen-bonded network
see Fig. 23-41C.
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bound proton is H-bonded, via a water bridge, to the
carboxylate group of Asp 85 (Fig. 23-45B).  The charge
constellation in the interior of the protein, part of
which is shown in this figure, is such that protonation
of the Schiff base is stable and the pKa of the protonat-
ed Schiff base is high, with estimates of 16 or above.587

One cause of the high pKa is the presence of the nearby
negative charges on D85 and D212.  Absorption of
light and isomerization of the retinal causes a down-
ward movement of the =NH+– group of the Schiff
base588 and facilitates movement of the Schiff base
proton via the water molecule to the D85 carboxylate
as indicated by the green arrows in Fig. 23-45B.  Loss
of the positive charge will instantly substantially raise
the pKa of D85 from a low value, while the loss of the
negative charge will lower the pKa of the Schiff base to
closer to 7.  The electrostatic interactions of the D212
and E194 carboxylates with the positive charge of R82
may also be altered.  At some point in the sequence the
interaction of R82 with the E194 carboxylate could
cause E204, which is known by spectroscopic measure-
ments to be protonated in the intermediate, to lose its
proton to the outside.  At some other point, perhaps
between M412 and another intermediate, M408 (Fig. 23-
46), a conformational switch must occur to limit flow
of a proton back to E204 and to allow a new proton to
enter from the cytosol.  The D96 carboxylate is thought
to accept this proton and to transfer it via a chain of

A

B
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water molecules or water molecules plus protein
groups to the Schiff base, which may isomerize back to
all trans in going from intermediate N to O.  Isomeriza-
tion to all-trans O is a slow step.  Both O640 and bR568
are all-trans and have a 15-trans Schiff base linkage.
There may be a difference in protein conformation
with the chromophore being more distorted in O than
in bR568.  Many recent studies have provided addition-
al information.588a–j

Halorhodopsin. In addition to bacteriorhodopsin
there are three other retinal-containing proteins in
membranes of halobacteria.  From mutant strains
lacking bacteriorhodopsin the second protein,
halorhodopsin, has been isolated.  It acts as a light-
driven chloride ion pump, transporting Cl– from outside
to inside.  Potassium ions follow, and the pump pro-
vides a means for these bacteria to accumulate KCl to
balance the high external osmotic pressure of the
environment in which they live.578  The amino acid
sequences of halorhodopsins from several species are
very similar to those of bacteriorhodopsin as is the
three-dimensional structure.589  However, the impor-
tant proton-carrying residues D85 and D96 of bacteri-
orhodopsin are replaced by threonine and alanine,
respectively, in halorhodopsin.590  Halorhodopsin (hR)

undergoes a light-dependent cycle (Eq. 23-40) that
involves an all-trans to 13-cis photoisomerization with
some intermediates resembling those of the bacterior-
hodopsin cycle.590a

Sensory rhodopsins.  The third and fourth light-
sensitive proteins of halobacteria are sensory
rhodopsins (SR)578,591,591a,b that are used by the bacte-
ria to control phototaxis.  These bacteria swim toward
long-wavelength light, the maximum in the action
spectrum being at ~ 580 nm.  They are repelled by blue
or ultraviolet light, the maximum in the action spec-
trum being at ~ 370 nm.  Evidently the bacteria can
detect either a decrease with time in red light intensity
or an increase with time in blue light intensity.  Either
is interpreted as unfavorable and causes the bacteria to
tumble and move in a new direction (see Chapter 19).
Sensory rhodopsin I (SRI) appears to be able to pro-
vide both light responses.  Absorption of orange light
by SRI587, which contains all-trans-retinal, yields
SRI373, in which the retinal Schiff bases have been
isomerized to 13-cis as in bacteriorhodopsin.  The red
light response is proportional to the fraction of SRI373
present.  However, this is converted spontaneously
back to SR587 within seconds.  Nevertheless, photoexci-
tation of SRI373 with blue light causes a faster reconver-
sion and induces swimming reversals, the repellent
response.592,593  SRI exists in the bacterial membranes
in a complex with a 57-kDa protein designated halo-
bacterial transducer I (HtrI), which resembles bacte-
rial chemotaxis receptors (Figs. 11-8 and 19-5) and is
modulated by action of a methyltransferase.591b,c  In-
teraction of SRI with HtrI depends upon a histidine
residue, H166 of SRI.  It may be part of a proton trans-
fer pathway.593

Sensory rhodopsin II (SRII, also called phobo-
rhodopsin) is specialized for repellant phototaxis.591a

Blue light converts SRII487 in < 1 ms to UV-absorbing
SRII360.  It decays in ~ 100 ms to SRII540 which reverts
to the initial SRII487 in ~ 0.5 s.  The cycle is accompa-
nied by swimming reversals that result in a repellent
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Figure 23-46 The photoreaction cycle of bacteriorhodop-
sin.  After Bullough and Henderson.585  The subscript num-
bers indicate the wavelengths of maximum absorption of
each intermediate and the approximate lifetimes are given
by the arrows.  Resting bacteriorhodopsin as well as inter-
mediates J and O have all-trans retinal but K through N are
thought to all be 13-cis.  A proton is transferred from L to
aspartate 85 and then to the exterior surface of the mem-
brane.  A proton is taken up from the exterior surface via
aspartate 96 to form N.
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effect of light.594– 596 The three-dimensional structure is
known.593a,b

Whereas retinal-based proton pumps all have the
conserved residues D85 and D96 of bacteriorhodopsin,
only the aspartate correspnding to D85 is conserved
(as D73) in the sensory rhodopsins.  D96 is replaced by
tyrosine or phenylalanine.586  In SRI D73 appears to be
protonated and, therefore, does not form a counterion
for the Schiff base iminium ion.597  However, in SRII
D73 is apparently unprotonated and available to
-serve as a counterion and as a proton acceptor as in
bacteriorhodopsin.597a,b  There is also a corresponding
aspartate (Asp 83) in rhodopsin (Fig. 23-41).  This
suggests a common signaling mechanism for rhodop-
sin and the sensory rhodopsins.  Finally, there are
retinal-containing proteins in fungi and in algae.  They
may serve as blue light receptors.598,598a

The photoactive yellow proteins (xanthopsins).
A 124-residue, 14-kDa yellow protein isolated from a
halophilic phototrophic purple bacterium, Ectothiorho-
dospira halophila, was at first thought to be a rhodopsin-
type pigment.  However, this photoactive yellow
protein (PYP) carries a covalently bonded coumaroyl
(4-hydroxycinnamoyl) group in thioester linkage,599–

601c which is completely surrounded by the small
protein.601  The coumaroyl group, which was probably
derived from coumaroyl-CoA (Fig. 25-8), is bound as a
phenolate anion by hydrogen bonds to tyrosine and
glutamate side chains (Eq. 23-41).  After a laser flash at
room temperature a readily observed intermediate I1
(also called pR) absorbing maximally
at 460 – 465 nm appears within ~ 3 ns
and decays within a few milliseconds
to a bleached intermediate I2 (also
called pB or pM)602,603 with maximum
absorption at ~ 355 nm.  This returns
to the original 446-nm form within a
few seconds.  Earlier intermediates I0
and I0

‡ have been identified by pico-
second spectroscopy,601c,604,605 and
others have been identified at low
temperatures.602,606

The structure of PYP is known to
0.1 nm resolution (Fig. 23-47).601,607

Structures have also been determined
for a very early intermediate by trap-
ping at –100°C607 and for I1 (pR).  The
cofactor structures are shown in Eq.
23-41.  The light-induced step is ap-
parently the cis–trans isomerization,608

and changes in hydrogen-bonding
follow.  The hydrogen bond between
the phenolate ion of the coumaroyl
group and glutamate 46 appears to
break, and E46 may donate a proton
to the phenolate group to form the

337-nm chromophore of I2.602,609,609a  The signaling
mechanism may be similar to that in sensory
rhodopsins.

Stentorin.  A protein with a bound chromophore
called stentorin mediates the light-avoidance response
of the protozoan Stentor.  Stentorin,610 which is found
in pigment granules in the cell surface, is a derivative
of hypericin, a plant compound with antidepressant
activity and the active ingredient in the herb St. John’s
wort.

Stentorin is covalently bonded to a 16-kDa protein
in an acid-labile linkage.  Its photocycle is not well
investigated, but it is thought to initiate a response via
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proton transfer.611  However, stentorin proteins appar-
ently do not belong to the bacteriorhodopsin family.

Hypericin and related compounds have also
aroused interest because of their antiviral and antitu-
mor activities.612,613  Hypericin is a strong photoactiva-
tor which produces singlet oxygen with a quantum
efficiency of 0.73.  However, antiviral activity may
involve a radical mechanism.613  Hypericin is attrac-
tive as a possible agent for photodynamic therapy
(Section D,3).  It can also receive energy from photoex-
cited firefly luciferin (Section J).  A proposed applica-
tion is to incorporate the gene for the enzyme
luciferase of the firefly luminescence system into DNA
from the virus HIV.  This DNA could be used to pro-
mote synthesis of luciferase only in virus-infected
cells.  Addition of the nontoxic hypericin would lead
to photoactivation of hypericin only in virus-infected
cells, where the luciferin–luciferase complex would act
as a “molecular flashlight” to activate the hypericin
and destroy the cell.613

H.  Phytochrome

In 1951, it was discovered that a flash of red light
(maximum activity at 660 nm) during an otherwise
dark period promoted a variety of responses in
plants.614  These included flowering, germination of
seeds (e.g., those of lettuce), and the expansion of
leaves in dark-grown pea seedlings.  Interestingly, the
effect of the short flash of red light could be completely
reversed if followed by a flash of far-red light (730 nm).
This discovery led to the isolation, in 1959, of the
chromoprotein phytochrome, a kind of molecular
switch that initiates a whole series of far-reaching
effects in plants.  The phototransformation615 is com-
pletely reversible (Eq. 23-42; Fig. 23-48), and the switch

can be thrown in one direction or the other many
times in rapid succession by light flashes.

Green plants have a family of phytochromes.
There are five genes for the ~ 125-kDa chains of about
1100 residues each in Arabidopsis,618–619c and the corres-

Figure 23-47  Ribbon drawing of
the structure of the 125-residue
yellow photoactive protein.  The 4-
hydroxycinnamoyl chromophore,
which is attached to cysteine 69, is
represented with balls and sticks.
From Borgstahl et al.601  Courtesy of
Gloria Borgstahl.
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1338 Chapter 23.  Light and Life

sponding phytochromes A – E each appear to have
distinct functions.  The chromophore is an open tet-
rapyrrole closely related to phycocyanobilin and co-
valently attached to the peptide backbone near the N
terminus through a cysteine side chain (top structure
in Eq. 23-42).  The initial photochemical reaction is
thought to be the Z → E isomerizion around the C15 –
C16 double bond, but there may also be rotation about
the C14 – C15 single bond.  The initial step occurs
within a few microseconds and up to four intermedi-
ate species have been seen in the Pr → Pfr conversion
and at least two other different ones in the Pfr → Pr
conversion.620– 623c

Phytochromes exist as two distinct domains, the
N-terminal domain bearing the chromophore.  How-
ever, the first 65 residues at the N terminus as well as
the C-terminal domain probably interact with other
proteins to transmit a signal.  The slow responses to
phytochrome are thought to involve regulation of
transcription.619b,623d  Thus, the synthesis of mRNA
molecules specific for the small subunit of ribulose
bisphosphate carboxylase and for the chlorophyll a/b
binding protein increases in response to formation of
Pfr.  These responses are quite rapid occurring within
15– 30 min.614  Another response to Pfr is a decrease in
the amount of the specific mRNA for phytochrome
itself.  That is, light induces a decrease in the concen-
tration of this light-sensing molecule thereby decreas-
ing the sensitivity of the system.614

Phytochrome is found not only in higher plants
but also in algae, where it controls the movement of
chloroplasts,611 and also in cyanobacteria.623e,f  Cyano-
bacterial phytochromes contain histidine kinase do-
mains, which may function in a two-component
system with a response regulator similar to protein
CheY of the chemotaxis system in E. coli (Fig. 19-
5).624,625  Some nonphotosynthetic bacteria also use
bacteriophytochromes for light sensing.  In some cases
biliverdin (Fig. 24-24) is the chromophore.625a

Phytochromes of higher plants also have histidine

Figure 23-48  Absorption spectra of red (Pr) and far-red
(Pfr) forms of purified oat phytochrome following saturating
irradiations with red and far-red light.  See Quail616 and
Anderson et al.617

kinase-like N-terminal domains.  Searches for associat-
ed signaling proteins have revealed a phytochrome-
interacting factor in Arabidopsis.  A possible  partner
for phytochrome B, it is a nuclear helix–loop–helix
protein that may be a transcription factor.626–627a  Phy-
tochrome A may signal via a WD-repeat protein to
control morphogenesis.628

One response under phytochrome control is the
closing of leaflets of Mimosa at the onset of darkness.
The response occurs within 5 min, too short a time to
be the result of transcriptional control.  This and the
finding that some phytochrome is tightly bound to
membranes have led to the proposal that one primary
effect of phytochrome is to alter membrane properties.
It is not certain whether it is Pr or Pfr that is active in
causing a response, but Pfr seems to be the most likely
candidate for the “active” form.  According to one
suggestion, phytochrome in plastid membranes may
mediate the release of gibberelins stored within the
plastids.629

I.  Some Blue Light Responses

Numerous biological responses to light of wave-
length 400 – 500 nm are known.  These include photot-
ropism in higher plants, the phototaxis of Euglena, and
photorepair of DNA.  On the basis of action spectra
both carotenoids and flavins were long ago proposed
as photoreceptors.630– 632  The action spectrum for
opening of the stomates in coleoptiles matches the
absorption spectrum of zeaxanthin.631  On the other
hand, genetic evidence633,634 has strengthened the view
that a flavin acts as the photoreceptor in the fungus
Phycomyces.  Recently compelling evidence for a fla-
voprotein receptor for phototropism in Arabidopsis
thaliana has been obtained.  Deficiency of a gene called
nph1 (nonphototropic hypocotyl 1) is associated with
loss of blue light-dependent phosphorylation of a
120-kDa protein.  This protein was identified as the
product of nph1 gene.  The nph1 protein is a soluble
autophosphorylating Ser / Thr protein kinase with an
N-terminal flavin-binding region.  It apparently binds
FMN and is a photoreceptor for phototropism in
higher plants.635–636b

The complexity of the action spectra suggested the
existence of more than one receptor.634  In higher
plants there are not only blue light receptors but also
violet receptors and phytochrome.  In addition to nph1
and a related protein npl1, Arabidopsis employs two
cryptochromes (next section) and phototropins.636c– e

These are also riboflavin 5'-phosphate (FMN)-
dependent proteins.  The action of light apparently
causes addition of a highly conserved cysteinyl –SH
group to the C4a position of the flavin.636c  Phyto-
chrome absorbs blue and ultraviolet light to some
extent (Fig. 23-48) as well as red or far-red.  This adds
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considerable complexity to the interpretation of light
responses in plants.637  The fern Adiantum contains a
protein with a phytochrome photosensory domain
fused to an NPH1 structure.  It may mediate both real
far-red and blue-light responses.636  The protist Euglena
(Fig. 1-9) makes use of a photoactivated adenylate
cyclase, also a photoactivated enzyme, in a light
avoidance response.637a

Fungi such as Neurospora crassa provide a simpler
system for study of blue-light signaling than do green
plants.637 Neurospora contains no phytochromes.
However, numerous genes including some involved in
carotenoid biosynthesis and some that control the
circadian cycle are regulated by blue light.  Two mu-
tants defective in riboflavin synthesis show a reduced
sensitivity to blue light.  A deficiency of either of two
other genes wc-1 and wc-2 results in “blind” Neurospora
unable to respond to light but able to grow.  Proteins
WC1 and WC2 are probably transcription factors,
which act as a heterodimer.  WC1, which contains
bound FAD, is the photorecetor.637,637b,c  Recently a
rhodopsinlike protein NOP-1 of Neurospora has been
identified.637d

1.  Cryptochromes

The elusive nature of the principal blue-light
receptor in plants gave rise to the name crypto-
chrome.632  The gene for a cryptochrome in Arabidopsis
thaliana was isolated by gene tagging and was cloned.
It is surprisingly similar in sequence to the gene for the
well-known DNA photolyase (Section 2).638  It was
soon recognized that cryptochromes, like photolyases,
carry a bound flavin and also an antenna chro-
mophore.  The latter is probably a 5,10-methylenetet-
rahydrofolate, as in plant photolyases.  It is a better
light absorber than the flavin and passes electronic
excitation to the flavin.

Two cryptochrome genes, cry1 and cry2, are
present in Arabidopsis.  The encoded proteins affect
many aspects of plant growth.  The cry-1 protein,
together with NPH1, has a role in controlling photot-
ropisin639 while cryptochrome cry-2 affects flowering
time, apparently via antagonistic signals from cry-2
and phytochrome B.640–640b  cry-1 is also involved in
controlling the daily rhythm of the plant, the circadi-
an cycle.  The circadian clock, which is discussed in
Chapter 30, provides the organisms an oscillator with
a period of about 24 hours.  However, the oscillator
must be entrained by the daylight cycle so that it
remains in proper synchrony.  The nature of the light
signal and the mechanism of the entrainment are being
investigated in many different organisms from fungi
to human beings.  In Arabidopsis the cycle is controlled
by phytochromes A and B and by the cryptochrome
cry-1.641

Cryptochrome genes have been found in many
organisms.  In the fly Drosophila cryptochrome appears
to interact directly with the clock proteins that control
the circadian cycle.  Most important are products of
two genes per (period) and tim (timeless).  They are
helix–loop–helix DNA binding proteins that form
heterodimers, are translocated to the nucleus, and
repress their own transcription.  Morning light leads to
a rapid disappearance of the TIM protein.  The crypto-
chrome CRY appears to react directly with TIM to
inactivate it.  However, details remain to be learned.642

The circadian clock mechanism appears to be univer-
sal and the cryptochrome-2 (mcry2 gene) appears to
function in the mouse.643,643a  A human cDNA clone
was found to have a 48% identity with a relative of
cryptochromes, the (6 – 4) photolyase of Drosophila.
A second related human gene has also been found.
The protein products of these two genes (hcry1, hcry2)
lack photolyase activity.  They too may encode crypto-
chromes.644

Where in the body is the light sensed for entrain-
ing the circadian cycle?  Genes for CRY1 and CRY2 are
specifically expressed in ganglion cells of the retina in
mice.  Severing of the optic nerve destroys both vision
and light entrainment of mammals.  However, in mice
with the retinal degeneration (rd) syndrome all rod
cells and virtually all cone cells are destroyed but the
circadian rhythm is normal.645  Furthermore, many
blind persons with no conscious perception of light
have normal light entrainment of their circadian cycle.
For these reasons the ganglion cells of the retina,
which are close to the location of the master circadian
clock in the suprachiasmatic nucleus of the brain,
are the most probable light sensory cells for the cy-
cle646,647  (see also Chapter 30).  Recent evidence points
to a retinal-based photoreceptor, melanopsin.647a,b,c

However, vitamin A-deficient mice still display a
normal circadian response.647d

2.  Photolyases

A curious discovery was made many years ago.
Bacteria given a lethal dose of ultraviolet radiation can
often be saved by irradiating with visible or near
ultraviolet light.  This photoreactivation, which
permits many bacteria to survive, results from the
action of a DNA photolyase,648,649 which often ab-
sorbs light maximally around 380 nm and carries out a
photochemical reversal of Eq. 23-26, cutting the pyrim-
idine–pyrimidine covalent bonds of thymine dimers in
DNA.  The enzyme is present in cells in such small
amounts, only 10 – 20 molecules per cell, that it was
difficult to investigate until the gene had been
cloned.650,651  The significance cannot be doubted, for
photoreactivation enzymes appear to be found in most
organisms including some mammals.  However, there

I.  Some Blue Light Responses
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1340 Chapter 23.  Light and Life

Figure 23-49  Overall view of the DNA photolyase struc-
ture from E. coli.  The ribbon traces the 471-residue chain.
The bound cofactors FAD (left) and 5,10-methenyltetrahy-
drofolate (right) are shown in ball-and-stick representation.
From Park et al.652  Courtesy of Johan Deisenhofer.
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is some doubt about the presence of a photolyase in
the human body.

The E. coli DNA photolyase contains a blue flavin
radical that arises from FAD and absorbs maximally at
580 nm (see also Chapter 15, Section B,6).  The enzyme
also contains a second chromophore in the form of
bound 5,10-methenyltetrahydrofolylpolyglutamate
with 3 – 6 γ-glutamyl residues.652–653b as shown in Fig.
23-49.  The pterin coenzyme binds near the N terminus
in a domain with an α/β folding pattern, while the
FAD binds into a larger mostly helical domain.  The
pterin cofactor is not essential for repair activity, and it
is generally agreed that because of its high molar
extinction coefficient it acts as an effective antenna.  It
transfers energy in a nonradiative fashion to the
FADH– anion located ~ 3 nm away.

The enzyme as isolated is in a stable blue radical
form (Fig. 23-50; also Fig. 15-13) which must undergo a
one-electron light-induced reduction to the anion
FADH– before becoming active.  A nearby indole ring

of Trp may donate the electron and be reoxidized by
a tyrosyl ring.654  The FADH– donates an electron to
the pyrimidine dimer, initiating the sequence of radi-
cal reactions654a–c which cleaves both pyrimidine–
pyrimidine bonds in the photodimers (Fig. 23-50).

The structures of all of the photolyases are thought
to resemble that in Fig. 23-49.  However, in one large
group, which includes methanogenic bacteria, 8-
hydroxy-5-deazariboflavin acts as the antenna chro-
mophore.649  Another light-induced defect in DNA is
the so-called 6 – 4 photoproduct, a different pyrimidine
dimer.  The 6 – 4 dimers are normally removed in most
organisms by efficient excision repair (Chapter 27).
However, a 6 – 4 photolyase was discovered in both
Arabidopsis and Drosophila and has also been found in
Xenopus and the rattlesnake.655,655a  It has a structure
similar to that of the E. coli photolyase and presumably
acts by a related mechanism191,656–657a that uses the
light-excited reduced flavin in an electron donation
and return cycle as in Fig. 23-50.  A homolog of the
Drosophila 6 – 4 photolyase gene has been found in
human cells, but there is uncertainty about its func-
tion.658  Is it really a photolyase or is it a cryptochrome
involved in the circadian cycle?

J.  Bioluminescence

The emission of visible light by living beings is
one of the most fascinating of natural phenomena.
Luminescent bacteria, glowing toadstools, protozoa
that can light up ocean waves, luminous clams, fantas-
tically illuminated railroad worms,659 and fireflies660–

661a have all been the objects of the biochemists’
curiosity.662– 664  The chemical problem is an interesting
one.  The firefly’s light with a wavelength of 560 nm
(17,900 cm–1) has an energy of 214 kJ/ einstein.  What
kind of chemical reaction can lead to an energy yield
that high?  It is far too great to be provided by the
splitting of ATP.  Even the oxidation of NADH by
oxygen would barely provide the necessary energy.

A clue comes from the fact that chemilumines-
cence is very common when O2 is used as an oxidant
in nonenzymatic processes.  The slow oxidation of
alcohols, aldehydes, and many nitrogen compounds
(Eqs. 23-43, 23-44) is accompanied by emission of light
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Figure 23-50  Proposed mechanism of DNA
photoylase action.  The antenna pigment (top)
absorbs a photon, then transfers energy to the
anion of bound FADH2 (step a) which donates
an electron to the thymine dimer in DNA (step
b).  After free-radical-driven steps an electron is
returned to the blue FAD radical (step c).
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visible to the eye.  Chemiluminescence is especially
pronounced in those reactions that are thought to
occur by radical mechanisms.  The recombination of
free radicals provides enough energy to permit the
release of visible light.  Cleavage of a peroxide linkage,
e.g., in a dioxetane (Eq. 23-44),665 is often involved.666

For example, the reaction of Eq. 23-44 is used in a
sensitive light-detected assay for alkaline phosphatase.

In view of these facts it is perhaps not so surpris-
ing that many organisms have mastered the ability to
channel the energy released in an oxygenation reaction
into light emission.  Attempts to extract luminous
materials from organisms date from the last century
when the French physiologist, DuBois, in 1887 pre-
pared both a cold-water extract and a hot-water

extract of luminous clams.662  He showed that the
material in the cold-water extract, which he named
luciferase, caused emission of light when a heat-
stable material (which he called luciferin) present in
hot-water extract was added.  These names have been
retained and are now used in a general way.  Thus, the
luciferins are a family of compounds whose structures
have been determined for a number of species (Fig. 23-
51).  Firefly luciferin is a carboxylic acid, but it must
be activated in an ATP-requiring reaction to give
luciferyl adenylate, whose structure is shown in the
figure.  The latter emits light in the presence of O2 and
luciferase.  It can be seen that the original carboxyl
group becomes CO2, while the ring becomes oxidized.
In addition, the acyl adenylate linkage is broken.  In

J.  Bioluminescence
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1342 Chapter 23.  Light and Life

the “sea pansy” Renilla reniformis (a coelenterate) the
luciferin has quite a different structure.667,668  How-
ever, the reaction with O2 to produce CO2 and an
oxidized product causes the light emission, just as in
the firefly.  The luciferin of Renilla, which is called
coelenterazine (Fig. 23-51), is also found in the jelly-
fish Aequorea, the shrimp Oplaphorus,669 the “firefly
squid” Watasenia scintillans,670 and other luminous
organisms.

In Renilla the coelenterazine is stored as a coe-
lenterazine sulfate, possibly having the structure
shown.  To convert this storage form to the active
luciferin the sulfo group is transferred onto adenosine
3',5'-bisphosphate to form 3'-phosphoadenosine 5'-
phosphosulfate, the reverse of step d of Eq. 17-38.  The
luciferin of the ostracod crustacean Vargula hilgendorfii
has a structure (Fig. 23-51) close to that from Renilla.
In Vargula (formerly Cypridina) the luciferin and lu-
ciferase are produced in separate glands and are se-
creted into the surrounding water where they mix and
produce a bright cloud of light.671

In most mechanisms suggested for luciferase
action O2 reacts at the carbon atom that becomes the
carbonyl group in the product to form an intermediate
peroxide.  In the case of Renilla luciferin this can easily
be visualized as a result of flow of electrons (perhaps
one at a time) from the pyrazine nitrogen (at the bot-
tom of the structure in Fig. 23-51) into the O2.  Accord-
ing to one proposal, the peroxide group that is formed
adds to the carbonyl to form a four-membered dioxet-
ane ring as shown in Eq. 23-45 for coelenterazine
peroxide.  The latter opens, as indicated by the arrows,
to give the products.  This theory was tested using
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18O2.  In the case of Vargula luciferin the expected
incorporation of one atom of 18O into CO2 was ob-
served, but with firefly and Renilla luciferins no 18O
entered the CO2.  In these two cases, a somewhat
different mechanism may hold.

The jellyfish Aequorea contains a photoprotein,
which emits light only when calcium ions are
present.672,673  Since light emission can be measured
with great sensitivity (modern photomultipliers can be
used to count light quanta) the protein aequorin and
related photoproteins674a are used as a sensitive indica-
tor of calcium ion concentration.674  (In a similar way
the firefly luciferin–luciferase system, which requires
ATP for activation, is widely used in an assay for ATP.)

To identify the chromophore in aequorin over 4000
kg of jellyfish were used to obtain 125 mg of electro-
phoretically pure photoprotein.674 From this one mg of
a chromophoric substance AF-350 (Fig. 23-51) was
isolated and characterized as a product.  The close
relationship to the Renilla and Vargula luciferins is
obvious, and it is thought that coelenterazine is
present in aequorin and other photoproteins as a per-
oxide (as in Eq. 23-45).  For this reason no additional
oxygen is needed to complete the reaction when Ca2+

acts to alter the conformation of the protein.675–676a

The structure of a photoactive intermediate from the
coelenterazine-containing protein obelin (from Obelia
longissima), however, shows only one oxygen atom
attached to C2 (Fig. 23-51)676a  Although coelenterazine
is utilized by many cnidarians they apparently cannot
synthesize the compound but must obtain it through
their diet.  The source of biosynthesis is unknown.676b

Some dinoflagellates emit light from a 137-kDa lucif-
erin that contains three homologous domains each of
which binds a molecule of a tetrapyrrole.676c  From its
structure the latter appears to have arisen from chloro-
phyll (Fig. 23-20), whose ring has been opened to give
a structure somewhat similar to that of phytochrome
(Fig. 23-23).676d

The first step in the formation of light in the firefly
is a reaction with ATP to form luciferyl adenylate (Eq.
23-46, step a).676e  The proton on the carbon may then
be removed making use of the electron accepting
properties of the adjacent ring system and carbonyl
group before addition of the O2.  The reactions should
be compared to those catalyzed by oxygenases, e.g.,
Eq. 18-42.  The large 62-kDa firefly luciferase has a
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Figure 23-51  Structures of luciferins from several luminous organisms.  The forms shown are the “activated” molecules
ready to react with O2.  However, compound AF-350 is a breakdown product of the Ca2+-activated luminous protein aequorin.

J.  Bioluminescence
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The Ca2+ -dependent luminescence of the jelly-
fish Aquorea, discussed in the main text, consists of
blue light with a maximum intensity at 470 nm.
However, the living organism has a more brilliant
green luminescence.  The excitation energy is trans-
ferred in a nonradiationless process to a green fluo-
rescent protein with absorption maxima at 395 and
475 nm and an emission maximum for fluorescence
at 508 nm.a– c  A similar protein is used by Renilla.d

The 238-residue green fluorescent protein (GFP) has
a compact three-dimensional structure, an 11-
stranded antiparallel β barrel with helices at one
end and longer loops at the other, a “� can.”  The
chromophore lies in the center of the cylinder.  Nu-
merous mutant forms have been made but only 15
residues in the terminal regions could be deleted
without loss of fluorescence.e

The chromophore of GFP is formed spontane-
ously from -Ser-Tyr-Gly, residues 65 – 67 of the
protein.a,f,g  The entire protein has been synthesized
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BOX 23-A  THE GREEN FLUORESCENT PROTEIN AND OTHER LIGHT-EMITTING ANTENNAS

chemically and forms the fluorescent chromophore
just as in the protein produced biologically.h  The
reaction is autocatalytic, requiring only O2 as the
oxidant.  Although in the living organism it accepts
energy from the aqueorin chromophore a near
ultraviolet lamp will elicit the fluorescence in the
laboratory.

The green fluorescent protein is used widely in
molecular biology as a fluorescent tag.  Its rugged
chemical nature, resistance to degradation by pro-
teases and ability to form the chromophore autocat-
alytically from its own amino acids have permitted
many applications.  The entire GFP can be attached
covalently to numerous cell components.  Its gene
can be spliced into the genome of an organism to
form green-glowing worms, flies, and plants.  Put
behind a suitable promoter the fluorescent protein
may be synthesized or not depending upon the
control mechanism of a particular promoter (Chap-
ter 28).c,j– m

The phenolic group of the GFP chromophore is
apparently dissociated in the form absorbing at 395
nm and is in a tautomeric equilibrium with the
other species.  However, some histidine-containing
replacement mutants have pH-dependent spectral
changes in which the dipolar ionic form shown
above, and absorbing at a longer wavelength, loses

Ribbon drawing of the 238-residue green fluorescent
protein showing the embedded chromophore as a ball-
and-stick structure.i  Courtesy of S. James Remington.
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a proton to form the anion.  Observation of the
excitation spectra for fluorescence of such mutant
proteins within cells provides a new method for
measuring the internal pH of cells and their
organelles.n–q  Some mutants emit blue or yellow
light.r,s  Two different color mutants have been fused
with a molecule of calmodulin in such a way that
the Ca2+-induced conformational change in calmod-
ulin allows fluorescence resonance energy transfer
(FRET) between the two fluorophores.  This pro-
vides a new type of calcium ion indicator.s–u  A
structurally similar red fluorescent protein, pro-
duced by a coral, extends the range of colors avail-
able as biological markers and may be useful in
applications based on resonance energy transfer.v,w,x

Bioluminescent bacteria of the genus Photobacte-
rium produce large amounts of a highly fluorescent
189-residue lumazine protein which contains
bound 6,7-dimethyl-8-ribityllumazine (see Fig. 25-
20).y,z  Like the green fluorescent protein, it serves as
a secondary light emitter receiving its energy by
transfer from the flavin primary emitter.  Its pres-
ence shifts the light-emission from the 495 nm of the
luciferase to as low as 470 nm. Vibrio fischeri synthe-
sizes a yellow fluorescent protein with either
bound FMN or riboflavin.  Its emission is at 542 nm,
a longer wavelength than that of the luciferase
emission.  The value to the bacteria may be the
higher quantum yield of fluorescence from the
antenna emitter than from the luciferase.  The lu-
ciferase fluorescence has a lifetime of 10 ns but on
addition of the yellow fluorescent protein it is de-
creased to 0.25 ns with a greatly intensified
emission.u
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two-domain structure that suggests that domain
movement may be essential to bring reactants togeth-
er.660  The structure is homologous to those of acyl-
CoA ligases and peptide synthetases which share a
similarity in step a.  Formation of the dioxetane inter-
mediate is assisted by the loss of AMP (Eq. 23-46, step
b).  The electronically excited decarboxylation product
interacts with groups in the protein.  It apparently
exists as an anion bound to acidic and basic groups of
the protein.  An equilibrium between oxo- and enolate
forms is thought to regulate the color of the emitted
light which can vary from red to yellow and green in

various fireflies, other beetles, and larvae.661,661a,677,677a

Oxyluciferin can be reconverted to luciferin for the
next flash.677b

A very different light-producing reaction is used
by the limpet Latia.  The luciferin is an unusual terpene
derivative (Fig. 23-51) that lacks any chromophore
suitable for light emission.678  Evidently oxidation of
this luciferin causes electronic excitation of some other
molecule, presumably a “purple protein” which is also
needed for luminescence.  A complex of luciferin plus
the purple protein is believed to react with the lu-
ciferase (abbreviated E-NH2 in Fig. 23-51).  It is

J.  Bioluminescence
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thought that the formyl group is released from its
enolic ester linkage in the luciferin.  A Schiff base of
the resulting aldehyde may form with the enzyme and
react with oxygen.  Yet another type of luciferin is
found in dinoflagellates (Fig. 23-51).679

Luminescent bacteria all appear to obtain light
from a riboflavin-5'-phosphate dependent oxygenase,
which converts a long-chain aldehyde (usually n-
tetradecanal) to a carboxylic acid (Eq. 23-47).  Here
FH2 is the riboflavin 5'-P, which is thought to be sup-
plied by a flavin reductase.679a

Bacterial luciferases are αβ heterodimers with
subunit masses of ~ 40(α) and 35 (β) kDa.664,680,681  In
Vibrio harveyi these are encoded by the lux A and lux B
genes.  At least five other genes are essential for light
production including two regulatory genes.682,683  The

tetradecanal and other long-chain alde-
hydes are supplied by reduction of the
corresponding acyl-CoA (Eq. 23-48).  A
special thioesterase releases a myristoyl
group from an acyl carrier protein, divert-
ing it for luminescence in V. harveyi.684

There is good evidence from 13C NMR and
electronic spectra for an enzyme-bound
reduced flavin hydroperoxide as in Eq. 15-
31.  While this hydroperoxide can decom-
pose slowly to flavin and H2O2 in the dark,
it can also carry out the oxidation of the
aldehyde with emission of light.685,685a  The
luminescent emission spectrum resembles
the fluorescence spectrum of the 4a – OH
adduct (Eq. 23-49), which is probably the
light-emitting species.686– 688

Cells of Vibrio fischeri, from the light
organ of the fish Monocentrus japonicus,
emit light only in dense cultures where
a chemical inducer identified as
N-(2-oxocaproyl)homoserine lactone689,690

accumulates.
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Study Questions

1. Why is the Emerson enhancement effect (i.e., light
at 650 nm plus 680 nm gives a higher rate of
photosynthesis than either one alone) not ob-
served with photosynthetic bacteria?

2. Agents that uncouple oxidative phosphorylation
in mitochondria uncouple photoelectron transport
and ATP formation in photosynthesis.  Explain.

3. The action spectrum of photosynthesis, which
describes the efficiency of photosynthesis as a
function of the wavelength of incident light, has a
valley around 550 nm.  Why?

4. Plants exposed to C18O2 will have the 18O first
appear in  a) carbohydrate; b) water; c) oxygen
gas.   (More than one answer may be true.)

5. Plants exposed to H2
18O will have the label first

appear in a) oxygen gas; b) carbohydrate; c) CO2.
(More than one may be correct.)

6. The general equation describing the photosynthe-
sis of glucose in higher plants is:

6 CO2 + 6 H2O → C6H12O6

We know that the oxygen gas comes from water,
yet the equation shows only six atoms of oxygen
in water on the left-hand side vs 12 in oxygen gas
on the right.  Explain.

7. The fructose bisphosphatase of green plants has an
amino acid sequence which is very similar to those
of the corresponding enzymes isolated from other
sources such as yeast or mammals, except that the
plant enzyme has an additional sequence of 20 or
so amino acids that has no counterpart in the
enzymes found in the other species.  What func-
tion might this additional sequence have in the
plant enzyme?

8. The following substances are either inhibitors or
activators of rubisco, the enzyme that catalyzes the
condensation of CO2 with ribulose bisphosphate
to yield 3-phosphoglycerate.  State whether the
substance should be an activator or an inhibitor
of the enzyme and succinctly provide the logic
supporting your conclusion.
a) Fructose 1,6-bisphosphate
b) Visible light
c) NADPH

9. The reagent DCMU specifically inhibits electron
transfer to plastoquinone in photosystem II.
Discuss how the administration of this compound
to a suspension of illuminated chloroplasts will
affect the production of oxygen, ATP, and
NADPH.

10. A chemical reagent is added to a solution of plant
chloroplasts which immediately and specifically
poisons photosystem II.  What is the short-term
effect of each of the following?  Give a one-
sentence defense for your conclusion.
a) Cyclic photophosphorylation
b) Noncyclic photophosphorylation
c) Photorespiration
d) NADPH production

11. If a C3 and a C4 plant are placed together in a
sealed illuminated box, the C3 plant withers and
dies long before the C4 plant.  Explain.

12. What tricarboxylic acid cycle enzyme is analogous
to the malate enzyme of bundle-sheath cells?
What is the mechanism of the reaction?

13. There are two different forms of glyceraldehyde-3-
phosphate dehydrogenase in higher plant cells.
a) In which cell compartment is each one found?
b) What are the reactions catalyzed by these two

isozymes?
c) Why are there two forms?
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The air provides an abundant source of nitrogen for living organisms.  Nitrogenase present in
specialized bacteria utilizes the molybdenum- and iron-containing FeMo-co to reduce N2 to two
molecules of NH3 (or NH4

+).  NH3 is incorporated into the side chain of glutamine and much is
transferred to the 5-carbon skeleton of 2-oxoglutarate to form glutamate.  Nitrogen from glutamate
and glutamine moves into the other amino acids via action of transaminases and glutamine amido-
transferases.  Thousands of compounds, a few of which are indicated here, are formed. (The 20
amino acid constituents of proteins are shown in green.)  NH3 from decaying materials is recycled,
often after oxidation to nitrite or nitrate.  Nitrates may also be formed by lightening and NH3
industrially by catalytic reductions of N2 by H2 at high temperature and pressure (the Haber process).
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Because it is found in so many compounds and
can exist in several oxidation states, nitrogen has a
complex metabolism.  The inorganic forms of nitrogen
found in our surroundings range from the highly
oxidized nitrate ion, in which N has an oxidation state
of +5, to ammonia, in which the oxidation state is – 3.
Living cells both reduce and oxidize these inorganic
forms.  The organic forms of nitrogen are most often
derived by incorporation of ammonium ions into
amino groups or amide groups.  Once it has been
incorporated into an organic compound, nitrogen can
be transferred into many other carbon compounds.
Certain compounds including glutamic acid, aspartic
acid, glutamine, asparagine, and carbamoyl phosphate
are especially active in these transfer reactions.  They
constitute a nitrogen pool from which nitrogen can
be withdrawn and to which it can be returned.

In addition to the pathways for synthesis and
degradation of nitrogenous substances, many organ-
isms have specialized metabolism for incorporation of
excess nitrogen into relatively nontoxic excretion
products.  All of these aspects of nitrogen metabolism
will be dealt with in this and the following chapter.
We will look first at the reactions by which organic
nitrogen compounds are formed from inorganic com-
pounds, then at the reactions of the nitrogen pool.
After that we will examine the specific reactions of
synthesis and catabolism of individual nitrogenous
compounds.

A.  Fixation of N2 and the Nitrogen Cycle

Most of the nitrogen of the biosphere exists as the
unreactive N2, which makes up 80% of the molecules

of air.  The “fixation” of N2 occurs principally by the
action of a group of bacteria known as diazotrophs
and to a lesser extent by lightning, which forms oxides
of nitrogen and eventually nitrate and nitrite.  Human
beings also contribute a smaller but significant share
through production of chemical fertilizer by the Haber
process.  These reactions are an important part of the
nitrogen cycle.1,2  Quantitatively even more impor-
tant are the biochemical processes of nitrification, by
which ammonium ions from decaying organic materi-
als are oxidized to NO2

– and NO3
– by soil bacteria (Fig.

24-1), and reactions of reduction and assimilation of
nitrate and nitrite by bacteria, fungi, and green plants.
Another reductive process catalyzed by denitrifying
bacteria returns N2 to the atmosphere (Fig. 24-1).

1.  Reduction of Elemental Nitrogen

One of the most remarkable reactions of nitrogen
metabolism is the conversion of dinitrogen (N2) to
ammonia.  It was estimated that in 1974 this biological
nitrogen fixation added 17 x 1010 kg of nitrogen to the
earth (compared with 4 x 1010 kg fixed by chemical
reactions).3  The quantitative significance can be more
easily appreciated by the realization that one square
meter of land planted to nodulated legumes such as
soybeans can fix 10 – 30 g of nitrogen per year.

Fixation of N2 by Clostridium pasteurianum and a
few other species was recognized by Winogradsky4 in
1893.  Subsequent nutritional studies indicated that
both iron and molybdenum were required for the
process.  Inhibition by CO and N2O was observed.
While ammonia was the suggested product, the possi-
bility remained that more oxidized compounds such
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(24-2)

(24-3)

(24-4)

as hydroxylamine were the ones first incorporated into
organic substances.  When cell-free preparations capa-
ble of fixing nitrogen were obtained in 1960 rapid
progress became possible.5  It was discovered that
nitrogen-fixing bacteria are invariably able to reduce
acetylene to ethylene, a catalytic ability that goes hand
in hand with the ability to reduce N2.  A simple, sensi-
tive acetylene reduction test permits easy measure-
ment of the nitrogen-fixing potential of cells.

Application of this test revealed that nitrogen
fixation is not restricted to a few species, but is a wide-
spread ability of many prokaryotes.  Most studied are
Azotobacter vinelandii, Winogradsky’s C. pasteurianum,
Klebsiella pneumoniae (a close relative of E. coli), and
several species of Rhizobium, the symbiotic bacterium
of root nodules of legumes.  The latter deserves special
attention.  Although some free-living rhizobia reduce
N2, the reaction usually takes place only in nodules
developed by infected roots.  Within these nodules the
bacteria degenerate into bacteroids; and the special
hemoglobin leghemoglobin,6,7 whose sequence is
specified by a plant gene,8 is synthesized.

Legumes are not the only plants with nitrogen-
fixing symbionts.9  Some other angiosperms are hosts
to nitrogen-fixing actinomycetes and some gymno-
sperms contain nitrogen-fixing blue-green algae.  Leaf
nodules of certain plants infected with Klebsiella fix
nitrogen.  While the nutritional significance is uncer-
tain, nitrogen-fixing strains of Klebsiella have also
been found in the intestinal tracts of humans in New
Guinea.  Of the free-living nitrogen-fixing organisms,
cyanobacteria appear to be of most importance quanti-
tatively.  For example, in rice paddy fields cyanobacte-
ria may fix from 2.4 to 10 g of nitrogen per square
meter per year.  Cyanobacteria in the oceans fix enor-
mous amounts of nitrogen.9a

Figure 24-1  The nitrogen
cycle.  Conversion of N2 (oxida-
tion state 0) to NH4

+ by nitro-
gen-fixing bacteria, assimilation
of NH4

+ by other organisms,
decay of organic matter, oxida-
tion of NH4

+ by the nitrifying
bacteria Nitrosomas and Nitro-
bacter, reduction of NO3

–  and
NO2

– back to NH4
+, and

release of nitrogen as N2 by
denitrifying bacteria are all part
of this complex cycle.1
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2.  Nitrogenases

Cell-free nitrogenases have been isolated from a
number of organisms.  These enzymes all share the
property of being inactivated by oxygen, a fact that
impeded early work.  Apparently nitrogen fixation
occurs in anaerobic regions of cells.  Leghemoglobin
may protect the nitrogen-fixing enzymes in root nod-
ules from oxygen.  It probably also functions to deliver
O2 by facilitated diffusion to the aerobic mitochondria
of the bacteroids at a stable, low partial pressure.6,10

Some bacteria utilize protective proteins to shield the
nitrogenase molecules when the O2 pressure is too
high.10a

Nitrogenases catalyze the six-electron reduction of
N2 to ammonia (Eq. 24-1) and are also able to reduce

N2 + 6 H+ + 6 e– → 2 NH3

many other compounds.  For example, the reduction
of acetylene to ethylene (Eq. 24-2) is a two-electron
process.  Azide is reduced to N2 and NH4

+ in another
two-electron reduction (Eq. 24-3).  Cyanide ions yield
methane and ammonia (Eq. 24-4).11  Alkyl nitriles as
well as N2O and carbonyl sulfide (COS) are also re-
duced. Carbon dioxide is reduced slowly to CO12, and
nitrogenases invariably catalyze reduction of protons
to H2 (Eq. 24-5).

HC≡CH + 2 H+ + 2 e– → H2C = CH2

N=N=N– + 4 H+ + 2 e– → N2 + NH4
+

–C≡N + 8 H+ + 6 e– → CH4 + NH4
+

2 H+ + 2 e– → H2

(24-1)

(24-5)
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In early experiments it was found
that sodium pyruvate was required for
fixation of N2 in cell-free extracts, and
that large amounts of CO2 and H2
accumulated.  Investigation showed
that cleavage of pyruvate supplies
cells with two important products:
ATP and reduced ferredoxin.  Pyru-
vate can be replaced by a mixture of
ATP plus Mg2+ and reduced ferredox-
in (Fdred).  Furthermore, the nonbio-
logical reductant dithionite (S2O4

2–)
can replace the reduced ferredoxin.
Since ADP is inhibitory to the nitroge-
nase system, it is best in laboratory
studies to supply ATP from an ATP-
generating system such as a mixture of
creatine phosphate, creatine kinase,
and a small amount of ADP (Eqs. 6-65,
6-67).

The commonest type of nitrogen-
ase can be separated easily into two
components (Fig. 24-2).  One of these,
the iron protein (dinitrogenase reduc-
tase, azoferredoxin, or component II),
is an extremely oxygen-sensitive iron-
sulfur protein.  It consists of two iden-
tical ~ 32-kDa peptide chains; those of
A. vinlandii each contain 189 amino
acid residues.  The three-dimensional
structure of the dimeric protein13– 16

shows that each subunit forms a nu-
cleotide-binding domain with an ATP-
binding site.  About 2 nm away from
this site is a single Fe4S4 cluster which is
shared symmetrically by the two subunits
of the protein.  Each subunit contributes
two thiolate groups from Cys 97 and
Cys 132 as well as three N – H- -S
hydrogen bonds from NH groups at
helix ends.13

The other component, the molyb-
denum –iron protein (dinitrogenase,
molybdoferredoxin, or component I),
contains both iron and molybdenum
as well as labile sulfide.  It is a mixed
(α2β2) tetramer of ~ 240-kDa mass and
an analytical metal ion composition
~Mo2Fe30S26.  However, the X-ray
structure16– 19a suggests the composi-
tion Mo2Fe34S36. The MoFe protein is a
symmetric molecule in which each αβ
subunit contains two types of complex
metal clusters.  The active sites for N2
reduction, which are embedded in the α subunits,
contain the FeMo-coenzyme molecules, each with
the metal composition MoFe7S9 and also containing

Figure 24-2  (A) Ribbon drawing of the three-dimensional structure of
the nitrogenase from Azotobacter vinlandii viewed down the twofold axis of
the molecule.  The αβ subunits of the MoFe-protein are in the center while
the Fe-protein subunits are at the outer ends.  The Fe4S4 cluster of the Fe-
protein and the FeMo-co and P-cluster of the MoFe-protein are marked for
the left-hand complex.  The site of binding of ATP is identified by the
bound ADP•AlF4

– complex.  (B)  Stereoscopic view of one complete half
of the nitrogenase complex at a 90° angle to the view in (A).  The Fe-
protein is at the top, and the MoFe-protein is below.  The ADP•AlF4

–

complex is visible in the two symmetrically located binding sites of the Fe-
protein.  The shared Fe4S4 cluster is in the center above the P-cluster.  The
small black spheres mark α-carbons of residues that interact in forming
the complex of Fe-protein and MoFe-proteins.  When the Fe4S4 cluster
accepts one electron from a molecule of ferredoxin or flavodoxin, the Fe-
protein binds to the MoFe-protein and donates an electron to one of the
two nearby P-clusters (one of which is in each of the αβ subunits).  At the
same time both of the molecules of ATP bound to the Fe-protein are
hydrolyzed.  The oxidized Fe-protein then dissociates from the complex
and is replaced by another reduced Fe-protein –ATP complex.  The net
result is that each electron is “pumped” from the Fe4S4 cluster of the Fe-
protein into a P-cluster of one of the αβ units of the MoFe-protein.  Elec-
trons then move from the P-clusters into the FeMo-coenzyme.  From
Schindelin et al.19  Courtesy of Douglas C. Rees.

B

a molecule of homocitrate.20– 22a  The other clusters,
known as P-clusters, are shared between the α and β
subunits, which for A. vinlandii contain 491 and 522

A.  Fixation of N2 and the Nitrogen Cycle

A
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(24-7)

amino acid residues, respectively.
Each P-cluster is actually a joined
pair of cubane-type clusters, one
Fe4S4 and one Fe4S3 with two bridg-
ing cysteine – SH groups and one
iron atom bonded to three sulfide
sulfur atoms (Fig. 24-3).17,23  The
FeMo-coenzyme can be released
from the MoFe-protein by acid
denaturation followed by extraction
with dimethylformamide.24  While homocitrate was
identified as a component of the isolated coenzyme,
the three-dimensional structure of FeMo-co was de-
duced from X-ray crystallography of the intact molyb-
denum – iron protein.14,17,18

When the Fe-protein is reduced an EPR signal at
g = 1.94, typical of iron – sulfur proteins (Fig. 16-17), is
observed.  This signal is altered by interaction with Mg
and ATP, whereas ATP has no effect on the complex
EPR signals produced upon reduction of MoFd.  These
are among the observations that led to the concept that
the Fe-protein is an electron carrier responsible for
reduction of the molybdenum in the MoFe-protein.
The Mo(IV) or two atoms of Mo(III) formed in this
way could then reduce N2 in three two-electron steps
with formation of Mo(VI) (Eq. 24-6).  Three successive
two-electron steps are required to completely reduce
N2 to two molecules of  ammonia.  An unexpected
feature of nitrogenase action is that there is inevitably
what was once regarded as a side reaction, the reduc-
tion of protons to H2.25,26  The amount of H2 formed
is variable and may be much greater than that of N2
reduced.  However, at high pressures of N2 the ratio of
H2 formed to N2 reduced is 1:1.  This led to the sugges-
tion28 that H2 formation is not a side reaction but an
essential step in preparing the active site for the bind-
ing of N2.  Two protons that are bound somewhere on
the reduced MoFe-protein could be reduced to H2 in
an obligatory step (Eq. 24-6, step c) that would, for
example, cause a conformational change required for
binding of N2.  If no reducible substrate (N2, C2H2,
etc.) is present, H2 would still be formed slowly.  Re-
ducible substrates inhibit H2 formation.  However,
addition of N2 or any other reducible substrate causes
an initial “burst” of H2 to be released.  This can be
measured readily when a slow substrate such as CN–

is used as the inhibitor.  The amount of H2 released in
the burst is stoichiometric with one H2 per Mo being
formed.26  The overall stoichiometry for reduction of
one N2 becomes:

N2 + 8 e– + 8 H+ + 16 MgATP →
2 NH3 + H2 + 16 MgADP + 16 Pi

A second remarkable feature of nitrogenase is a
requirement for hydrolysis of MgATP that is coupled

a b c d

Reductant
(Ferredoxin,
flavodoxin)

Oxidized
reductant

Fe-protein
(oxidized)

Fe-protein
(reduced)

2 ADP + 2 Pi

2 ATP
(+Mg2+)

MoFe-protein
(oxidized)

MoFe-protein
(reduced) N2

2 NH3

2H+

H2

3 two-electron stepsEight times
One e– One e–

(24-6)

to reduction of the MoFe-protein (Eq. 24-6).  Two
molecules of ATP are hydrolyzed to ADP and inorgan-
ic phosphate for each electron transferred.  This large
ATP requirement seems surprising in view of the fact
that reduction of N2 by reduced ferredoxin (Eq. 24-8) is
thermodynamically spontaneous:

N2 + 6 Fdred + 8 H+ → 2 NH4
+ + 6 Fdox

+

∆G’ (pH 7) = – 89.3 kJ mol–1

However, N2 is exceedingly unreactive. In the com-
mercial Haber process high pressure and temperature
are needed to cause H2 and N2 to combine.  Evidently
cleavage of 16 molecules of ATP must be coupled to
the nitrogenase reduction system to overcome the very
high activation energy.

Not only are two molecules of ATP hydrolyzed to
pump each electron, but the Fe-protein must receive
electrons from a powerful (low E°’) reductant such as
reduced ferredoxin, reduced flavodoxin, or dithionite.
Klebsiella pneumoniae contains a pyruvate:flavodoxin
oxidoreductase (Eq. 15-35) that reduces either fla-
vodoxin or ferredoxin to provide the low potential
electron donor.29,30  In some bacteria, e.g., the strictly
aerobic Azotobacter, NADPH is the electron donor for
reduction of N2.  The Fe-protein is thought to accept
electrons from a chain that includes at least the
ordinary bacterial ferredoxin (Fd) and a special one-
electron-accepting azotoflavin, a flavoprotein that is
somewhat larger than the flavodoxins (Chapter 15)
and appears to play a specific role in N2 fixation.31  In
Clostridium and Rhizobium reduced ferredoxins gener-
ated by cleavage of pyruvate reduce nitrogenase
directly.32

The mechanism of nitrogenase action. The
one-electron reduction of the Fe4S4 cluster of the Fe-
protein (step a of Eq. 24-6) initiates the action.  This
reaction occurs before the Fe-protein forms a complex
with the MoFe-protein.  Following this initial reduc-
tion step the two molecules of ATP required for step b
of Eq. 24-6 bind to the Fe-protein.  One is bound to
each subunit of this protein but neither is immediately
adjacent to the shared Fe4S4 cluster, as can be seen
from Fig. 14-3B.  The binding to MgATP appears to
induce a conformational change that permits the
“docking” of the Fe-protein with the MoFe-protein to

(24-8)
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Figure 24-3  Structures of the metal-
sulfide clusters of the MoFe-protein.
(A)  Stereoscopic view of the FeMo-co
coenzyme with interacting side chains
from the MoFe-protein of A. vinlandii.
After Kim et al.27   (B)  FeMo-co with
atom labels.  From Kim et al.18  (C)  The
structure of the oxidized form of the P-
cluster.  From Peters et al.23 Recent
studies by Einsle et al.22a indicate that
the cluster probably also contains a
nitrogen atom that is held within the
cluster by coordination to six of the iron
atoms.
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A.  Fixation of N2 and the Nitrogen Cycle

form the complex in which the electron transfer of step
b (Eq. 24-6) occurs.  Abundant evidence indicates that
electron transfer does not occur without the binding of
MgATP.33– 35d  The electron transfer is coupled to the
hydrolysis of the ATP, but the two reactions appear to
be consecutive events.  In a deletion mutant of the Fe-
protein (lacking Leu 127) the hydrolysis of ATP does
not occur, but the complex between Fe-protein and
MoFe-protein is formed and electron transfer to the
MoFe-protein takes place.36–37a  The binding of the
MgATP causes the midpoint redox potential to drop
from – 0.42 V to – 0.62 V, assisting the transfer.38  X-ray
crystallographic studies reveal a distinct conforma-
tional change similar to those observed with G-pro-
teins (Chapter 11) and involving movement of the
Fe4S4 center into a better position for electron
transfer.19,38a

After electron transfer the complex of the two
proteins is thought to be tightly bonded when unhy-
drolyzed ATP is present.35  This has allowed the direct
observation and imaging of the complex at low resolu-
tion (~ 1.5 nm) using rapid synchrotron X-ray scatter-

ing measurements.39  The ATP is hydrolyzed, and the
Fe-proton is released from the complex.

Only one electron is transferred to the MoFe-
protein in each catalytic cycle of the Fe-protein.  Thus,
the cycle must be repeated eight times to accomplish
the reduction of N2 + 2 H+.  Where in the MoFe-pro-
tein does a transferred electron go?  EPR spectroscopic
and other experiments with incomplete and catalyti-
cally inactive molybdenum coenzyme40  have provid-
ed a clear answer.  The electron is transferred first to
one of the two P-clusters, both of which are close to
the Fe4S4 cluster of the Fe-protein.  The transfer causes
an observable change both in the spectroscopic prop-
erties and in the three-dimensional structure of the
P-cluster.23,40a   Since protons are needed at the active
site for the reduction reactions (the FeMo-coenzyme),
it is probable that hydrolysis of ATP in the Fe-protein
is accompanied by transport of protons across the
interface with the MoFe-protein.  The electron trans-
fer from the P-cluster on to the FeMo-co center
would be assisted by a protic force resulting from
ATP cleavage.

 Ch 24 IND page - E 2/14/03, 1:52 PM1363



1364 Chapter 24.  The Metabolism of Nitrogen and Amino Acids

With defective FeMo-co (apparently lacking ho-
mocitrate) no reduction of N2, acetylene, or protons is
observed.40  If intact FeMo-co is present, reduction of
the cofactor can be observed.  An s = 3 / 2 EPR signal
arising from the Mo is seen,40 and EXAFS measure-
ments reveal decreased Mo – Fe distances as the coen-
zyme is reduced.41  The molybdenum is probably
present as Mo(VI) in the oxidized state of nitrogen-
ase,42 but after reduction it isn’t clear whether it is
Mo(III) or Mo(IV).  Isolated FeMo-co exists in three
identified oxidation states related by E°’ values of
– 0.17 and – 0.465 V.43  Only the middle state is EPR-
active, but it is the most reduced state that is involved
in N2 reduction.42,43  With its P-cluster and FeMo-co
center each αβ unit of the MoFe-protein could store
several electrons.  Two or more might be stored in a P-
cluster, and Mo(VI) could, in principle, accept three
electrons to form Mo(III).  However, it is a little hard to
imagine storage of the eight electrons needed to re-
duce both N2 and H2 (Eq. 24-8).  The reduction of N2
may begin before all eight electrons have been trans-
ferred into the MoFe-protein.

Another uncertainty lies in the mode of binding of
N2 and other substrates.  Does N2 bind end-on to Mo,
does it slide between Fe atoms within the coenzyme,
or does it bind in some other way?  While N2 is unre-
active, it forms nitrides with metals and complexes
with some metal chelates.  These complexes are gener-
ally of an end-on nature, e.g., N ≡ N– Fe.  Stiefel sug-
gested that N2 first forms a complex of this type with
an iron atom of the MoFe-protein.44  Then an atom
of Mo(IV) could donate two electrons to the N2
(Eq. 24-9, step a) to form a complex of N2 and Mo(VI).
Addition of two protons (Eq. 24-9, step b) would yield
a molecule of diimide, which would stay bound at the

iron site while the molybdenum underwent another
round of reduction.  The diimide could be reduced to
hydrazine and finally to ammonia (Eq. 24-10):

Mo(VI) attracts electrons sufficiently strongly that
protons bound to surrounding ligands, such as H2O,
tend to dissociate completely.  Thus, the molybdate ion

a b

Mo(IV) Mo(VI)

N N H N N H
Diimide

2 H+

Mo
N

N

(24-9)

N2

2 NH3

H N N H

NH2H2N

2 e–2 H+ +

2 e–2 H+ +

2 e–2 H+ +
(24-10)

MoO4
2– is not protonated.  The same would be true of

nitrogenous ligands of a protein that might be coordi-
nated with the bound molybdenum.  On the other
hand, reduction  to Mo(IV) would tend to favor proto-
nation of ligands such as the His 442 imidazole seen in
Fig. 24-3A.  Concurrently with the electron transfer
from molybdenum to N2 these protons could be trans-
ferred to the N2 molecule (Eq. 24-10).  The fact that
strictly cis-dideuteroethylene is formed from acetylene
in the presence of 2H2O is in accord with this idea.

However, looking at the FeMo-co molecule and the
crowded surroundings of the Mo atom it may be more
likely that reduction of N2 occurs while it is bound to
iron.  Theoretical calculations as well as experimental
data support this possibility.44a  Recent crystallograph-
ic studies at a resolution of 0.12 nm revealed the pres-
ence of an atom, probably N, coordinated to six Fe
atoms of FeMo-Co.  This suggets, as previously pro-
posed by Thorneley and Lowe,44b,c that a nitride ion
(N3

– ) may be an intermediate in the formation of N2.

Many mutant forms of nitrogenase have been
investigated.  Substitutions of His 195, Lys 191, and
Gly 69 of the α chain affect reactions with various
substrates.45–45d  For example, the mutant obtained
by substitution of His 195, whose imidazole forms an
N– H--S  hydrogen bond to a central bridging sulfide
atom of FeMo-co (Fig. 24-3A), with glutamine (H195Q
mutant) reduces N2 only very slowly.45  However, it
still reduces both acetylene and protons.27,44a,45b  Thus,
it may be that different modes of substrate binding are
needed for the individual steps of Eq. 24-10.

Because of the practical significance to agriculture
there is interest in devising better nonenzymatic pro-
cesses for fixing nitrogen using nitrogenase models
that mimic the natural biological reaction.42,46– 49a  One
interesting catalyst is the following molybdenum
complex Mo(III)(NRAr)3 where R = C(C2H3)2CH3 and
Ar = 3,5-dimethylphenyl.47,50,51

C C

H

2H

H

2H

Mo

N

N

N
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Many other synthetic complexes have been studied
including cubic MoFe3S4 clusters.46  However, no
exact chemical model for the FeMo-co coenzyme has
been  developed, and the rates of reaction for all of
the model reactions are much slower than those of
nitrogenases.

Nitrogen fixation genes. At least 17 genes need-
ed for nitrogen fixation are present in the 23-kb nif
region of the Klebsiella chromosome52,53 (Fig. 24-4).  A
similar gene cluster in A. vinlandii54 contains five
polygenic transcriptional units and one monogenic
unit.  The nitrogenase structural genes are nifK, D, and
H as is indicated in Fig. 24-4.  The nifF and J genes
encode associated electron-transport proteins.  NifM is
needed to activate the Fe-protein in an unknown
fashion. NifS encodes a cysteine desulfhydrase need-
ed for assembly of Fe – S clusters in the nitrogenase
and the nifU and nifY proteins assist the assembly.54a,b

The chaperone GroEL is also required.54c Nif Q, B, V,
X, N, E1, and H are needed for synthesis of FeMo-co
and for its incorporation into the MoFe-protein.55,55a

NifA is an activator gene for the whole cluster includ-
ing the nifL gene product, which is altered by the
presence of O2 or of glutamine.  Accumulation of the
latter in cells (see Section B,2) strongly represses tran-
scription of the nitrogenase genes.

Legume nodules and cyanobacterial hetero-
cysts. Nitrogen fixation requires an anaerobic envi-
ronment.  Free-living bacteria fix nitrogen only when
anaerobic.  However, Rhizobia produce their own
anaerobic environment by symbiotic association with
the roots of legumes.10,57– 59  Formation of root nodules
is a genetically determined process, several nodulation
(nod) genes of the bacterium being required along with
an unknown number of plant genes.57,58  Initiation of
nodulation results from a two-way molecular conver-
sation between root hairs of the plant and bacterial
cells.60,61  The roots secrete flavonoid compounds

J H D K T Y E N X U S V WZ M F L A B Q
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Figure 24-4  Sequence of nif genes of Klebsiella pneumoniae.56  These precede the his operon directly at the right side.  The
nitrogenase structural genes are marked with green.
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(Chapter 21) which are recognized by bacterial sensors
and induce transcription of the nod genes.  Several
of these genes encode enzymes required for synthesis
of Nod factors,62,63 small β-linked N-acetyl-D-glu-
cosamine oligosaccharides containing 3 – 5 sugar
residues and an N-linked long-chain fatty-acyl
substituent at the nonreducing terminus (lipo-
chitooligosaccharides).  See also Box 20-E.  Genes
nodA, B, C specify enzymes needed for synthesis of the
oligosaccharide core present in all Nod factors.

Other Nod genes provide for modifications that re-
strict infection to specific species of legumes.  For
example, nodS encodes a methyltransferase and nodU a
carbomoyltransferase.65  NodH is a sulfotransferase.66

NodD is a transcriptional activator that binds to DNA
and induces the synthesis of the other Nod factors
needed to initiate nodulation.67 When an appropriate
Nod factor is recognized, the root hairs on the legume

Structure of a Nod factor secreted by Rhizobium leguminosarum.64
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curl around the bacteria to initiate nodulation.60,61

However, there are other factors.  Infecting bacteria
must reach a region of low oxygen in the plant.  A
hemoprotein FixL is a sensor kinase that regulates
phosphorylation of transcription factor FixJ. This two-
component system induces transcription of nifA (Fig.
24-4) and others.68–69a  Nitrogen-fixing nodules, which
are filled with the bacteroids derived from the infect-
ing bacteria, synthesize leghemoglobin. The polypep-
tide chain of this protein is encoded by the plant,
but its heme may be synthesized by bacteroid en-
zymes.10,57  In at least one strain of Rhizobium the nod
genes as well as the fix and nif genes are all carried
on a 536-kb plasmid, which is almost as large as the
whole 580-kb genome of Mycoplasma genitalium (Table
1-3).70,71  This arrangement seems to have allowed
these bacteria to form an unusually large number of
Nod factors and to colonize a wider variety of hosts
including a non-leguminous tree.

The H2 that is produced in Eq. 24-6 (step c) may be
used by bacteroids or by the plant cells.  Some nodules
evolve H2, but in others it is utilized by hydrogenases
as a source of energy.57  From Eq. 24-6 it can be seen
that up to 1/ 4 of the ATP utilized can, ideally, be
recovered by use of the H2 in this manner.

In cyanobacteria nitrogen fixation occurs in the
heterocysts, specialized cells with
thickened cell envelopes.  They
supply NH4

+ to other cells in the
filament of which they are a part.
The cell envelopes prevent rapid
diffusion of O2 into the cells but do
permit rapid enough entry of N2 to
maintain the observed rate of fixa-
tion of N2.72  In actinomycetes of the
genus Frankia, which forms root
nodules with woody plants, nitrogen fixation occurs
in vesicles that are sheathed by multiple layers of
hopanoid lipids (see Chapter 22).73

Genetic engineering. Because of the high cost of
nitrogen fertilizers there is intense interest in improv-
ing biological nitrogen fixation.  Ideas range from
increasing the efficiency of nitrogenase by using fewer
molecules of ATP, by limiting excessive evolution of
H2, or transferring the whole nif region of a bacterial
genome into nonleguminous plants.  The last proposal
has generated much publicity, but it will probably be
difficult because of the need to create an anaerobic
environment suitable for nitrogen fixation.  A crop
plant engineered in this way might not resemble the
hoped-for product.  It would have an enormous ener-
gy requirement for nitrogen fixation, which would
have to be met by photosynthesis.  At present genetic
engineering on nif genes to increase efficiency seems
most likely to succeed.

Other nitrogenases. Although the well-charac-
terized Mo-containing nitrogenase is responsible for
most of their nitrogen fixation, bacteria often have
alternative nitrogen fixation systems.74 Azotobacter
vinlandii produces three different nitrogenases in
response to varying metal compositions in its sur-
roundings.75–76a  When the molybdenum level is
adequate nitrogenase 1 is formed with its FeMo-
coenzyme.  In a low-molybdenum environment con-
taining vanadium nitrogenase 2 is formed with an
FeV-coenzyme.75– 77  If both molybdenum and vanadi-
um are lacking, the bacteria form nitrogenase-3, which
has an iron-only FeFe-coenzyme.

An unusual nitrogenase is formed by the chem-
olithotrophic Streptomyces thermoautotrophicus, which
obtains energy from reduction of CO2 or CO by H2
(Eq. 17-50).  These organisms form a MoFe nitrogenase
that utilizes a manganese-containing superoxide dis-
mutase to generate superoxide anion radicals.  The
latter transfer electrons to the MoFe protein in an ATP-
dependent process.  Electrons for generation of super-
oxide are formed using another molybdenum enzyme,
a CO dehydrogenase containing molybdpterin cy-
tosine dinucleotide (Fig. 16-31) and Fe – S centers.78

The two systems function together as indicated by
Eq. 24-11.

3. Interconversion of Nitrate, Nitrite, and
Ammonium Ions

As is indicated in Fig. 24-1, the interconversions
of nitrate and nitrite with ammonia and with organic
nitrogen compounds are active biological processes.
Two genera of nitrifying soil bacteria, which are dis-
cussed in Chapter 18, oxidize ammonium ions to
nitrate. Nitrosomas carries out the six-electron oxida-
tion to nitrite (Eq. 18-17) and Nitrobacter the two-
electron oxidation of nitrite to nitrate (Eq. 18-18).79

The opposite sequence, reduction of nitrate and
nitrite ions, provides a major route of acquisition of
ammonia for incorporation into cells by bacteria,
fungi, and green plants (Fig. 24-1).  Assimilatory
(biosynthetic) nitrate reductases catalyze the two-
electron reduction of nitrate to nitrite (Eq. 16-61).  This
is thought to occur at the molybdenum atom of the
large ~ 900-residue highly regulated79a molybdopterin-
dependent enzyme.  In green plants the reductant is

4 ATP + 4 Pi

MoFe
nitrogenase

Mo-pterin
Fe–S

CO

H2O

Four times

CO2

2H+

Eight times

2 e– O2

O2
– Mn(III)

Mn(II)

SOD

N2

H2

2 NH3

2H+

4 MgATP
(24-11)
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usually NADH while in fungi it is more often NAD-
PH.80– 82  In all cases the cofactors FAD, heme, and
molybdopterin are bound to a single polypeptide
chain with the molybdopterin domain near the N
terminus, and the heme in the middle.  The electron-
accepting FAD domain is near the C terminus83– 85a and
is thought to transfer the two electrons through the
following chain.

NAD(P)H → FAD → Cyt b → Mo-pterin → NO3
–

Bacterial assimilatory nitrate reductases have
similar properties.86,86a  In addition, many bacteria,
including E. coli, are able to use nitrate ions as an
oxidant for nitrate respiration under anaerobic
conditions (Chapter 18).  The dissimilatory nitrate
reductases involved also contain molybdenum as
well as Fe – S centers.85  The E. coli enzyme receives
electrons from reduced quinones in the plasma mem-
brane, passing them through cytochrome b, Fe – S
centers, and molybdopterin to nitrate.  The three-
subunit αβγ enzyme contains cytochrome b in one
subunit, an Fe3S4 center as well as three Fe4S4 clusters
in another, and the molybdenum cofactor in the
third.87  Nitrate reduction to nitrite is also on the path-
way of denitrification, which can lead to release of
nitrogen as NO, N2O, and N2 by the action of dissimi-
latory nitrite reductases.  These enzymes87a have
been discussed in Chapters 16 and 18.

Assimilatory nitrite reductases of plants, fungi,
and bacteria carry out the six-electron reduction of
nitrite to ammonium ions (Eq. 24-13) using electron
donors such as reduced ferredoxins or NADPH.

NO2
– + 6 e– + 8 H+ → NH4

+ + 2 H2O

The enzymes from green plants and fungi are large
multifunctional proteins,80 which may resemble assim-
ilatory sulfite reductases (Fig. 16-19).  These contain
siroheme (Fig. 16-6), which accepts electrons from
either reduced ferredoxin (in photosynthetic organ-
isms) or from NADH or NADPH.  FAD acts as an
intermediate carrier.  It seems likely that the nitrite N
binds to Fe of the siroheme and remains there during
the entire six-electron reduction to NH3.  Nitroxyl
(NOH) and hydroxylamine (NH2OH) may be bound
intermediates as is suggested in steps a–c of Eq. 24-14.

(24-13)

c
NH3

2e–

2H+
H2O

b
[HNO]
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2e–

2H+

[NH2OH]
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–

HO–

2e–

2H+

(24-14)

B. Incorporation of NH3 into Amino Acids
and Proteins

Prior to 1935, amino acids were generally regarded
as relatively stable nutrient building blocks.  That
concept was abandoned as a result of studies of the
metabolism of 15NH3 and of 15N-containing amino
acids by Schoenheimer and Rittenberg88 and more
recent studies using 13N by Cooper et al.89,90  These
investigations showed that nitrogen could often be
shifted rapidly between one carbon skeleton and
another.  This confirmed proposals put forth earlier
by Braunstein, Meister, and others who had pointed
out that the C4 and C5 amino acids, aspartate and
glutamate, which are closely related to the tricarboxyl-
ic acid cycle, are able to exchange their amino groups
rapidly with those of other amino acids via transami-
nation (Fig. 24-5, step d).  Since ammonia can be incor-
porated readily into glutamate (Fig. 24-5, step a; see
next section), a general means is available for the
biosynthesis of amino acids.   The citric acid cycle is
able to provide any needed amount of 2-oxoglutarate
for the synthesis of both glutamate and glutamine.91– 94

Glutamine, and to a lesser extent asparagine, act as
soluble, nontoxic carriers of additional ammonia in the
form of their amide groups.  An active synthase con-
verts glutamate and ammonia to glutamine (Fig. 24-5,
step d), and another enzyme transfers the amide nitro-
gen into aspartate, in an ATP-dependent reaction, to
form asparagine (Fig. 24-5, step e).  The amide nitrogen
of glutamine is incorporated in a similar way into a
great variety of other biochemical compounds, includ-
ing carbamoyl phosphate (Fig. 24-5, step f; Section
C,2), glucosamine (Eq. 20-5), NAD+, p-aminobenzoate,

a

b

c

d

Fdred or
NADPH

Glutamine
synthase

Glutamate
synthase

NH3
donor

Various
nitrogenous
compounds

Glutamine

Carbamoyl-P

Pyrimidines Urea

Other
amino
acids

2 Glutamate

2-Oxoglutarate

NH4
+

ATP
Aspartate Asparagine

Transamination

Other amino acids

NADPH

f

e

NH4
+

Figure 24-5  Major pathways of incorporation of nitrogen
from ammonium ions into organic compounds, traced by
green arrows.
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1368 Chapter 24.  The Metabolism of Nitrogen and Amino Acids

histidine, CTP, and purines (Chapter 25).  These reac-
tions are catalyzed by a family of amidotransfer-
ases,95– 97d which hydrolyze the glutamine to gluta-
mate and NH3.  The last is entrapped until it reacts
with the second substrate. Asparagine synthetase
apparently first binds ATP and aspartate, which proba-
bly react to form β-aspartyl adenylate (β-aspartyl-
AMP).  Glutamine then binds and is hydrolyzed.98,98a

The liberated NH3 can attack the β-aspartyl-AMP as
indicated in the accompanying diagram to form aspar-
agine.  However, it is also possible that NH3 is trans-
ferred via covalently bonded complexes99 and is never
free NH3.  An asparagine synthetase that utilizes free
NH3 as a nitrogen donor is also present in many
organisms.

A third mechanism of synthesis, which was only
recently recognized, appears to provide the sole source
of asparagine for many bacteria.98b  The asparagine-
specific transfer RNA tRNAAsn is “mischarged” with
aspartic acid to form Asp-tRNAAsn.  This compound is
then converted to the properly aminoacylated Asn-
tRNAAsn by a glutamine-dependent amidotransferase.
(The entire ATP-dependent sequence is shown in Eq.
29-6.)  The activated asparaginyl group is then trans-
ferred from Asn-tRNAAsn into proteins as they are
synthesized.

OOC
C

O P

O
O

Adenine

OH OH

OH3N H

O
O

–

–
NH3

+

β-Aspartyl adenylate

Most green plants transport nitrogen from roots to
growing shoots as asparagine.  However, in peanuts
�-methyleneaspartate is the major nitrogen carri-
er,100 and in some legumes, including soybeans, 
allantoin and allantoate (Eq. 24-15) play this role.
Allantoin arises from hydrolysis of purines (see Fig.
25-18), which are synthesized in root nodules of
nitrogen-fixing plants.101

Glutamate, glutamine, and aspartate also play
central roles in removal of nitrogen from organic com-
pounds.102  Transamination is reversible and is often
the first step in catabolism of excess amino acids.
2-Oxoglutarate is the recipient of the nitrogen, and
the glutamate that is formed can be deaminated to
form ammonia which can then be incorporated into
glutamine.  Glutamate can also donate its nitrogen
to form aspartate.  In the brain glutamate is a major
neurotransmitter but is toxic in excess.  The astrocyte
glial cells take up glutamate from the synaptic clefts
between neurons, converting it to glutamine, which is
then released into the extracellular space for reuptake
by neurons.103,104  In the animal body both aspartate
and glutamine (via carbamoyl phosphate) are precur-
sors of urea, the principal nitrogenous excretion prod-
uct.  These relationships are also summarized in Fig.
24-5, and details are provided in later sections.

While reductive amination of glutamate via
glutamate synthase appears to be the major pathway
for incorporation of nitrogen into amino groups, some
direct amination of pyruvate and other 2-oxoacids in
reactions analogous to that of glutamate dehydrogen-
ase occurs in bacteria.105,106  Another bacterial enzyme
catalyzes reversible addition of ammonia to fumarate
to form aspartate (p. 685).

An initially surprising conclusion drawn from
the studies of Schoenheimer and Rittenberg was that
proteins within cells are in a continuous steady state
of synthesis and degradation.  The initial biosynthesis,
the processing, oxidative and hydrolytic degradative
reactions of peptides, and further catabolism of amino
acids all combine to form a series of metabolic loops
as discussed in Chapter 17 and dealt with further in
Chapters 12 and 29.  Within cells some proteins are
degraded much more rapidly than others, an impor-
tant aspect of metabolic control.  This is accomplished
with the aid of the ubiquitin system (Box 10-C) and
proteasomes (Box 7-A).107  Proteins secreted into extra-
cellular fluids often undergo more rapid turnover than
do those that remain within cells.

Figure 24-6  Elution profile of 13N-containing metabolites
extracted from liver 15 s after injection of 13NH3 into the
portal vein of an anesthetized adult male rat.  CIT, citrulline;
ARG SUC, argininosuccinate.  From Cooper et al.89

0 10.0 20.0
Minutes

ARG
ARG SUC

NH3

UREA GLU

ALA

ASP GLN

CIT

2.0

1.0

C
ou

nt
s 

/
 5

 s
ec

 ×
 1

0–3

N
H

H
NO

H2N

N
H

O

O
H

N
H

C
O

H2N

N
H

NH2

O

OHO

–OH
–

Allantoin Allantoate

(24-15)

 Ch 24 IND page - E 2/14/03, 1:52 PM1368



1369B.  Incorporation of NH3 into Amino Acids and Proteins

2. Glutamate Dehydrogenase and Glutamate
Synthase

In animal tissues and in some bacteria the
glutamate dehydrogenase reaction (Fig. 24-5, step c;
see also Chapter 15)112 – 115 provides a means of incor-
porating ammonia reversibly into glutamic acid.   In
eukaryotic cells the allosteric enzyme is found largely
in the mitochondria.115a  Glutamate dehydrogenase is
also found in chloroplasts where it may function in
glutamate synthesis when ammonia is present in
excess.116  The action of aminotransferases, both within
and without mitochondria, distributes nitrogen from
glutamate into most of the other amino acids.  Espe-
cially active is aspartate aminotransferase (Eq. 14-24;
Fig. 24-5, step d) which equilibrates aspartate and
oxaloacetate with the 2-oxoglutarate – glutamate cou-
ple.  However, the body obtains glutamate, as well as
other amino acids, from foods, the initial source being
largely green plants.

In plants as well as in E. coli and many other bac-
teria most glutamate is formed by glutamate syn-
thase, which carries out reductive amination of
2-oxoglutarate (Fig. 24-5, reaction a).  Glutamate syn-
thase (also called GOGAT) utilizes the amide side
chain of glutamine as the nitrogen donor.  It is one of
the previously mentioned amidotransferases in which
glutamine is hydrolyzed to glutamate and NH3 within
the active site of the enzyme.  Formation of a Schiff
base and reduction probably occurs as in the reverse
of reaction B of Table 15-1.  However, one of the
two glutamate molecules formed in reaction a of Fig.
24-5 must be reconverted by glutamine synthase to
glutamine with the utilization of a molecule of ATP
(Fig. 24-5, step b).  Because of this coupling of ATP
cleavage to the reaction the equilibrium in reaction a
lies far toward the synthesis of glutamate.  The low
value of Km for NH4

+ that is characteristic of glutamine
synthase favors glutamate synthesis even when little
nitrogen is available.

Bacterial glutamate synthases are large oligomeric
proteins containing flavin and Fe –S centers.  That of
Azospirillum brasilense consists of αβ units in which the
53-kDa β chains contain FAD and an NADPH binding
site.117–118a  The NADPH evidently transfers electrons
to the FAD, which transfers them to an Fe3S4 center in
the large 162-kDA α subunit.  A molecule of bound
FMN receives the electrons and reduces the iminoglut-
arate to glutamate.  The site of binding and hydrolysis
of glutamine is also present in subunit α.  Chloroplasts
of higher plants contain two glutamate synthases.
One resembles the bacterial enzyme and utilizes NAD-
PH as the reductant.  The other requires reduced
ferredoxin.118 – 120

Bacteria utilize both D-alanine and D-glutamate in
the synthesis of their peptidoglycan layers (Fig. 8-29).
Both D-amino acids are formed by racemases.  That of

1.  Uptake of Amino Acids by Cells

While cells of autotrophic organisms can make all
of their own amino acids, other organisms utilize
many preformed amino acids.  Human beings and
other higher animals require several essential amino
acids in their diets.  Additional amounts of “nonessen-
tial” amino acids are also needed.  It is true that amino
groups can be transferred from one carbon skeleton to
another among most of the amino acids.  However, the
body must take in enough amino groups to supply its
need for all of the 20 amino acid components of pro-
teins.107a,b  Because of an unfavorable equilibrium
constant, and the normally low concentration of NH4

+,
glutamate dehydrogenase (step c in Fig. 24-5) does not
normally synthesize glutamate in the animal body.  Its
function is to deaminate excess glutamate.  Further-
more, cells of some tissues take up amino acids that
are made in other tissues.  The active transport sys-
tems of bacteria have been described in Chapter 8.  In
mammals the absorption of amino acids takes place
through epithelial cells of the intestinal tract, kidney
tubules, and the brain (blood – brain barrier).  Both
Na+-dependent transport (as for sugars; see Chapter 8)
and Na+-independent processes occur.107c  Among the
latter is the proposed �-glutamyl cycle, which is
described in Box 11-B.  The cycle makes use of the
γ-carboxyl group of glutamate, the same carboxyl
that carries ammonia in the form of glutamine.  Glu-
tathione supplies the activated γ-glutamyl group.  The
amino acid to be transported reacts on the membrane
surface by transpeptidation108–109a to form a �-
glutamylamino acid which enters the cytoplasm. It
releases the free amino acid through an internal dis-
placement by the free amino group of the glutamyl
group.  The natural tendency of the 5-carbon
glutamate to undergo cyclization is used to provide
the driving force for release of the bound amino acid.
The cyclic product 5-oxoproline is then opened hydro-
lytically in an ATP-requiring reaction.110  Cysteinyl-
glycine formed in the initial transpeptidation is
hydrolyzed by a peptidase, and glutathione is regener-
ated in two ATP-dependent steps as indicated in the
scheme in Box 11-B.

The significance of the γ-glutamyl cycle is not
fully understood.  However, the finding of a mentally
retarded individual who excretes 25 – 50 g / day of 5-
oxoproline in the urine (possibly because of a defective
5-oxoprolinase) suggests that the pathway is a very
active one.111  A few persons deficient in γ-glutamyl
transpeptidase have been found.  They excrete glu-
tathione and have a variety of medical problems.109
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alanine uses PLP (Chapter 15) but glutamate race-
mase121–122a does not.  It may be able to remove the
α-H of glutamate by utilizing the –COOH of the sub-
strate, rather than the PLP ring, as an electron sink.
Small amounts of D-amino acids occur also in ani-
mals.123  Animal livers and kidneys contain D-amino
acid oxidase and D-aspartate oxidase, which appar-
ently function to metabolize D-amino acids from foods
or those formed by brain activity (Chapter 30) or by
aging.

3.  Glutamine Synthetase

The formation of glutamine from glutamate (Eq.
24-16) also depends upon a coupled cleavage of ATP:

Glutamine synthase, as isolated from E. coli, contains
12 identical 51.6-kDa subunits arranged in the form of
two rings of six subunits each with a center-to-center
spacing of 4.5 nm.  The units in one layer lie almost
directly above those in the next,104,124,125 the center-to-
center spacing between the two layers is also 4.5 nm,

and the array has 622 dihedral symmetry.  The enzyme
displays complex regulatory properties,112,126 – 129 which
are summarized in Fig. 24-7.  The enzyme exists in two
forms. Active glutamine synthase requires Mg2+ in
addition to the three substrates glutamate, NH4

+, and
ATP.  If the glutamate precursor, 2-oxoglutarate, is
present in excess, the enzyme tends to remain in the
active form because conversion to a modified form is
inhibited; when the oxoglutarate concentration falls to
a low value and glutamine accumulates, alteration is
favored.  The modifying enzyme adenylyltransferase
(AT) in its active form ATA transfers an adenylyl group
from ATP to a tyrosine hydroxyl on glutamine syn-
thase to give an adenylyl enzyme (GS-AMP).  This
modified enzyme requires Mn2+ instead of Mg2+

and is far more sensitive than the original enzyme to
feedback inhibition by a series of end products of
glutamine metabolism.  All nine of the feedback inhib-
itors (serine, alanine, glycine, histidine, tryptophan,
CTP, AMP, carbamoyl-P, and glucosamine 6-P) seem
to bind to specific sites on the enzyme surface and to
exert a cumulative inhibition.  Serine, alanine, and
glycine appear to be competitive inhibitors at the
glutamate binding site.130

Relaxation of adenylylated glutamine synthase
to the unmodified form is not catalyzed by a separate
hydrolase but is promoted by a modified form of the
adenylyltransferase ATD.  The active enzyme ATA is

Glu

NH4
+

ATP ADP + Pi

Gln

(24-16)

Figure 24-7  Regulation of glutamine
synthase of E. coli using activation (+)
and inhibition (–).  Glutamine synthase
(GS upper center) is converted by
adenylylation of Tyr 397 into an inactive
form GS-AMP by the action of an ade-
nylyltransferase ATA in complex with
regulatory protein PII.  PII is uridylylat-
ed at up to four sites by action of uridy-
lyltransferase UTU, which resides in the
same polypeptide chain as a uridylyl
removing enzyme UTD (or UR).  When
PII carries a uridylyl group (PII-UMP),
ATA is transformed to ATD, which recon-
verts the inactive GS-AMP to active GS
by phosphorolytic removal of the ade-
nylyl group.  The ratios of ATA/ ATD and
UTU/ UTD are controlled by the concen-
trations of the metabolites 2-oxoglut-
arate, a precursor, and glutamine, the
immediate product.  The amount of GS
formed is controlled at the transcription-
al level by an enhancer-binding tran-
scription factor called NRI or NtrC
(lower left).  It is active when phospho-
rylated.  Dephosphorylation of NRI-P is
catalyzed by yet another protein and is
stimulated by PII.  Thus, PII both de-
creases synthesis of GS and promotes
conversion of GS to its inactive form.
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actually a complex AT • PII containing the regulatory
protein PII. Subunit PII can be uridylylated on a ty-
rosine side chain by action of a 95-kDa uridylyltrans-
ferase (UT)127,131 to form the modified glutamine
synthetase AT • PII-UMP orATD.  This form catalyzes
phosphorolytic deadenylylation of glutamine syn-
thetase, Pi displacing the adenylyl group to form ADP.
Removal of the uridylyl group from PII-UMP is cata-
lyzed by a fourth enzyme, UTD (or UR), which is part
of the same polypeptide chain as UTU.127  The cycle of
interconversions of PII catalyzed by the UTU and UTD

activities is shown at the lower right side of Fig. 24-7.
From the allosteric modification reactions indicated by
the gray lines, it is seen that glutamine not only pro-
motes the adenylylation of glutamine synthetase but
also inhibits the uridylylation of PII, thereby prevent-
ing ATD from removing the adenylyl group from the
synthetase.  Furthermore, it allosterically inhibits the
deadenylylation reaction itself.  On the other hand, 2-
oxoglutarate acts in the opposite way.

The glutamine synthase regulatory system has
another important function.  Protein PII stimulates the
dephosphorylation of the enhancer-binding transcrip-
tional regulator NRI-P (NtrC-P).131,132  This slows
transcription of the glutamine synthase gene (see Fig.
24-7) as well as a variety of other genes including
those for the nitrogenase proteins in organisms that
have them.133  As a consequence, a deficiency of
glutamine turns on a number of genes involved in
nitrogen metabolism.  Accumulation of glutamine
promotes PII accumulation, modification of the syn-
thase, and loss of gene activation.

Nitrogen can be transferred from glutamine into
many other substrates.102  Several antibiotic analogs
of glutamine have been useful in studying these proc-
esses.  Examples are the streptomyces antibiotics 
L-azaserine and 6-diazo-5-oxo-L-norleucine (DON).

These compounds act as alkylating agents; N2 is re-
leased and a nucleophilic group from the enzyme
becomes attached at the carbon atom indicated.134

Other inhibitors bind noncovalently to form dead-end
complexes.134a

N N C
C

O

O

H

CH2

C
COO

HH3N

+–

Electrophilic
center

l-Azaserine

+

–
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4. Catabolism of Glutamine, Glutamate, and
Other Amino Acids

Glutamine is hydrolyzed back to glutamate by
glutaminases that are found both in eukaryotic tissues
and in bacteria.135,136  Liver contains an isozyme whose
function appears to be to release NH3 from glutamine
for urea synthesis.135,137  Glutamate dehydrogenase
deaminates excess glutamate back to 2-oxoglutarate,
which is degraded to succinyl-CoA and via β oxida-
tion to malate, pyruvate, and acetyl-CoA.  The last can
reenter the citric acid cycle and be oxidized to CO2
(Eq. 24-17).  In fact, in mammalian tissues glutamate
is essentially in equilibrium with 2-oxoglutarate and
other citric acid cycle intermediates (see Box 17-C).

Glu → 2-oxoglutarate → succinyl-CoA → → →
malate → pyruvate → acetyl-CoA → CO2

Many other amino acids are degraded in similar ways.
In most cases the sequence is initiated by transamina-
tion to the corresponding 2-oxoacid.  Beta oxidation
and breakdown to such compounds as pyruvate and
acetyl-CoA follows.

Catabolism initiated by decarboxylation.  An
alternative pathway for glutamate degradation is
through the γ-aminobutyrate shunt (Fig. 17-5).  This
pathway is initiated by a PLP-dependent decarboxyla-
tion rather than by a deamination or transamination.
Since decarboxylases are known for most amino acids,
there are usually alternative breakdown pathways
initiated by decarboxylation.  In many cases these
pathways lead to important products.  For example,
γ-aminobutyrate functions in the brain as an important
neurotransmitter.  Dihydroxyphenylalanine is convert-
ed to noradrenaline and adrenaline, tryptophan to
serotonin, and histidine to histamine.  All of these are
neurotransmitters (Chapter 30) and/or have other
hormonal functions.  A calmodulin-dependent
glutamate decarboxylase occurs in higher plants,
which accumulate γ-aminobutyrate in response to a
variety of stresses.138  However, the significance of this
accumulation is unclear.

Fermentation of glutamate.  Special problems
face anaerobic bacteria subsisting on amino acids.
Their energy needs must be met by balanced
fermentations.138a  For example, glutamate may be
converted to CO2, ammonia, acetate–, and butyrate–

according to the reactions of Fig. 24-8.  The end result
is described by Eq. 24-18.

2 Glutamate– + 2 H2O + H+ →
2 CO2 + 2 NH4

+ + 2 acetate– + butyrate–

∆G’ (pH 7) = – 131 kJ

B.  Incorporation of NH3 into Amino Acids and Proteins

(24-17)
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The sequence begins with the γ-aminobutyrate shunt
reactions (Fig. 24-8, steps a and b), but succinic semial-
dehyde is reduced to γ-hydroxybutyric acid using the
NADH generated in the trans-deamination process of
step c.  With the aid of a CoA-transferase (step d) two
molecules of the CoA ester of this hydroxy acid are
formed at the expense of two molecules of acetyl-CoA.
Use is then made of a β,γ elimination of water (step e),
analogous to that involved in the formation of vacce-
nic acid (Eq. 21-2).  Isomerization (perhaps by the
same enzyme that catalyzes elimination) forms
crotonyl-CoA (step f ).  The latter undergoes dismuta-
tion, one-half being reduced to butyryl-CoA and one-
half being hydrated and oxidized to acetoacetyl-CoA
in the standard β-oxidation sequence.  Acetoacetyl-
CoA is cleaved to regenerate the two molecules of
acetyl-CoA.  The organism can gain one molecule of
ATP through cleavage of the butyryl-CoA.  Perhaps a
second can be gained by oxidative phosphorylation
between the NADH produced in the formation of
acetoacetyl-CoA and the reduction of crotonyl-CoA
to butyryl-CoA.  The two processes take place at suffi-
ciently different redox potentials to permit this kind
of coupling.

Another fermentation of glutamate is initiated by
the vitamin B12-dependent isomerization of glutamate

to β-methylaspartate (Eq. 24-19, step
a).138b  This rearrangement of struc-
ture permits α,β elimination of
ammonia (step b), a process not
possible in the original glutamate.
Hydration to citramalate (step c)
and aldol cleavage yields acetate
and pyruvate.  Acetate is one of the
usual end products of the fermenta-
tion.  The pyruvate can be cleaved
to H2, CO2, and acetyl-CoA by the
pyruvate-formate-lyase system (Fig.
15-16; Eq. 17-25), and cleavage of the
acetyl-CoA can provide ATP.  Alter-
natively, two molecules of acetyl-
CoA can be coupled and reduced to
butyryl-CoA.  The reducing power
generated in the cleavage of pyru-
vate is used to reduce crotonyl-CoA
rather than being released as H2.
The stoichiometry is identical to that
in Fig. 24-8.  Still other fermentation
mechanisms are used by some
Clostridia to degrade glutamate.138a

See study question number 16 at the
end of this chapter.

a

b

OOC
COO

CH3

HH3N
+

–
–

OOC
COO

OH

–

H3C

–

Vitamin B12

Table 16-1
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NH4
+

Citramalate

Acetyl-CoA

Pyruvate

AcetateATP

Glutamate

Acetate

H2 + CO2

d

c

H2O

OOC
COO

CH3

H

–
–

Mesaconate

(24-19)
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Figure 24-8  Fermentation of glutamate by Clostridium aminobutylicum.
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Figure 24-9  Biosynthesis of glutamate, glutamine, proline, and lysine from 2-oxoglutarate.
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C. Synthesis and Catabolism of Proline,
Ornithine, Arginine, and Polyamines

The 5-carbon skeleton of glutamic acid gives rise
directly to those of proline, ornithine, and arginine.
The reactions are outlined in Fig. 24-9.  Arginine, in
turn, is involved in the urea cycle, which is shown in
detail in Fig. 24-10.  Arginine is also a biosynthetic
precursor of the polyamines.  Another important
biosynthetic product of glutamate metabolism is δ-
aminolevulinate, a precursor to porphyrins (Eq. 24-44)
in some organisms.139

1. Synthesis and Catabolism of Proline

The ATP-dependent reduction of the γ-carboxyl
group of glutamate to an aldehyde by NADPH (reac-
tion c, Fig. 24-9) is of a standard biosynthetic reaction
type, the opposite of the oxidation reaction of Fig. 15-6.
Like the latter it is thought to occur via an acyl phos-
phate intermediate.140,141  The oxidation product,
glutamate semialdehyde, cyclizes and can be con-
verted to proline by further reduction (Fig. 24-9, step c
and subsequent reactions in center of scheme).  The
pathway has been well established in bacteria and
yeast by both biochemical and genetic experiments.  In
plants both the initial reduction and the cyclization are
catalyzed by a bifunctional enzyme.142,143  An alterna-
tive pathway important in animals is initiated by
transamination of ornithine to the corresponding 2-
oxoacid, spontaneous cyclization, and reduction to
proline (Fig. 24-9, step g).140,144  Selected prolines in
collagen and in plant glycoproteins145 are oxygenated
to form 4-hydroxyproline (Eqs. 8-6, 18-51).

One route of catabolism of proline is essentially
the reverse of its formation from glutamate.  Proline
oxidase yields ∆1-pyrroline 5-carboxylate.145a,b

The corresponding open-chain aldehyde, formed by
hydrolysis, can be oxidized back to glutamate by
pyrroline 5-carboxylate dehydrogenase.145a–147  Lack of
this enzyme is associated with the human genetic
deficiency causing hyperprolinemia.147–148a

Alternatively, degradation can be initiated by
oxidation on the other side of the ring nitrogen to form
∆1-pyrroline 2-carboxylate.  The metabolic fate of this
compound is uncertain.  A corresponding pathway for
breakdown of 4-hydroxy-L-proline of collagen yields
glyoxylate and pyruvate or malate and CO2 (Eq. 24-
20).149  Oxidation on the other side of the ring nitrogen
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(24-20)

of hydroxyproline is utilized by some pseudomonads
to convert the amino acid into 2-oxoglutarate.  Anaero-
bic bacteria may reduce proline to 5-aminovalerate
and couple this reaction to the oxidative degradation
of another amino acid (Stickland reaction).

2. Synthesis of Arginine and Ornithine and
the Urea Cycle

If the amino group of glutamate is blocked by
acetylation prior to the reduction to the semialdehyde
(Fig. 24-9, step d) cyclization is prevented.  The γ-
aldehyde group can be transaminated to an amino
group and the acetyl blocking group removed to form
ornithine.  Ornithine is not usually a constituent of
proteins, but it is sometimes formed by hydrolytic
modification of arginine at specific sites in a protein.  A
67-kDa urate-binding glycoprotein of plasma is report-
ed to contain 43 residues of ornithine.150,151  It is postu-
lated that a special arginase is needed to form these
residues, and that it may be lacking in some cases of
gout in which the urate-binding capacity of blood is
impaired.  Ornithine appears to be present in specific
sites in a few other proteins as well.151 Neurospora
grown in a minimal medium accumulates large
amounts of both ornithine and arginine, over 98%
of which is sequestered in vesicles within the cyto-
plasm.152,153  This appears to be a way of accumulating
a store of arginine that is protected from the active
catabolism of that amino acid by the fungus.  How-
ever, accumulation of ornithine in the human body,
as a result of lack of ornithine aminotransferase

N
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N
OOC
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Figure 24-10 Biosynthesis of citrulline, arginine, and urea.  The green arrows indicate reactions directly involved in deamina-
tion of amino acids and the synthesis of urea.  N from amino acids and C from CO2 are traced in green.
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(Fig. 24-9, step g), causes gyrate atrophy of the choroid
and retina, a disease that results in tunnel vision and
blindness.154,155  A major interest in arginine metabo-
lism asises from its role in formation of urea in the
human body.  Study of arginine biosynthesis in bacte-
ria has also been important in developing our under-
standing of regulation of gene expression.156

The urea cycle. In 1932, Krebs and  Henseleit
proposed that urea is formed in the liver by a cyclic
process in which ornithine is converted first to citrul-
line and then to arginine.157,158  The hydrolytic cleav-
age of arginine produces the urea and regenerates
ornithine (Fig. 24-10, bottom).  Subsequent experi-
ments fully confirmed this proposal.  Urea is the
principal nitrogenous end product of metabolism in
mammals and many other organisms, but the urea
cycle reactions have other functions.  As with the citric
acid cycle, products other than urea can be withdrawn
in any needed quantity.  Most notably, the reactions of
Fig. 24-10 provides for the biosynthesis of arginine in
all organisms.159,160   Also of physiological importance
is the fact that the urea cycle involves both mitochon-
dria and cytosolic enzymes.161,162  This is illustrated in
Fig. 24-11.

Let us trace the entire route of nitrogen removed
by the liver from excess amino acids.  Transaminases
(step a, Fig. 24-10) transfer nitrogen to 2-oxoglutarate
to form glutamate.  Since urea contains two nitrogen
atoms, two molecules of glutamate must donate their
amino groups.  One molecule is deaminated directly
by glutamate dehydrogenase to form ammonia (step
b).  This ammonia is combined with bicarbonate (step
c) to form carbamoyl phosphate, which transfers its
carbamoyl group onto ornithine to form citrulline
(step d).  The second molecule of glutamate transfers
its nitrogen by transamination to oxaloacetate (reac-
tion e) to form aspartate.  The aspartate molecule is
incorporated intact into argininosuccinate by reac-
tion with citrulline (reaction f ).  Undergoing a simple
elimination reaction, the 4-carbon chain of arginino-
succinate is converted to fumarate (step g) with argin-
ine appearing as the elimination product.  Finally, the
hydrolysis of arginine (step h) yields urea and regener-
ates ornithine.

Carbamoyl phosphate synthetases. The first of
the individual steps in the urea cycle is the formation
of carbamoyl phosphate.163  Carbon dioxide and am-
monia equilibrate spontaneously with carbamic acid:

H2N C

OH

CO2 + NH4
+ + H +

Carbamic acid

O

(24-21)

O C

O

OH

– O C

O

O –
O3P2–
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H2N C

O

O PO3
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a
ATP ADP
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c
ATP

ADP

Carbamoyl phosphate

bGln Glu

H2O
Pi

(24-22)

Some bacteria have a kinase able to convert carbamate
into carbamoyl phosphate starting with step a of Eq.
24-22.  However, the equilibrium constant is low (0.04
at pH 9, 10°C), and it is now believed that carbamate
kinase functions in the opposite direction, providing
a means of synthesis of ATP for bacteria degrading
arginine (Section C,5,d).  The biosynthetic carbamoyl
phosphate synthases harness the cleavage of two mole-
cules of ATP to formation of one molecule of carbam-
oyl phosphate (reaction c, Fig. 24-10).163  In bacteria
such as E. coli, a single synthase provides carbamoyl
phosphate for biosynthesis of both arginine and pyri-
midines (Fig. 25-14).  However, fungi and higher
animals have at least two carbamoyl-P synthases.
Synthase I provides substrate for formation of citrul-
line from ornithine (Fig. 24-10), while carbamoyl-P
synthase II, which is part of a larger multifunctional
protein,164 functions in pyrimidine synthesis.  Synthase
I is found in mitochondria and synthase II in the cyto-
plasm.  Mammalian carbamoyl phosphate sythase I
consists of a single 160-kDa peptide.163  A powerful
allosteric effector for the liver synthase is N-acetyl-
glutamate (Fig. 24-10), a precursor of ornithine.165

The enzyme from certain marine elasmobranchs, such
as the spiny dogfish Squalus acanthias, have carbamoyl-
P synthase III, an enzyme with somewhat different
molecular properties.166  It probably functions in syn-
thesis of urea, which is used by these animals to regu-
late osmotic pressure.167,168  Synthase I utilizes only
free NH3.  The others are amidotransferases and prefer
glutamine as the ammonia donor.  Carbamoyl-P syn-
thase from E. coli consists of two subunits (~ 42 and 118
kDa, respectively) and can utilize either free ammonia
or glutamine.169,170  The light subunit has glutaminase
activity; i.e., it is able    to hydrolyze glutamine to am-
monia.  All of these synthatases presumably act by
first phosphorylating bicarbonate to an enzyme-bound
carboxyl phosphate,163,171,172 which can then undergo
a displacement of phosphate by NH3 to give enzyme-
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Figure 24-11  Integra-
tion of the urea cycle
with mitochondrial
metabolism.  Green
lines trace the flow of
nitrogen into urea upon
deamination of amino
acids or upon removal
of nitrogen from the
side chain of glutamine.
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bound carbamate (Eq. 24-22, step a).  Phosphorylation
of the latter by ATP completes the reaction.  In the
single-chain enzymes the amidotransferase domain is
at the N terminus.

Crystallographic study of a mutant form of the
E. coli enzyme unable to act rapidly on glutamine
showed that the latter released its ammonia to form
a thioester with cysteine 269,173,173a suggesting a mech-
anism resembling that of serine proteases or papain
(Chapter 12) for the glutaminase action.  The X-ray
crystallography also showed that the released NH3
must travel 4.5 nm through the interior of the protein
to the site of carbamate formation.  The carbamate
must travel another ~ 4.5 nm to the site from which
carbamoyl phosphate is released.170,172,173b  The C-
terminal regions of the synthases undergo allosteric
modification by a number of effectors.163,173c  Both
ornithine and IMP are activators for the E. coli en-
zyme, whereas UMP, a pyrimidine end product,
exerts feedback inhibition.  Phosphoribosyl pyrophos-
phate activates synthase II, and N-acetylglutamate
activates the mammalian liver synthase I by binding
near the C terminus.165

Citrulline and argininosuccinate.  One NH3
and one HCO3

– for urea formation are provided by
the carbamoyl group, which is transferred   from
carbamoyl-P to ornithine to form citrulline.  The
second nitrogen atom is transferred from glutamate

to aspartate into argininosuccinate (steps d and f, Fig.
24-10).  The equilibrium constant for ornithine tran-
scarbamoylase (reaction d) is very high so that orni-
thine is completely converted to citrulline.  The
trimeric human enzyme is a trimer of 36-kDa sub-
units174–175a whose structural gene is on the X chromo-
some.  Like many other mitochondrial matrix enzymes
it is synthesized as a larger (40 kDa) pre-cursor, which
enters the mitochondria in an energy-dependent pro-
cess.176  A genetic defect in this sex- linked gene is
often lethal to boys, and even girls, heterozygous for
the defect, sometimes have serious problems with
accumulation of ammonia in the brain.162,174,177

The conversion of citrulline to argininosuccinate
and the subsequent breakdown to fumarate and argin-
ine take place in the cytosol (Fig. 24-11).  The ureido
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group of citrulline is activated by ATP for the arginino-
succinate synthase reaction (Eq. 24-23, step a).  Thus,
18O present in this group is transferred into AMP.  A
citrulline adenylate intermediate (center) is likely.
Argininosuccinate lyase (reaction g, Fig. 24-10)177a

catalyzes the elimination of arginine with formation
of fumarate.  It is entirely analogous to the bacterial
aspartase that eliminates ammonia from aspartate to
form fumarate.178  Like the latter enzyme and fuma-
rate hydratase (Chapter 13), argininosuccinase pro-
motes a trans elimination.179  The fumarate produced
can be reconverted through reactions of the citric acid
cycle to oxaloacetate, which can be reaminated to
aspartate (Fig. 24-11).  Aspartate is used to introduce
amino groups in an entirely similar way in other meta-
bolic sequences such as in the formation of adenylic
acid from inosinic acid (Fig. 25-16).

The cleavage of arginine to ornithine and urea by
the Mn2+-containing arginase (Chapter 16)180,181 con-
verts the biosynthetic route to arginine into a cycle for
the synthesis of urea.  This cyclic pathway is unique to
organisms that excrete nitrogenous wastes as urea, but
the biosynthetic path is nearly ubiquitous.182  Human
adults excrete approximately 20 g of urea nitrogen per
day.  If this rate decreases, ammonia accumulates in
the blood to toxic levels.  Normally, plasma contains
0.03 mM ammonia, and only 2 – 3 times this level is
required to produce toxic symptoms.  Therefore, it is
not surprising that five different well-documented
hereditary enzyme deficiencies affect the urea cy-
cle.162,183  One of the most common, argininosuccinic
aciduria, is a deficiency of the breakdown of arginino-
succinic acid.178  Both lethal and nonlethal variants of
this disease are known.  Human argininosuccinate
lyase consists of two subunits.  Defects may occur in
either subunit but considerable genetic heterogeneity
exists and intragenic complementation between the
two subunits accounts for many of the nonlethal forms
of the disorder.177a,178a  A common feature of all of the
hereditary defects of the urea cycle is an intolerance to
high protein intake and mental symptoms.  Toxic
accumulation of ammonia in blood is often seen also
in alcoholic liver cirrhosis as a result of a decreased
capacity of the liver for synthesis of urea.

For some urea cycle defects a combination of a
low-protein diet together with an arginine supplement
prevents the ammonia intoxication while allowing
normal growth.  In other cases it is necessary to re-
place the natural dietary protein with a mixture of
essential amino acids or with the corresponding 2-
oxoacids, which can be converted to amino acids in the
body with utilization of endogenous ammonia.183  A
specific treatment for lack of N-acetylglutamate syn-
thetase, which forms the carbamoyl phosphate syn-
thase activator N-acetylglutamate, is administration of
the analog N-carbamoylglutamate.  This also activates
carbamoyl phosphate synthase and is not cleaved by

(24-24)

acylases that would prevent the natural activator from
being supplied artifically via the blood.158

Although the primary function of the urea cycle
is usually regarded as the removal of NH4

+ from the
body, it also removes HCO3

– in equal amounts (Eq.
24-24).  This is essential for maintenance of neutral pH,

2 HCO3
– + 2 NH4

+ —→ H2NCONH2 + CO2 + 3 H2O

and Atkinson and Bourke suggested that removal
of HCO3

– is as important a function of the cycle as
removal of NH4

+.184  However, there are strong argu-
ments against this concept.162

Excretion of ammonia.  While mammals excrete
urea, many invertebrate organisms that live in water
as well as some fishes simply excrete NH3. Other
organisms hydrolyze urea to NH3.  Even green plants
recycle nitrogen via urea and the Ni2+-dependent
urease (Eq. 16-47).  Two compounds that can be hydro-
lyzed by cells to urea and glyoxylate are allantoin and
allantoic acid (Eq. 24-15).  If cells of Saccharomyces
cerevisiae are grown on either of these compounds as a
sole source of nitrogen, they make a biotin-dependent
urea carboxylase (Eq. 24-25).  This enzyme facilitates
the hydrolysis of urea by conversion to the more easily
degraded allophanate (Eq. 24-25).

Catabolism of arginine.  Arginine can also be
converted back to glutamate and 2-oxoglutarate.  The
initial step is removal of the guanidino group to form
ornithine.  This occurs in the urea cycle and also in
many bacteria185 by the action of arginase (Fig. 24-5,
step h).  A parallel pathway involving conversion of
arginine to N1-succinylarginine, then on to succinyl-
glutamate, and to free glutamate and succinate is used
by some pseudomonads.186  The alternative arginine
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dihydrolase pathway, used by some bacteria and a
few protozoa such as Giardia, is initiated by a different
hydrolase that cleaves arginine to citrulline and am-
monia.187  Phosphorolysis of citrulline yields carbam-
oyl phosphate whose breakdown to CO2 and ammonia
(catalyzed by carbamate kinase, Eq. 24-22) can be
utilized for generation of ATP by microorganisms that
subsist on arginine.188

Degradation of L-arginine by Streptomyces griseus is
initiated by a hydroxylase that causes decarboxylation
and conversion of the amino acid into an amide (Eq.
24-26), a reaction analogous to that catalyzed by the
flavin-dependent lysine oxygenase (Eq. 18-41).  The

product formed from arginine is γ-guanidinobutyr-
amide, which is further degraded by the hydrolysis of
the amide group and cleavage of the guanidino group
to form urea and γ-aminobutyrate. Pseudomonas putida
initiates degradation of arginine by decarboxylation to
the corresponding 2-oxoacid and oxidative decarbox-
ylation with a thiamin diphosphate-requiring enzyme
to γ-guanidinobutyraldehyde.  Dehydrogenation and
hydrolysis lead, again, to γ-aminobutyrate.189

Specific arginine residues in proteins are methylat-
ed on their guanidino groups to give monomethylated
and both symmetrically and asymmetrically dimeth-
ylated derivatives.190,191  These methylated arginines
also occur free in various mammalian tissues, where
they may serve as endogenous regulators of nitric
oxide synthases.  A Zn2+-containing dimethylarginase
hydrolyzes the monomethyl and dimethyl arginines to
citrulline and monomethyl or dimethyl amines.191

Insecticidal analogs of arginine. The toxic
amino acid L-canavanine is synthesized by more than
1500 species of legumes including alfalfa and clover.192

– 194  It is structurally similar to arginine, the 5-CH2
group being replaced by O.  However, the guanidino
group is much less basic than in arginine.  Canavanine
is a natural insecticide, which in some plants accumu-
lates to a level of 13% of the total dry matter.193  Plants
that store canavanine hydrolyze it to canaline and
urea, which they use as a nitrogen source.  Canaline
is a toxic derivative of hydroxylamine and forms
oximes with 2-oxoglutarate, other oxoacids, and PLP-
containing enzymes.  Although canavanine and cana-
line are effective insecticides, some beetles are adapted
to these compounds to the extent that they feed exclu-
sively on canavanine-containing seeds.  The tobacco
budworm is likewise resistant to these toxins and
produces a canavanine hydrolase that converts
canavanine to L-homoserine, a normal intermediate in

the threonine, isoleucine, methionine biosynthetic
pathway (Fig. 24-13), and hydroxyguanidine.  The
latter undergoes NADH-dependent reduction to
guanidine194 which can be catabolized.

3.  Amidino Transfer and Creatine Synthesis

The terminal amidino group of arginine is trans-
ferred intact to a number of other substances in simple
displacement reactions.  An example is the formation
of guanidinoacetic acid (Eq. 24-27, steps a and b).
The amidino group appears to be transferred first to
the SH group of cysteine 407 then to glycine in a dou-
ble displacement mechanism.195– 197  Transmethylation
from S-adenosylmethionine (Eq. 24-27, step c) converts
guanidinoacetic acid to creatine, a compound of
special importance in muscle.  Creatine kinase revers-
ibly transfers the phospho group of ATP to creatine to
form the N-phosphate (Eq. 24-27, step d). Creatine
phosphate, and in some invertebrates phosphoargin-
ine,198 serves as an important “energy buffer” for
muscular contraction (Chapter 19).  Through the re-
versible action of creatine kinase it is able rapidly to
transfer its phospho group back onto ADP as fast as
the latter is formed during the hydrolysis of ATP in the
contraction process.  An end product of  creatine phos-
phate metabolism is the anhydride creatinine formed
from creatine phosphate as is indicated in Eq. 24-27,
step e as well as directly from creatine.  The urinary
creatinine excretion for a given individual is extremely
constant from day to day, the amount excreted appar-
ently being directly related to the muscle mass of the
person. Another example of the transfer of amidino
groups from arginine is found in the synthesis of
streptomycin (Box 20-B).

A cyclic analog of creatine, cyclocreatine, when
fed to animals, accumulates in large amounts in
muscle, heart,  and brain and is a long-acting phos-
phagen.199
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4.  The Polyamines

A series of related polyamino compounds, which
are derived in part from arginine, are present in all
cells in relatively high, often millimolar, concentra-
tions.200– 203  The content of polyamines in cells tends
to be stoichiometric with that of RNA, and the poly-
amines are concentrated in the ribosomes and also in
the nucleus.  Two moles of polyamine are usually
present per mole of any isolated tRNA.202,204  The first
satisfactory crystals of tRNA for X-ray structure deter-
mination were obtained in the presence of spermine.
Spermidine is associated with RNA in the turnip
yellow mosaic virus.205  The T-even bacteriophage and
most bacteria contain polyamines in association with
DNA.  Polyamines are able to interact with double
helical nucleic acids by bridging between strands, the
positively charged amino groups interacting with the
phosphates of the nucleic acid backbones.  Tsuboi
suggested that the tetramethylene portion of the
polyamine lies in the minor groove bridging three base
pairs, and the trimethylene portions (one in spermi-
dine, two in spermine) bridge adjacent phosphate
groups in one strand.206  Polyamines may also stabilize
supercoiled or folded DNA.

The structures of polyamines are shown here as di-
and tri-cations, but it should be realized that there are
multiple positions for protonation and therefore vari-
ous tautomers.  Also, polyamines show extreme anti-
cooperativity in proton binding, i.e., successive pKa
values range from very low to very high for the last
proton to leave.  Polyamines are thought to have
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Major naturally occurring polyamines (as dications)

several functions.  They can substitute to
some extent for cellular K+ and Mg2+, and
they may play essential controlling roles
in nucleic acid and protein synthesis.  A
specific role of spermidine in cell division
seems likely.207,207a  An absolute require-
ment for polyamines has been demonstrat-
ed for some bacteria such as Hemophilus
parainfluenzae208 and for mutants of Asper-
gillus and Neurospora.  Polyamines are also
essential for mammalian cells.  Polyamines
activate some enzymes including the
serine/threonine protein kinase CK2.209

Mutants of E. coli have been construct-
ed in which enzymes of all known bio-
synthetic pathways for polyamines are
blocked by deletion of the genes for argin-
ine decarboxylase (SpeA), agmatine ure-
ahydrolase (SpeB), ornithine decarboxylase
(SpeC), and adenosylmethionine decarbox-
ylase (SpeD).210  Even though polyamines
cannot be detected in these cells they grow
at one-third the normal rate.  However,
yeast cells require both putrescine and

spermidine or spermine for growth.211,211a  Another
effect is seen in strains of yeast carrying the “killer
plasmid,” a 1500-kDa double-stranded RNA plasmid
that encodes a toxic protein, which is secreted and kills
other susceptible strains of yeast.  Yeast cells carrying
the killer plasmid lose it when made deficient in
polyamines.212  The bacterial outer membrane porins
OmF and OmC (Fig. 8-20) bind polyamines, especially
spermine, and inhibit passage of ions.  Polyamines
may also modulate ion channels of heart, muscle, and
neurons.213  Both prokaryotic and eukaryotic cells have
transporters that allow uptake of polyamines from
their surroundings.214,215
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Biosynthesis. The 4-carbon putrescine arises
most directly by decarboxylation of ornithine (Fig. 24-
12, step b),216  but it can also be formed by decarbox-
ylation of arginine to agmatine followed by hydrolysis
of the latter (Fig. 24-12, steps c,d).  An alternative
pathway utilizes an “agmatine cycle” in which agma-
tine is first hydrolyzed to ammonium ions and N-
carbamoylputrescine.  The latter transfers its ureido
group to ornithine to form citrulline and releases free
putrescine (Fig. 24-12, steps f,g).  The citrulline is re-
converted to arginine.  This pathway appears to be
important in plants.217  Putrescine is normally present
in all cells, and all cells are able to convert it on to
spermidine.  This is accomplished by decarboxylation
of S-adenosylmethionine (Fig. 24-12, step a) and trans-
fer of the propylamine group from the resulting decar-
boxylation product onto an amino group of putrescine
(Fig. 24-12, step h).218– 221:

The more complex spermine is found only in
eukaryotes.  It is formed by transfer of a second prop-
ylamine group onto spermidine (Fig. 24-12, step i).  A
historical note is that Anthony von Leeuwenhoek with

one of his first microscopes observed crystals of the
phosphate salt of spermine in human semen in 1678.
The 5-carbon diamine cadaverine arises from decar-
boxylation of lysine (Fig. 24-12, step d).  The extremely
thermophilic bacterium Thermus thermophilis produces
several additional polyamines including a pentamine
(see above), a quaternary nitrogen compound.222

Many other polyamines are known.223–224c  Among
these are a 4-aminobutylcadaverine isolated from root
nodules of the adzuki bean223 and very long partially
aromatic hydroxylamine derivatives from venom of
common funnel-web spiders (structures at top of
page).225 Cationic polypeptides called silaffins, with
masses of ~3 kDa, apparently initiate the growth of the
silica cell walls of diatoms (Box 4-B).  These peptides
contain polyamines consisting of 6 to 11 repeated N-
methylpropylamine units covalently attached to lysine
residues224a,224b and also many phosphoserines.224d

The synthesis of polyamines is tightly regulated.
The PLP-dependent ornithine decarboxylase is present
in very low concentrations226 and apparently has
the shortest half-life (~ 10 min) of any mammalian
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Figure 24-12 Pathways of
biosynthesis of polyamines.
Also shown is the formation by
trypanosomes of trypanothione
(Box 11-B).
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enzyme.227,228  Its concentration increases rapidly in
most species with the onset of rapid growth, transfor-
mation to a neoplastic state, or initiation of cell differ-
entiation.  The rate of synthesis of the enzyme appears
to be regulated by feedback repression by spermidine
and by inactivation in response to a buildup of pu-
trescine.229  One mechanism of inactivation is the
synthesis of a 26-kDa specific inhibitor called an anti-
zyme in response to the presence of putrescine, sper-
midine, or spermine.  The antizyme is ubiquitous in
both prokaryotes and eukaryotes and keeps most of the
ornithine decarboxylase bound and inactive and also
promotes its degradation by 26S proteosomes.230–230b

A polyamine-dependent protein kinase in Physarum
phosphorylates the decarboxylase thereby inhibiting
its activity.231

Breakdown.  The catabolism of polyamines is less
well understood than is their biosynthesis.  Oxidative
cleavages of spermine to spermidine and of the latter
to 1,4-diaminobutane appear to occur in the animal
body, and a substantial amount of this diamine is
excreted in the urine.201  Spermidine is acetylated on
N1 by acetyl-CoA and a spermidine N-acetyltransfer-
ase.232,233  The resulting N1-acetylspermidine is more
readily cleaved by hepatic polyamine oxidase233a than
is free spermine; again 1,4-diaminobutane is reformed
together with an N-acetylaminopropionaldehyde
(Eq. 24-28).  This and other aldehydes formed from
polyamines are very toxic but they may play essential
roles in regulation of metabolism.201  Transamination
of 1,4-diaminobutane yields γ-aminobutyraldehyde
which cyclizes (Eq. 24-29).  Diamine oxidases of ani-
mal tissues oxidize 1,4-diaminobutane with forma-
tion of the same products.234  Further metabolism
of ∆1-pyrroline yields γ-aminobutyrate, which can
undergo transamination and oxidative metabolism
as  shown in Fig. 17-5.  Other products235 are also indi-
cated in Eq. 24-29.  Metabolism of other polyamines
also begins by oxidation at the primary amino termi-
ni.236  Formation of β-alanine, needed for synthesis
of pantothenic acid, can also occur by oxidation of
spermine.236a

When E. coli cells enter the stationary phase of
the growth curve (Box 9-B), most of the spermidine is
converted to glutathionylspermidine (γ-glutamyl-
cysteinylglycylspermidine) in which glutathione
and spermidine are joined by an amide linkage.237– 239

Trypanosomes join a second glutathione at the
other end of the spermidine to form reduced trypta-
thione,238 a compound also considered in Box 11-B.
N1-γ-Glutamylspermidine and related compounds
have been found in proteolytic digests of certain pro-
teins, suggesting that polyamines may be physiologi-
cal substrates for transglutaminases.240  Portions of
polyamines are incorporated into a variety of products
including nicotine (Fig. 30-22)241 and the unusual

amino acid hypusine (see p. 1386).242

Ornithine decarboxylase is specifically inhibited
by the enzyme-activated inhibitor α-difluoromethyl-
ornithine, which can cure human infection with
Trypanosoma brucei (African sleeping sickness) by
interfering with polyamine synthesis.243–244a  In com-
bination with inhibitors of spermidine synthase or
S-adenosylmethionine decarboxylase,245 it can reduce
polyamine levels and growth rates of cells.  Another
powerful inhibitor that acts on both ornithine and
adenosylmethionine decarboxylases is the hydroxy-
lamine derivative 1-aminooxy-3-aminopropane.246

H2N– O – CH2CH2CH2– NH2
1-Aminooxy-3-aminopropane

Like difluoromethylornithine the compound at low
concentrations is not toxic to cells but inhibits growth.
It is hoped that adequate inhibition of growth of
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normal cells may allow more aggressive chemothera-
peutic treatment of cancer.

D.  Compounds Derived from Aspartate

The 4-carbon aspartate molecule is the starting
point for synthesis of pyrimidines and of the amino
acids lysine, methionine, threonine, isoleucine, and
asparagine.247,248  The pathways are summarized in
Fig. 24-13.  There are several branch points, and aspar-
tate can be converted directly to asparagine, to car-
bamoylaspartate (the precursor of pyrimidines), or to
β-aspartyl phosphate and aspartate semialdehyde.
The latter can be converted in one pathway to lysine
and in another to homoserine.  Homoserine can yield
either homocysteine and methionine or threonine.
Although threonine is one of the end products and a
constituent of proteins, it can also be converted further
to 2-oxobutyrate, a precursor of isoleucine.

Most of the chemistry has been considered al-
ready.  The reduction of aspartate via β-aspartyl
phosphate249,249a and aspartate β-semialdehyde250 is
a standard one.  Conversion to methionine can occur
in two ways.  In E. coli homoserine is succinylated
with succinyl-CoA.  The γ-succinyl group is then
replaced by the cysteine molecule in a PLP-dependent
γ-replacement reaction (Fig. 24-13).  The product cys-
tathionine (Eq. 14-33) undergoes elimination to form
homocysteine.  A similar pathway via O-phospho-
homoserine occurs in chloroplasts of green plants.251

A more direct γ replacement of the hydroxyl of ho-
mocysteine or O-phosphohomoserine by a sulfide ion
has also been reported for both Neurospora and green
plants.252  Methylation of homocysteine to methionine
(Fig. 24-13) has been considered previously, as has the
conversion of homoserine to threonine by homoserine
kinase253 and the PLP-dependent threonine synthase
(p. 746, Fig. 14-7).254–255a  A standard PLP-requiring β
elimination converts threonine to 2-oxobutyrate, a
precursor to isoleucine (Fig. 24-13).256

Formation of asparagine has been discussed in
section B.  Asparagine synthase of E. coli98–99 cleaves
ATP to AMP and PPi rather than to ADP via an
aspartyladenylate intermediate.  In higher animals
glutamine serves as the ammonia donor for syn-
thesis of asparagine, but NH4

+ can also function.257

L-Asparaginase, a bacterial hydrolase, is an experi-
mental antileukemic drug.  It acts to deprive fast-
growing tumor cells of the exogenous asparagine
needed for rapid growth.136,257a  Tissues with a low
asparagine synthase activity are also damaged, limit-
ing the clinical usefulness.

Aspartate can be decarboxylated either to α-alanine
by a PLP-dependent enzyme258 or to β-alanine by a
pyruvoyl group-containing enzyme (Chapter 14).
Beta-alanine is not only a component of the vitamin

pantothenic acid but is found in the dipeptides carno-
sine (β-alanylhistidine) and anserine (β-alanyl-Nδ-
methylhistidine) present in vertebrate muscles.259  It is
a crosslinking agent in insect cuticle.

Aspartate can be deaminated to fumarate by
bacterial l-aspartate oxidase.259a  This flavoprotein is
structurally and mechanistically related to succinate
dehydrogenase and can function as a soluble fumarate
reductase (p. 1027).  However, its main function ap-
pears to be to permit the intermediate iminoaspartate
to react with dihydroxyacetone-P to form quinolinate,
which can be converted to NAD (see Fig. 25-11).259b

1. Control of Biosynthetic Reactions of
Aspartate

In E. coli there are three aspartokinases that
catalyze the conversion of aspartate to β-aspartyl
phosphate.  All three catalyze the same reaction, but
they have very different regulatory properties, as is
indicated in Fig. 24-13.  Each enzyme is responsive to a
different set of end products.247,260  The same is true for
the two aspartate semialdehyde reductases which
catalyze the third step.  Both repression of transcrip-
tion and feedback inhibition of the enzymes are in-
volved.  Two of the aspartokinases of E. coli are parts
of bifunctional enzymes, which also contain the ho-
moserine dehydrogenases that are needed to reduce
aspartate semialdehyde in the third step.  These aspar-
tokinase– homoserine dehydrogenases I and II (Fig.
24-13) are encoded by E. coli genes thrA and metL, re-
spectively, and have homologous sequences.247,261–262a

The N-terminal portions are also homologous to the
lysine-sensitive aspartokinase III which is encoded by
the lysC gene.263  In Bacillus subtilis the lysine-sensitive
enzyme is known as aspartokinase II.  It has an α2β2
oligomeric structure and both α and β chains are
encoded within a single gene.264  There is no associat-
ed homoserine dehydrogenase.  Both genetic organiza-
tion and processing of the synthesized protein are thus
different in these two bacteria.

2. Lysine Diaminopimelate, Dipicolinic Acid,
and Carnitine

Lysine cannot be made at all by animals but is
nutritionally essential.  There are two distinct path-
ways for its formation in other organisms.  The �-
aminoadipate pathway (shown in Fig. 24-9) occurs in
a few lower fungi, the higher fungi, and euglenids.
The 5-carbon 2-oxoglutarate is the starting compound.
Bacteria, other lower fungi, and green plants all use
the diaminopimelate pathway (Fig. 24-14) which
originates with the 4-carbon aspartate.

The α-aminoadipate pathway (Fig. 24-9) parallels
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Figure 24-13  Some biosynthetic reactions of aspartate:  – , feedback inhibition and – , feedback repression.

L-Homoserine

H NH3
+

CH2

COO–

HO

L-Aspartate

Aspartate β-semialdehyde

I II III

NADH + H+

NAD+ + Pi

2-OxobutyrateL-Isoleucine

HC COO–

H NH3
+

H NH3
+

C
COO–

H

O

L-Threonine

HHO

H NH3
+

H3C
COO–

H3C
CH2 COO–

O

β-Aspartyl phosphate

H NH3
+

C
COO–O

O–HO3P

H NH3
+

OH2C
COO–

–HO3P

(see Fig. 24-17)

l-Alanine

CO2
Carbamoyl phosphate

Cystathionine

(see Fig. 24-8)

Pyrimidine
nucleotides
(Fig. 25-14)

N-Carbamoylaspartate

HC COO–

H NH3
+

l-Methionine

Homocysteine

Cysteine

O-Succinylhomocysteine
(or O-acetylhomocysteine)

S2–

L-Lysine

NH3

ATP
l-Asparagine

Limited route
in humans

β-Synthetase

SerinePyruvate
+ NH4

+

2-Oxobutyrate
+ NH4

+

Block causes
cystathionuria

E. coli

 Ch 24 IND page - E 2/14/03, 1:53 PM1384



1385

that of ornithine biosynthesis,  2-oxoglutarate under-
going chain elongation (Fig. 17-18) to 2-oxoadipate
followed by transamination to α-aminoadipate.
This is followed by ATP-dependent reduction to the
aldehyde.264a  The final step of transamination is not
accomplished in the usual way (with a PLP-dependent
enzyme), but through formation of a Schiff base with
glutamate and reduction to saccharopine.265  Oxida-
tion now produces the Schiff base of lysine with 2-
oxoglutarate.

In the diaminopimelate pathway of lysine syn-
thesis (Fig. 24-14) aspartate is converted to aspartate
semialdehyde, and a two-carbon unit is added via
aldol condensation with pyruvate.266– 269  Decarboxyla-
tion at the end of the sequence yields lysine.  A series
of cyclic intermediates exist, but it is noteworthy that
the initial product of the aldol condensation (brack-
eted in Fig. 24-14) is converted to diaminopimelic acid
by a simple sequence involving α,β elimination of the
hydroxy group, reduction with NADPH, and transam-
ination.267,268,270,271  The process is complicated by the
natural tendency for ring closure.  All gram-negative
and many gram-positive bacteria use the succinylase
pathway shown in Fig. 24-14.  Succinylation serves to
shift the equilibrium back in favor of open-chain com-
pounds.272– 274  Some species of Bacillus use acetylation
in the same way, while a few bacteria manage to use a
dehydrogenase to reductively aminate tetrahydro-
pimelate to diaminopimelate.275,276  The diaminopime-
late pathway is of special significance to prokaryotic
organisms for the reason that dipicolinic acid is
formed as an important side product and because
of formation of diaminopimelic acids.  The cyclic

D.  Compounds Derived from Aspartate
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Figure 24-14  The biosynthesis of lysine by the diami-
nopimelate pathway.

 Ch 24 IND page - E 2/14/03, 1:53 PM1385
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dipicolinic acid is a major constituent of bacterial
spores277 but is rarely found elsewhere in nature. Both L,
L- and meso-diaminopimelic acids276,276a are constituents
of peptidoglycans of bacterial cell walls (Fig. 8-29).

Lysine is not only a constituent of proteins.  It can
also be trimethylated and converted to carnitine
(p. 944).  In mammals some specific lysyl side chains
of proteins undergo N-trimethylation and proteolytic
degradation with release of free trimethyllysine (Eq.
24-30).278,279  The free trimethyllysine then undergoes
hydroxylation by a 2-oxoglutarate – Fe2+ – ascorbate-
dependent hydroxylase (Eq. 18-51) to form
β-hydroxytrimethyllysine, which is cleaved by a
PLP-dependent enzyme (Chapter 14).  The resulting
aldehyde is oxidized to the carboxylic acid and is
converted by a second 2-oxoglutarate – Fe2+ – ascorbate-
dependent hydroxylase to carnitine (Eq. 24-30; see also
Eq. 18-50).

Hypusine (Nε-(4-amino-2-hydroxybutyl)lysine)242

occurs in mammalian initiation factor 4D, which is
utilized in protein synthesis (Chapter 29) and is
formed by transfer of the 4-carbon butylamine group
from spermidine to a lysine side chain followed by
hydroxylation.280– 282a  The lupine alkaloid lupinine283

is formed from two C5 units of cadaverine which
arises by decarboxylation of lysine.  Silaffins (pp. 178,
1381) also contain modified lysines.

3.  The Catabolism of Lysine

An unusual feature of lysine metabolism is that
the α-amino group does not equilibrate with the “ni-
trogen pool.”  Catabolism is initiated by deamination
and proceeds by β oxidation.284  At least six variations
of the β-oxidation process have been proposed.  The
evolutionary differences concern the manner in which
the two amino groups are moved from the carbon
skeleton.  In the seemingly simplest pathway (A in Fig.
24-15), which is used by Flavobacterium fuscum,285 the
ε-amino group is removed in a direct (but atypical)
transamination.  The resulting α-aminoadipate semial-
dehyde is oxidized to α-aminoadipate, which is degrad-
ed in a sequence characteristic for the catabolism of amino
acids.  Transamination is followed by oxidative decar-
boxylation of the resulting 2-oxoacid and β oxidation
of the coenzyme A derivative.  A decarboxylation step
by which the terminal carboxyl group is removed is
interposed in the β-oxidation sequence for lysine
degradation.

OOC N

H NH3

HO H

NH2

H

+

–

Hypusine: Nε-(4-amino-2-hydroxybutyl) lysine

Perhaps the initial transamination in pathway A
is chemically difficult, for most organisms use more
complex sequences to form 2-oxoadipate.  In pathway
B (which takes place in liver mitochondria and is
believed to be the predominant pathway in mam-
mals),286,287 the ε-amino group is reductively coupled
with 2-oxoglutarate to form saccharopine.  The latter
is in turn oxidized on the opposite side of the bridge
nitrogen to form glutamic acid and α-aminoadipate
semialdehyde.  The overall process is the same as
direct transamination and just the opposite of that
occurring in the aminoadipate pathway of biosynthe-
sis (Fig. 24-9).  Absence of one or both of these dehy-
drogenases causes familial hyperlysinemia.287,288

Pathway C has been established for Pseudomonus
putida289 and is also followed to some extent in both
plants and animals.  In most animal tissues it may be
used principally for degradation of D-lysine.290  How-
ever, it is the major L-lysine oxidation pathway in
brain.291  In a fungal parasitic species of Rhizoctonia
L-lysine is converted to saccharopine via pathway
B; then using an NADP+-dependent saccharopine
oxidase the sequence is shunted to pathway C.292

L-Pipicolic acid formed in this way also gives rise
to various alkaloids including the α-mannosidase
inhibitor swainsonine (Fig. 20-7).290  Pathway C,
like pathway B, makes use of transamination via a
reduction-oxidation sequence.  It is strictly internal,
the oxidizing carbonyl group being formed by trans-
amination of the α-amino group of lysine.  Pathway D,
apparently used by yeasts,293 avoids cyclic intermedi-
ates by acetylation of the ε-amino group prior to
transamination.  The 2-oxo group is then effectively
blocked by reduction to an alcohol, the blocking group
is removed from the ε-amino group, and that end of
the molecule is oxidized in a straightforward way to a
carboxyl group.  Now the hydroxyl introduced at
position 2 is presumably oxidized back to the ketone,
which again can be converted to give 2-oxoadipate.

Some bacteria, e.g., Pseudomonas putida,294 degrade
L-lysine with a flavin-dependent oxygenase (Eq. 18-41)
to δ-aminovaleramide:

The product is hydrolyzed and oxidized to glutaryl-
CoA, rejoining the pathways shown in Fig. 24-15.  A
remarkable and very different approach to lysine
breakdown has been developed by clostridia which
obtain energy from the fermentation of Eq. 24-31:

L-Lysine + 2 H2O —→ butyrate– + acetate– + 2 NH4
+

(24-31)

H3N NH2

O

+
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Figure 24-15  Catabolism of lysine.

 Ch 24 IND page - E 2/14/03, 1:54 PM1387



1388 Chapter 24.  The Metabolism of Nitrogen and Amino Acids

The reaction is coupled to formation of one molecule
of ATP from ADP and Pi.  Two pathways have been
worked out.  In the first lysine is acted upon by a PLP-
dependent L-lysine 2,3-aminomutase (Eq. 24-32,
step a) to convert it to β-lysine (3,6-diaminohexanoate).
The latter is further isomerized (Eq. 24-32, step b) by
the vitamin B12 and PLP-dependent β-lysine mutase.
Oxidative deamination to a 3-oxo compound (Eq. 24-
32, step c) permits chain cleavage.  The reader can
easily propose the remaining reactions of chain cleav-
age, ATP synthesis, elimination of ammonia, and
balancing of the redox steps.  An alternative pathway
begins with a racemase (Eq. 24-32, step d) and isomer-
ization of the resulting D-lysine by another B12 and
PLP-dependent enzyme (Eq. 24-32, step e).294a  Oxida-
tive deamination presumably occurs, but the mecha-
nism for chain cleavage is not so obvious.  It does
occur between C-4 and C-5 as indicated by the dashed
line in Eq. 24-32.

Another variation is used by Pseudomonas β4 (Eq.
24-31).  Beta-lysine is acetylated on N-6, then under-
goes transamination to a 2-oxo acid and removal of
the first two carbons as acetyl-CoA.  The resulting
4-aminobutyrate is then converted to succinate via
succinate semialdehyde.295

Why are there so many pathways of lysine break-
down?  The answer is probably related to the ease
of spontaneous formation of cyclic intermediates as
occurs in the pipecolate pathway (pathway C, Fig. 24-
15).  These intermediates may be too stable for efficient

metabolism so the indirect pathways evolved.  In the
fermentation reactions additional constraints are
imposed on the pathways by the need for balanced
redox processes and a net Gibbs energy decrease.

4. Metabolism of Homocysteine and
Methionine

Autotrophic organisms synthesize methionine
from aspartate as shown in the lower right side of Fig.
24-13.  This involves transfer of a sulfur atom from
cysteine into homocysteine, using the carbon skeleton
of homoserine, the intermediate cystathionine, and
two PLP-dependent enzymes, cystathionine �-
synthase296,296a and cystathionine �-lyase.297  This
transsulfuration sequence (Fig. 24-13, Eq. 14-33) is
essentially irreversible because of the cleavage to
pyruvate and NH4

+ by the β-lyase.  Nevertheless, this
transsulfuration pathway operates in reverse in the
animal body, which uses two different PLP enzymes,
cystathionine �-synthase (which also contains a
bound heme)298–299c and cystathionine �-lyase300

(Figs. 24-13, 24-16, steps h and i), in a pathway that
metabolizes excess methionine.

For human beings methionine is nutritionally
essential and comes entirely from the diet.  However,
the oxoacid analog of methionine can be used as a
nutritional supplement.  Dietary homocysteine can
also be converted into methionine to a limited extent.
Methionine is incorporated into proteins as such and

as N-formylmethionine at the N-terminal
ends of bacterial proteins (steps a and b, Fig.
24-16).  In addition to its function in proteins
methionine plays a major role in biological
methylation reactions in all organisms.  It is
converted into S-adenosylmethionine
(AdoMet or SAM; Fig. 24-16, step e; see also
Eq. 17-37),301–302b which is the most widely
used methyl group donor for numerous bio-
logical methylation reactions (Eq. 12-3). S-
Adenosylmethionine is also the precursor of
the special “wobble base” queuine (Fig. 5-33).312

The product of transmethylation, S-
adenosylhomocysteine, is converted (step
g) into homocysteine in an unusual NAD-
dependent hydrolytic reaction (Eq. 15-14) by
which adenosine is removed (step g).302c  Ho-
mocysteine can be reconverted to methionine,
as indicated by the dashed line in Fig. 24-16.
This can be accomplished by the vitamin B12-
and tetrahydrofolate-dependent methionine
synthase, (Eq. 16-43), which transfers a methyl
group from methyl-tetrahydrofolate303–303b; by
transfer of a methyl group from betaine, a
trimethylated glycine (Eq. 24-33)304, or by
remethylation with AdoMet (Fig. 24-16).304a

a

b

c

d

e

H3N COO
+ –

NH3H +
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H3N COO
+ –

l-β-Lysine
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+

H3C COO–
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H NH3
+H NH3

+

H3C
COO

H
H3N

HH3N

–

+

+

H3C
COO

HH3N

–

+

O
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PLP
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PLP

d-Lysine

3-Oxo–5-aminohexanoate

NH4
+

Butyrate

AcetateATP (24-32)
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When present in excess methionine is toxic and
must be removed.  Transamination to the correspond-
ing 2-oxoacid (Fig. 24-16, step c) occurs in both animals
and plants.  Oxidative decarboxylation of this oxoacid
initiates a major catabolic pathway,305  which probably
involves β oxidation of the resulting acyl-CoA.  In
bacteria another catabolic reaction of methionine is
γ-elimination of methanethiol and deamination to 2-
oxobutyrate (reaction d, Fig. 24-16; Fig. 14-7).306  Con-
version to homocysteine, via the transmethylation
pathway, is also a major catabolic route which is espe-
cially important because of the toxicity of excess ho-
mocysteine.  A hereditary deficiency of cystathionine
β-synthase is associated with greatly elevated ho-
mocysteine concentrations in blood and urine and
often disastrous early cardiovascular disease.299,307– 309b

About 5 – 7% of the general population has an in-
creased level of homocysteine and is also at increased
risk of artery disease.  An adequate intake of vitamin
B6 and especially of folic acid, which is needed for
recycling of homocysteine to methionine, is helpful.
However, if methionine is in excess it must be re-
moved via the previously discussed transsulfuration
pathway (Fig. 24-16, steps h and i).310  The products are
cysteine and 2-oxobutyrate.  The latter can be oxida-
tively decarboxylated to propionyl-CoA and further
metabolized, or it can be converted into leucine
(Fig. 24-17) and cysteine may be converted to
glutathione.299a

Methionine in plants can be converted to the
sulfonium compound S-methyl-L-methionine, also
called vitamin U.  It has strong osmoprotectant activity
and accumulates in many marine algae and some
flowering plants.311  Other organisms, including
mammals, can use S-methylmethionine to methylate
homocysteine, converting both reactants back to
methionine311a enabling animals to meet some of their
methionine need from this source.

A salvage pathway. Another product of
S-adenosylmethionine is 5'-methylthioadenosine,
which can be formed by an internal displacement on
the γ-methylene group by the carboxylate group (step
l, Fig. 24-16).  Methylthioadenosine also arises during
formation of the compounds spermidine (Fig. 24-12)
and ACC (Fig. 24-16).  Mammalian tissues convert
methylthioadenosine back to methionine by the se-
quence shown in Eq. 24-34.  It undergoes phosphorol-
ysis to 5'-methylthioribose whose ring is opened and

converted to the 2-oxoacid analog of methionine.313,314

Step c of Eq. 24-34 may occur by ring opening to
an enol phosphate which ketonizes to the observed
product, but step e is a more complex multistep oxida-
tive process.314a,b  The last step is transamination to
methionine with a glutamine-specific aminotrans-
ferase.  Another enzyme from Klebsiella converts the
same intermediate anion to methylthiopropionate,
formate, and CO (Eq. 24-34, step f ).315

The plant hormone ethylene. A major reaction
of S-adenosylmethionine in plants is the formation of
ethylene.316,317  Ethylene has been recognized since
1858 as causing a thickening of stems of plants and a
depression in the rate of elongation.  In 1917, it was
established that ethylene is formed in fruit and that
addition of this gaseous compound hastened ripening.
Ethylene is now an established plant hormone having
a variety of effects including retardation of mitosis,
inhibition of photosynthesis, and stimulation of respi-
ration and of the enzyme phenyalanine ammonia-
lyase (Eq. 14-45).  These effects are indirectly a result of
the action of ethylene on transcription of certain genes.
In Arabidopsis, with which genetic studies are being
made, ethylene binds to the N-terminal part of at least
two receptor proteins, which have intracellular histi-
dine kinase domains in the C-terminal parts.318,319
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D.  Compounds Derived from Aspartate
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DNA-binding proteins specific for ethylene-
responsive elements (EREs), having the conserved
sequence AGCCGCC, are presumably phosphorylated
by this kinase320 and affect transcription of many
genes.  A protein homologous to one ethylene receptor
of Arabidopsis has been identified in the tomato.  A
proline to leucine mutation at position 36, near the N
terminus, destroys the sensitivity to ethylene and
prevents ripening of this tomato.  Another component
in the ethylene signaling pathway in Arabidopsis is a
protein serine / threonine kinase that resembles the
mammalian raf kinase involved in the signaling cas-
cade shown in Fig. 11-13.318

The formation of ethylene is often induced by the
hormone auxin (Chapter 30), which stimulates activi-
ty of the synthase that forms 1-aminocyclopropane-
1-carboxylate (ACC) from S-adenosyl methionine
(Eq. 14-27, step j: Fig. 24-16).320a,b Although ACC has
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Figure 24-16  Some metabolic reactions of methionine.  Biosynthetic reactions are indicated by green arrows.

been known as a minor plant product for over 25
years, it was much more recently identified as the
immediate precursor of ethylene.  ACC is often pro-
duced in response to stresses such as wounding,
drought, or waterlogging of roots.316,321  In the last of
these cases the ACC is transferred through the xylem
from the roots upward to shoots, which respond in
characteristic ways to the ethylene that is released.

The conversion of ACC to ethylene, HCN, and
CO2 is catalyzed by ACC oxidase, an Fe2+-dependent
enzyme of the isopenicillin-N-synthase (Eq. 18-52)
subfamily of oxygenases.  However, unlike most of

(24-35)

+ O2 + Ascorbate →
H2C = CH2 + HCN + CO2 + 2 H2O +

Dehydroascorbate
COO

NH3

–

+
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these enzymes, which utilize 2-oxoglutarate as a co-
substrate (Eq. 18-52), ACC oxidase employs ascorbate
and forms HCN or cyanide ions.322– 324b  It also requires
CO2 or bicarbonate as an activator.324,325  A radical
mechanism (Eq. 24-36) is probable,317 with two elec-
trons from ACC and two from ascorbate being utilized
to reduce O2 to 2 H2O.

Ethylene is rather inert, but it is metabolized
slowly, some of it to ethylene glycol.326  Plants store
N-malonyl-ACC as a metabolically inert pool.  Excess
ACC can be deaminated in a PLP-dependent reaction
to 2-oxobutyrate (step k, Fig. 24-16), a process that also
occurs in bacteria able to subsist on ACC.327,327a  There
may also be other mechanisms for ethylene formation,
e.g.,  peroxidation of lipids during scenescence of
leaves.328  See also Chapter 31, Section G.

E.  Alanine and the Branched-Chain Amino Acids

5.  Metabolism of Threonine

Excess threonine is degraded in several ways,
one of which is a β elimination reaction catalyzed by
L-threonine dehydratase (Eq. 24-37, step a).  This PLP-
requiring enzyme is produced in high amounts in E.
coli grown on a medium devoid of glucose and oxy-
gen.  Under these circumstances the reaction provides
a source of propionyl-CoA, which can be converted
to propionate with generation of ATP.  This biode-
gradative threonine dehydratase (threonine
deaminase)329,330 is allosterically activated by AMP,
an appropriate behavior for a key enzyme in energy
metabolism.  A second biosynthetic threonine dehy-
dratase is also produced by E. coli331,332 and is specifi-
cally required for production of 2-oxobutyrate needed
in the biosynthesis of isoleucine by bacteria, plants,333

and other autotrophic organisms.  In 1956, Umbarg-
er334 showed that this enzyme is inhibited by isoleu-
cine, the end product of the synthetic pathway.  This
discovery was instrumental in establishing the con-
cepts of feedback inhibition in metabolic regulation
(Chapter 11) and of allostery.

A second catabolic reaction of L-threonine (Eq.
24-37, step b) is cleavage to glycine and acetaldehyde.
The reaction is catalyzed by serine hydroxymethyl-
transferase (Eq. 14-30).  Some bacteria have a very
active D-threonine aldolase.335  A quantitatively more
important route of catabolism in most organisms is de-
hydrogenation (Eq. 24-37, step c)336 to form 2-amino-
3-oxobutyrate.  This intermediate can be cleaved by
another PLP-dependent enzyme to acetyl-CoA plus
glycine (Eq. 24-38, step d).  It can also be decarboxylat-
ed (Eq. 24-38, step e) to aminoacetone, a urinary ex-
cretion product, or oxidized by amine oxidases to
methylglyoxal (Eq. 24-37, step f).337  The latter can
be converted to D-lactate through the action of glyox-
alase (Eq. 13-33).  Aminoacetone is also the source of
1-amino-2-propanol for the biosynthesis of vitamin B12
(Eq. 24-37, step g; Box 16-B).338,338a

E. Alanine and the Branched-Chain Amino
Acids

As indicated in Fig. 24-17, pyruvate is the starting
material for the formation of both L- and D-alanine and
also the branched chain amino acids valine, leucine,
and isoleucine.339,340  The chemistry of the reactions
has been discussed in the sections indicated in the
figure.  The first step is catalyzed by the thiamin
diphosphate-dependent acetohydroxyacid synthase
(acetolactate synthase), which joins two molecules of
pyruvate or one of pyruvate and one of 2-oxobutyrate
(Fig. 24-17; Fig. 14-3).340a,b  In E. coli there are two iso-
enzymes encoded by genes ilv B and ilv HI.  Both are
regulated by feedback inhibition by valine, probably
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by an attenuation mechanism341 (explained in Chap-
ter 28).  The enzymes are of some practical interest
because they are specifically inhibited by two classes
of herbicides, the sulfonylureas, of which chlorsulfu-
ron is an example, and the imidazolinones.342– 345

The second step in the synthesis, catalyzed by
acetohydroxyacid isomeroreductase, involves shift
of an alkyl group (Fig. 24-17).  Neither this reaction
nor the preceding one occurs in mammals.  For this
reason, the enzymes required are both attractive tar-
gets for herbicide design.343,346  The third enzyme,
dihydroxy acid dehydratase, catalyzes dehydration
followed by tautomerization, resembling 6-phospho-

E.  Alanine and the Branched-Chain Amino Acids
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gluconate dehydratase (Eq. 13-32).  The dihydroxyacid
dehydratase from spinach contains an Fe2S2 cluster
and may function by an aconitase type mechanism
(Eq. 13-17).347  In Neurospora isoleucine and valine are
synthesized in the mitochondria.

While the 2-oxobutyrate needed for isoleucine
formation is shown as originating from threonine in
Fig. 24-17, bacteria can often make it in other ways,348

e.g., from glutamate via β-methylaspartate (Fig. 24-8)
and transamination to the corresponding 2-oxoacid.  It
can also be made from pyruvate by chain elongation
using acetyl-CoA (Fig. 17-18); citramalate and mesa-
conate (Fig. 24-8) are intermediates.  This latter path-
way is used by some methanogens as are other
alternative routes.348  The first step unique to the
biosynthetic pathway to leucine is the reaction of the
2-oxo analog of valine with acetyl-CoA to form �-
isopropylmalate, the first step in a chain elongation
sequence leading to the oxoacid precursor of leucine
(Figs. 17-18; 24-17).  The third enzyme required in the
chain elongation is a decarboxylating dehydrogenase
similar to isocitrate dehydrogenase.349

An additional series of reactions,350 which are
shown in Eq. 24-38, leads to pantoic acid, pante-
theine, coenzyme A, and related cofactors.350a–j  The
initial reactions of the sequence do not occur in the
animal body, explaining our need for pantothenic acid
as a vitamin.

Alanine also gives rise to a precursor of the vita-
min biotin (Eq. 24-39) after a PLP-dependent decar-
boxylative condensation with the 7-carbon dicarbox-
ylic acid unit of pimeloyl-CoA in a reaction analogous
to that of Eq. 14-32.351  The resulting alcohol is reduced
to 7-oxo-8-aminopelargonic acid which is converted
by transamination, with S-adenosylmethionine as the
nitrogen donor,351a to 7,8-diaminopelargonic acid.
This compound undergoes a two-step ATP-dependent
cyclization352– 355 to form dethiobiotin.  The final step,
insertion of sulfur into dethiobiotin, is catalyzed by
biotin synthase, a free-radical-dependent enzyme
related to pyruvate formate lyase (Fig. 15-16).  It trans-
fers the sulfur from cysteine via an Fe–S cluster.355a–c

Biosynthesis of lipoic acid involves a similar insertion
of two sulfur atoms into octanoic acid.356  See also
p. 1410.

1.  Catabolism

Degradation of amino acids most often begins
with conversion, either by transamination356a or by
NAD+-dependent dehydrogenation,357 to the corre-
sponding 2-oxoacid and oxidative decarboxylation of
the latter (Fig. 15-16).  Alanine, valine, leucine, and
isoleucine are all treated this way in the animal body.
Alanine gives pyruvate and acetyl-CoA directly,
but the others yield CoA derivatives that undergo
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1394 Chapter 24.  The Metabolism of Nitrogen and Amino Acids

BOX 24-A MAPLE SYRUP URINE DISEASE AND JAMAICAN VOMITING SICKNESS

In a rare autosomal recessive condition (discov-
ered in 1954) the urine and perspiration has a maple
syrup odor.a– c  High concentrations of the branched-
chain 2-oxoacids formed by transamination of va-
line, leucine, and isoleucine are present, and the
odor arises from decomposition products of these
acids.  The branched-chain amino acids as well as
the related alcohols also accumulate in the blood
and are found in the urine.  The biochemical defect
lies in the enzyme catalyzing oxidative decarboxyla-
tion of the oxoacids, as is indicated in Fig. 24-18.
Insertions, deletions, and substitutions may be pres-
ent in any of the subunits (Figs. 15-14, 15-15).  The
disease which may affect one person in ~ 200,000, is
usually fatal in early childhood if untreated.  Chil-
dren suffer seizures, mental retardation, and coma.
They may survive on a low-protein (gelatin) diet
supplemented with essential amino acids, but treat-
ment is difficult and a sudden relapse is apt to prove
fatal.  Some patients respond to administration of
thiamin at 20 times the normal daily requirement.
The branched-chain oxoacid dehydrogenase from
some of these children shows a reduced affinity for
the essential coenzyme thiamin diphosphate.d

Polled hereford calves in Australia develop
maple syrup urine disease relatively often.a,e  One
cause was established as a mutation that introduces
a stop codon that causes premature termination
within the leader peptide during synthesis of the
thiamin diphosphate-dependent E1 subunit.  A
similar biochemical defect in a mutant of Bacillus
subtilisf causes difficulties for this bacterium, which
requires branched-chain fatty acids in its mem-
branes.  Branched acyl-CoA derivatives are needed
as starter pieces for their synthesis (Chapter 29).
With the oxidative decarboxylation of the necessary
oxoacids blocked, the mutant is unable to grow
unless supplemented with branched-chain fatty
acids.

Because persons may be born with defects in
almost any gene, a variety of other problems leading
to accumulation of organic acids are also known.
Methylmalonic aciduria and propionic acidemia
are discussed in Box 17-B.  Lactic acidemia (Box
17-F) often results from a defect in pyruvate dehy-
drogenase.  A rare defect of catabolism of leucine is
isovaleric acidemia, a failure in oxidation of isov-
aleryl-CoA.g  The symptoms of this disease are also
present in the Jamaican vomiting sickness, caused
by eating unripe ackee fruit.  Although the ripe fruit
is safe to eat, unripe fruit contains a toxin hypogly-
cin A with the following structure.h– j  It is metabo-
lized to an acyl-CoA derivative as shown.

This is an enzyme-activated inhibitor of the
medium-chain fatty acyl-CoA dehydrogenase re-
quired for β oxidation of fatty acids.j,k  The com-
pound also inhibits isovaleryl-CoA dehydrogenase,
causing an accumulation of isovaleric acid in the
blood.  Depression of the central nervous system by
isovaleric acid in the blood could be responsible for
some symptoms.h,i  However, death from the highly
fatal Jamaican vomiting sickness comes from the
hypoglycemic effect.  Blood glucose levels may fall
as low as 0.5 mM, one-tenth the normal concentra-
tion and patients must be treated by infusion of
glucose.

a Patel, M. S., and Harris, R. A. (1995) FASEB J. 9, 1164 – 1172
b Chuang, D. T., and Shih, V. E. (1995) in The Metabolic and

Molecular Bases of Inherited Disease, 7th ed., Vol. 1 (Scriver, C. R.,
Beaudet, A. L., Sly, W. S., and Valle, D., eds), pp. 1239 – 1278,
McGraw-Hill, New York

c Mamer, O. A., and Reimer, M. L. J. (1992) J. Biol. Chem. 267,
22141– 22147

d Chuang, D. T., Ku, L. S., and Cox, R. P. (1982) Proc. Natl. Acad.
Sci. U.S.A. 79, 3300 – 3304

e Zhang, B., Healy, P. J., Zhao, Y., Crabb, D. W., and Harris, R. A.
(1990) J. Biol. Chem. 265, 2425 – 2427

f Willecke, K., and Pardee, A. B. (1971) J. Biol. Chem. 246, 5264 –
5272

g Mohsen, A.-W. A., and Vockley, J. (1995) Biochemistry 34, 10146 –
10152

h Tanaka, K., Isselbacher, K. J., and Shih, V. (1972) Science 175, 69 –
71

i Tanaka, K. (1972) J. Biol. Chem. 247, 7465 – 7478
j Lai, M.-t, Liu, L.-d, and Liu, H.-w. (1991) J. Am. Chem. Soc. 113,

7388– 7397
k Lai, M.-t, Li, D., Oh, E., and Liu, H.-w. (1993) J. Am. Chem. Soc.

115, 1619 – 1628
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β-oxidation within the mitochondria358 via the
schemes shown in Fig. 24-18.  There are some varia-
tions from the standard β oxidation sequence for fatty
acids shown in Fig. 17-1.  In the case of valine the
sequence proceeds only to the stage of addition of
water to form the β-hydroxy derivative.  The latter is
converted to free 3-hydroxyisobutyrate, and β oxida-
tion is then completed by oxidation to methylmalonate
semialdehyde.359  The latter is oxidatively decarbox-
ylated to form S-methylmalonyl-CoA.360  Further
metabolism of the latter is indicated in Fig. 17-3.  How-
ever, some methylmalonate semialdehyde may be
decarboxylated to propionaldehyde, which could be
oxidized to propionate.  Either of these compounds
could then be metabolized to propionyl-CoA.361

In the degradation of isoleucine, β oxidation pro-
ceeds to completion in the normal way with genera-
tion of acetyl-CoA and propionyl-CoA.  However, in
the catabolism of leucine after the initial dehydrogena-
tion in the β-oxidation sequence, carbon dioxide is
added using a biotin enzyme (Chapter 14).  The dou-
ble bond conjugated with the carbonyl of the thioester
makes this carboxylation analogous to a standard
β-carboxylation reaction. Why add the extra CO2?
The methyl group in the β position blocks complete β
oxidation, but an aldol cleavage would be possible to
give acetyl-CoA and acetone.  However, acetone is
not readily metabolized further.  By addition of CO2
the product becomes acetoacetate, which can readily
be completely metabolized through conversion to
acetyl-CoA.

An alternative pathway of leucine degradation in
the liver is oxidative decarboxylation by a cytosolic
oxygenase to form α-hydroxyisovalerate.362

This compound may be metabolized via the valine
catabolic pathway of Fig. 24-18.  A third pathway,
present in some bacteria, begins with the vitamin
B12-dependent isomerization of leucine to β-leucine
(Chapter 16), which can undergo transamination to 3-
oxoisocaproate.  This can be converted to its CoA ester
by a CoA transferase and can undergo β cleavage by
free CoA-SH to form acetyl-CoA and isobutyryl-CoA.
The latter may enter the valine catabolic pathway (Fig.
24-18).  Leucine has long been known as a regulator of
protein degradation in muscle.362a– e  Dietary protein
deficiency leads to especially rapid degradation of
the branched-chain amino acids.  The daily turnover
of proteins for a 70-kg adult ingesting 70 g of protein
per day has been estimated as 280 g, most of which
must be reused.362d  This large turnover can lead to
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Figure 24-18  Catabolism of valine, leucine, and isoleucine.
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1397F.  Serine and Glycine

excessive muscle wasting in disease states.  A minor
leucine metabolite found in muscle, β-hydroxy β-
methylbutyrate has been proposed as a possible en-
dogenous inhibitor of muscle breakdown.362e,f (See
study question 17.)

Clostridium propionicum can use alanine as sub-
strate for a balanced fermentation to form ammonium
propionate, acetate, and CO2 (Fig. 24-19).

2.  Ketogenic and Glucogenic Amino Acids

According to a long-used classification amino
acids are ketogenic if (like leucine) they are converted
to acetyl-CoA (or acetyl-CoA and acetoacetate).  When
fed to a starved animal, ketogenic amino acids cause
an increased concentration of acetoacetate and other
ketone bodies in the blood and urine.  On the other
hand, glucogenic amino acids such as valine, when

fed to a starved animal, promote the synthesis of
glycogen (in the case of valine via methylmalonyl-
CoA, succinate, and oxaloacetate).  Examination of Fig.
24-18 shows that isoleucine is both ketogenic and
glucogenic, a fact that was known long before the
pathway of catabolism was worked out.

F.  Serine and Glycine

Serine originates in a direct pathway from 3-
phosphoglycerate (pathway a, Fig. 24-20) that involves
dehydrogenation, transamination, and hydrolysis by a
phosphatase.  It can also be formed from glycine by
the action of serine hydroxymethyltransferase (Eq. 14-
30).  This occurs in chloroplasts during photorespira-
tion (Fig. 23-37)364 and also with some methanogens
and other autotropic bacteria and methylotrophs (Fig.
17-15).  The glycine decarboxylase cycle shown in Fig.

15-20 provides another mechanism available in
bacteria, plants, and animal mitochondria for
reversible interconversion of glycine and
serine.  The principal route of catabolism of
serine in many microorganisms is deamination
to pyruvate (Fig. 24-20, step b),364a a reaction
also discussed in Chapter 14 (Eq. 14-29).  An
alternative catabolic pathway is transamination
to hydroxypyruvate, which as in plants (Fig.
23-37) can be reduced to D-glycerate and back
to 3-phosphoglycerate.365  That this pathway
is important in human beings is suggested by
the occurrence of a rare metabolic defect L-
glyceric aciduria (or primary hyperoxaluria
type II).365– 367  The biochemical defect may lie
in the lack of reduction of hydroxypyruvate to
D-glycerate.  When hydroxypyruvate accumu-
lates, lactate dehydrogenase effects its reduc-
tion to L-glycerate, which is excreted in large
amounts (0.3 – 0.6 g / 24 h) in the urine.  Sur-
prisingly, the defect is accompanied by exces-
sive production of oxalate from glyoxylate.
This is apparently an indirect result of the
primary defect in utilization of hydroxypyru-
vate.  It has been suggested that oxidation of
glyoxylate by NAD+ is coupled to the reduc-
tion of hydroxypyruvate by NADH.366  This
and other hyperoxalurias are very serious
diseases characterized by the formation of
calcium oxalate crystals in tissues and often
death from kidney failure before the age of 20.

1.  Biosynthetic Pathways from Serine

L-Serine gives rise to many other substan-
ces (Fig. 24-20) including sphingosine and the
phosphatides.  In many bacteria conversion to
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1398 Chapter 24.  The Metabolism of Nitrogen and Amino Acids

O-acetyl-L-serine (step c, Fig. 24-20) provides for the
formation of cysteine by a β-replacement reaction.368–

369a  Serine is also the major source of glycine (step d)
and of the single-carbon units needed for the synthesis
of methyl and formyl groups.  The enzyme serine
hydroxymethyltranferase (step d) also provides
the principal route of formation of glycine from
serine,370,371 but a lesser portion comes via phospha-
tidylserine, phosphatidylethanolamine, phosphati-
dylcholine, and free choline (step e).  This pathway
includes decarboxylation of phosphatidylserine by a
pyruvoyl group-dependent enzyme (pp. 753–755).  In
contrast, in green plants the major source of ethanola-
mine is a direct PLP-dependent decarboxylation of
serine (Fig. 24-20).371a  Because the body’s capacity
to generate methyl groups is limited, choline under
many circumstances is a dietary essential and has
been classified as a vitamin.  However, in the presence
of adequate amounts of folic acid and vitamin B12, it is
not absolutely required.  Choline can be used to re-
form phosphatidylcholine (Fig. 21-5), while an excess

can be dehydrogenated to glycine betaine, which is
one of the osmoprotectant substances in plants (Eq. 24-
40).372,373  This quaternary nitrogen compound is one
of a small number of substances that, like methionine,
are able to donate methyl groups to other compounds
and which are also capable of methylating homocys-
teine to form methionine.  However, the product of
transmethylation from betaine, dimethylglycine, is no
longer a methylating agent.  The two methyl groups
are removed oxidatively as formic acid to produce
glycine (Eq. 24-40).  A third source of glycine is trans-
amination of glyoxylate (step f, Fig. 24-20).  The equi-
librium constant for the reaction favors glycine
strongly for almost any amino donor.

2.  Metabolism of Glycine

While glycine may be formed from glyoxylate by
transamination, the oxidation of glycine by an amino
acid oxidase (Table 15-2) permits excess glycine to be

converted to glyoxylate.  That this
pathway, too, is quantitatively
important in humans is suggested
by the existence of type 1 hyperox-
aluria.366  It is thought that a nor-
mal pathway for utilization of
glyoxylate is blocked in this condi-
tion leading to its oxidation to ox-
alate.  The biochemical defect is
frequently the absence of a liver-
specific alanine:glyoxylate ami-
notransferase that efficiently
converts accumulating glyoxylate
back to glycine.  In some cases the
disease arises because, as a result of
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a mutation in its N-terminal targeting sequence the
aminotransferase is targeted to mitochondria, where
it functions less efficiently.366a  Another possible defect
lies in a thiamin-dependent enzyme that condenses
glyoxylate with 2-oxoglutarate to form 2-hydroxy-3-
oxoadipate (Eq. 24-41).  The function of this reaction is
uncertain, but the product could undergo decarboxyla-
tion and oxidation to regenerate 2-oxoglutarate.  This
would provide a cyclic pathway (closely paralleling
the dicarboxylic acid cycle, Fig. 17-6) for oxidation of
glyoxylate without formation of oxalate.  Bear in mind
that the demonstrated enzymatic condensation reac-
tions of the rather toxic glyoxylate are numerous, and
that its metabolism in most organisms is still not well
understood.

An alternative route of catabolism is used by or-
ganisms such as Diplococcus glycinophilus, which are
able to grow on glycine as a sole source of energy, of
carbon, and of nitrogen,374 and is also used in mito-
chondria of plants and animals.374a  This glycine
cleavage system, depicted in Fig. 15-20, involves
decarboxylation, oxidation by NAD+, release of am-
monia, and transfer of the decarboxylated α-carbon
of glycine to tetrahydrofolic acid (THF) to form
methylene-THF.  The C-1 methylene unit of the latter
is used primarily for purine biosynthesis but can also

be oxidized to CO2 or can condense with another
molecule of glycine (Fig. 15-18, step c, reverse) to form
serine.  This can in turn be converted to pyruvate and
utilized for biosynthetic processes (Eq. 24-42).

Glycine can be reduced to acetate and ammonia by
the selenium-dependent clostridial glycine reductase
system (Eq. 15-61).  A variety of additional products
can be formed from glycine as is indicated in Fig. 24-
20. Hippuric acid (Box 10-A), the usual urinary excre-
tion product in the “detoxication” of benzoic acid, is
formed via benzoyl-CoA (Eq. 24-43):

N-Methylation yields the monomethyl derivative
sarcosine375 and also dimethylglycine, compounds
that may function as osmoprotectants (Box 20-C).
Many bacteria produce sarcosine oxidase, a fla-
voprotein that oxidizes its substrate back to glycine
and formaldehyde, which can react with tetrahydro-
folate.376–377a  The formation of porphobilinogen and
the various pyrrole pigments derived from it and the
synthesis of the purine ring (Chapter 25) represent two
other major routes for glycine metabolism.

3. Porphobilinogen, Porphyrins, and Related
Substances

In 1946, Shemin and Rittenberg378 described one of
the first successful uses of radiotracers in the study of
metabolism. They reported that the atoms of the por-
phyrin ring in heme have their origins in the simple
compounds acetate and glycine.  As we now know,
acetate is converted to succinyl-CoA in the citric acid
cycle.  Within the mitochondrial matrix of animal cells
succinyl-CoA condenses with glycine to form 5(�)-
aminolevulinic acid (Eq. 14-32),379– 381a which is
converted to porphobilinogen (Fig. 24-21), the imme-
diate precursor to the porphyrins.  The same pathways
lead also to other tetrapyrroles including chlorophyll,
the nickel-containing F430, vitamin B12, and other
corrins.382,383

By degradation of 14C-labeled porphyrins formed
from labeled acetate and glycine molecules, Shemin
and Rittenberg established the labeling pattern for the
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pyrrole ring that is indicated for porphobilinogen in
Fig. 24-21.  The solid circles mark those atoms that
were found to be derived from methyl carbon atoms of
acetate (bear in mind that acetyl groups of acetyl-CoA
pass around the citric acid cycle more than once to
introduce label from the methyl group of acetate into
both the 2 and 3 positions of succinyl-CoA).  Those
atoms marked with open circles in Fig. 24-21 were
found to be derived mainly from the methyl carbon of
acetate and in small part from the carboxyl carbon.
Atoms marked with asterisks came from glycine,
while unmarked carbon atoms came from the carboxyl
carbon of acetate.384

In cyanobacteria and in chloroplasts the intact
5-carbon skeleton of glutamate enters δ-amino-
levulinate.139,385,385a  A surprising finding was that the
glutamate becomes coupled to one of the three known
glutamate isoacceptor tRNAs that are utilized for
protein synthesis.  The aminoacyl-tRNA is formed in
the usual manner with an ester linkage to the CCA end
of the tRNA (Eq. 24-44; see also Eq. 17-36).  This ester
linkage can be reductively cleaved by NADPH to form
glutamate 1-semialdehyde.386  Isomerization of the
glutamate semialdehyde to δ-aminolevulinate is ac-
complished by an aminomutase that is structurally
and functionally related to aminotransferases.139,387

The enzyme utilizes pyridoxamine phosphate (PMP)
to transaminate the substrate carbonyl group to form
4,5-diaminovalerate plus bound PLP.  A second trans-

amination step yields the product and regenerates the
PMP (Eq. 24-44, steps c and d).387

Porphyrins.  As indicated in Fig. 24-21, the con-
version of two molecules of 5-aminolevulinate into
porphobilinogen is a multistep reaction initiated by 
5-aminolevulinate dehydratase (porphobilinogen
synthase).381,388– 390b  The enzyme binds two molecules
of substrate in distinct sites known as the A site and
the P site (Fig. 24-21).  The substrate in the P site forms
a Schiff base with a lysine side chain (K247 in the E.
coli enzyme), while a bound Zn2+ is thought to polar-
ize the carbonyl of the substrate in the A site.  An aldol
condensation (Fig. 24-21, step a) ensues and is fol-
lowed by dehydration to form a carbon–carbon dou-
ble bond and ring closure (step b).  Tautomerization
step (c) leads to porphobilinogen.  The enzyme is a
sensitive target for poisoning by lead ions.381,390c  Con-
densation to form porphyrins requires two enzymes,
porphobilinogen deaminase (hydroxymethylbilane
synthase) and uroporphyrinogen III cosynthase.
Porphobilinogen deaminase has a bound coenzyme
(prosthetic group) consisting of two linked pyrrometh-
ane groups, also derived from porphobilinogen.391

The first step in assembling the porphyrin ring is
condensation of porphobilinogen with this coenzyme
(Fig. 24-21, step d).  To initiate this step ammonia is
eliminated, probably not by the direct displacements,
but by electron flow from the adjacent nitrogen in the
same pyrrole ring as indicated in the figure to give an
exocyclic double bond.  The terminal ring of the coen-
zyme then adds to the double bond.  The condensation
process is repeated four times to produce preuropor-
phyrinogen (hydroxymethylbilane).392– 394a  This
intermediate is a precursor of the symmetric uropor-
phyrin I (Fig. 16-5).  In the presence of the cosynthase a
different ring-closure reaction takes place.  The five-
membered ring in porphobilinogen has a symmetric
arrangement of double bonds.  Thus, a condensation
reaction can occur at either of the positions α to the
ring nitrogen.  A sequence of condensation, tautomer-
ization, cleavage, and reformation of the ring as shown
in steps e to h of Fig. 24-21 leads to the unsymmetric
uroporphyrinogen III with its characteristic pattern of the
carboxymethyl and carboxyethyl side chains.  A series of
decarboxylation and oxidation reactions then leads
directly to protoporphyrin IX.

The first of these decarboxylations is catalyzed by
the cytoplasmic uroporphyrinogen decarboxylase,
which removes the carboxylate groups of the four
acetate side chains sequentially from the D, A, B, and
C rings.395–396a  A possible mechanism, utilizing a
tautomerized ring, is illustrated in the accompanying
structural formula.

The decarboxylated product, coproporphyrinogen
(Fig. 16-5), enters the mitochondria and is acted upon
by coproporphyrinogen oxidase, which oxidatively
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Figure 24-21  Biosynthesis of porphyrins, chlorins, and related compounds.
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decarboxylates and oxidizes two of the propyl side
chains to vinyl groups.397  A flavoprotein, protopor-
phyrinogen oxidase, oxidizes the methylene bridges
between the pyrrole rings398,399 to form protoporphy-
rin IX.  A somewhat different pathway from uropor-
phyrinogen is followed by sulfate-reducing bacteria.400

Ferrochelatase (protoheme ferro-lyase)401– 403

inserts Fe2+ into protoporphyrin IX to form heme.  The
enzyme is found firmly bound to the inner membrane
of mitochondria of animal cells, chloroplasts of plants,
and chromatophores of bacteria.  While Fe2+ is appar-
ently the only metallic ion ordinarily inserted into a
porphyrin, the Zn2+ protoporphyrin chelate accumu-
lates in substantial amounts in yeast, and Cu2+–heme
complexes are known (p. 843).  Ferrochelatase, whose
activity is stimulated by Ca2+, appears to be inhibited
by lead ions, a fact that may account for some of the
acute toxicity of lead.404

Heme b is utilized for formation of hemoglobin,
myoglobin, and many enzymes.  It reacts with appro-
priate protein precursors to form the cytochromes c.
Heme b is converted by prenylation to heme o405 and
by prenylation and oxidation to heme a.405a  The por-
phyrin biosynthetic pathway also has a number of
branches that lead to formation of corrins, chlorins,
and chlorophylls as shown schematically in Fig. 24-22.

Corrins.  The formation of vitamin B12, other
corrins, siroheme, and related chlorin chelates406,407

requires a ring contraction with elimination of the
methine bridge between rings A and D of the porphy-
rins (see Box 16-B).  It is natural to assume that the
methyl group at C-1 of the corrin ring might arise from
the same precursor carbon atom as does the methine
bridge in porphyrins, and it is easy to visualize a
modified condensation reaction by which ring closure
at step e in Fig. 24-21 occurs by nucleophilic addition
to a C = N bond of ring A.  However, 13C-NMR data
ruled out this possibility.  When vitamin B12 was syn-
thesized in the presence of 13C-methyl-containing
methionine, it was found that seven methyl groups
contained 13C.  All of the “extra” methyl groups
around the periphery of the molecule as well as the
one at C-1 were labeled.408  Other experiments estab-
lished uroporphyrinogen III as a precursor of vitamin
B12.  Therefore, it appeared that the ring first closed in

a normal way and then reopened between rings A and
D with removal of the carbon that forms the methyl-
ene bridge.409  This turned out to be true, but with
some surprises.

The complex pathways of corrin synthesis have
been worked out in detail.410– 415a  This has been possi-
ble because of extensive use of 13C and 1H NMR and
because the group of ~ 20 enzymes required has been
produced in the laboratory from genes cloned from
Pseudomonas denitrificans.410  The first alterations of
uroporphyrinogen are AdoMet-dependent methyla-
tions on carbon atoms.  Surprisingly, one of these is
on the bridge atom that is later removed.  The details,
including the insertion of Co2+ by a cobaltochelatase,
are described by Battersby410 and portrayed in Michal’s
Biochemical Pathways.416

Chlorophyll.  The pathway of chlorophyll synthe-
sis has been elucidated through biochemical genetic
studies of Rhodobacter spheroides417–418a which produces
bacteriochlorophyll, from studies of cyanobacte-
ria,419,420 and from investigations of green algae and
higher plants,421 which make chlorophyll a.  The first
step in the conversion of protoporphyrin IX into chlo-
rophyll is the insertion of Mg2+ (Fig. 24-23, step a).
This reaction does not occur readily spontaneously
but is catalyzed by an ATP-dependent magnesium
protoporphyrin chelatase.419,422  Subsequently, the
carboxyethyl side chain on ring C undergoes meth-
ylation (Fig. 24-23, step b) and β oxidation (step c).

Figure 24-22 Abbreviated biosynthetic pathways from δ-
aminolevulinate to heme proteins, corrins, chlorophylls, and
related substances.
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Oxidative closure of ring E (step d) is followed by
reduction of the vinyl group of ring B and of the dou-
ble bond in ring D to form chlorophyllide a.  The
latter is coupled with phytol, via phytyl diphosphate,
to form chlorophyll a.420  Chlorophyll b is derived from
chlorophyll a, evidently by action of an as yet unchar-
acterized oxygenase, which converts the methyl group
on ring B into a formyl group.423,424  Bacteriochloro-
phylls also arise from chlorophyllide a and involve
reduction of the double bond in ring B.416,418,420  Most
photosynthetic bacteria make bacteriochlorophylls
esterified with the C20 phytol, but some substitute the
unsaturated C20 geranylgeranyl group and a variety of
other isoprenoid alcohols.

The porphyrias.  The human body does not use
all of the porphobilinogen produced, and a small
amount is normally excreted in the urine, principally
as coproporpyrins (Fig. 16-5).  In a number of heredi-
tary and acquired conditions blood porphyrin levels
are elevated and enhanced urinary excretion (porphy-

F.  Serine and Glycine

Figure 24-23  Outline of the biosynthetic pathways for conversion of protoporphyrin IX into the chlorophylls and bacterio-
chlorophylls.  After Bollivar et al.417
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ria) is observed.425– 427  Porphyrias may be mild and
almost without symptoms, but the intensely fluores-
cent free porphyrins are sometimes deposited under
the skin and cause photosensitivity and ulceration.  In
extreme cases, in which the excreted porphyrins may
color the urine a wine red, patients may have acute
neurological attacks and a variety of other symptoms.
Lucid accounts of such symptoms, experienced by
King George III of England, have been written.426,428

However, there are doubts about the conclusion that
the king suffered from porphyria.425

Porphyria may result from several different en-
zyme deficiences in the porphyrin biosynthetic path-
way.  The condition is often hereditary but may be
induced by drugs or other xenobiotic substances and
may be continuous or intermittent.425,426,429  In one
type of congenital porphyria uroporphyrin I is excret-
ed in large quantities.  The biochemical defect appears
to be a deficiency of the cosynthase that is required for
formation of protoporphyrin IX.  Another type of
porphyria results from overproduction in the liver of
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δ-aminolevulinic acid, a compound with neurotoxic
properties, possibly as a result of its similarity to the
neurotransmitter γ-aminobutyrate.426,427  This may
account for some of the neurological symptoms of
porphyria.

Some mild forms of intermittent porphyria may
go unrecognized.  However, ingestion of drugs can
precipitate an acute attack, probably by inducing
excessive synthesis of δ-aminolevulinate synthase.
Among compounds having this effect are hexachlo-
robenzene and tetrachlorodibenzodioxin.

The latter is one of the most potent inducers of the
synthase known.430  The tendency for this dioxin to
be present as an impurity in the herbicide 2,4,5-trichlo-
rophenoxyacetic acid (2,4,5-T) has caused concern.  For
rodents this dioxin may be the most toxic small mole-
cule known, the oral LD50 for guinea pigs being only 1
µg / kg body weight.430  However, it is over 1000 times
less toxic to humans.430a  It is also a potent teratogenic
agent.  Synthesis of porphyrins in the liver is con-
trolled by δ-aminolevulinate synthase.  This key en-
zyme is sensitive to feedback inhibition by heme, but
the increased synthesis of the enzyme induced by
drugs can override the inhibition.  Several times as
much heme is synthesized in the erythroid cells of
bone than in liver, but this is not subject to feedback
regulation or to stimulation by drugs.427  Heme is a
potent and toxic regulator.  Malaria mosquitos, which
utilize blood for food but do not have a heme oxygen-
ase (Fig. 24-24), detoxify heme by inducing its aggre-
gation into an insoluble hydrogen-bonded solid
known as β-hematin.431

The bile pigments.  The enzymatic degradation
of heme is an important metabolic process if only
because it releases iron to be reutilized by the body.
Some of the pathways are illustrated in Fig. 24-24.  The
initial oxidative attack is by the microsomal heme
oxygenases,432– 434a which catalyze the uptake of three
molecules of O2, formation of CO, and release of the
chelated Fe.  The electron transport protein NADPH-
cytochrome P450 reductase brings electrons from
NADPH to the oxygenase.  An enzyme–substrate
heme complex is formed with the oxygenase.  Then
the Fe3+ is reduced to Fe2+ which binds O2 as in myo-
globin or hemoglobin.  The complex hydroxylates its
own heme α-carbon (Fig. 24-24), the other oxygen
atom being reduced to OH– by the Fe2+ and an addi-

tional electron from NADPH.  The same enzyme
catalyzes the next steps in which the α carbon is split
out as CO by reaction with two molecules of O2 to
form the open tetrapyrrole dicarbonyl compound
biliverdin, one of the bile pigments (Fig. 24-24).435–435a

When 18O2 was used, it was found that the biliverdin
contains two atoms of 18O, and that the CO contains
one.  Heme from the cytochromes c appears to be
degraded by the same enzymes after proteolytic re-
lease from the proteins to which it is bound.436

There are two human heme oxygenases.  The first
(HO-1) is synthesized principally in the liver and
spleen.  Its formation is strongly induced by heme.
The second heme oxygenase (HO-2) is distributed
widely among tissues, but it is most abundant in
certain neurons in the brain.437,437a  Its major function
may be to generate CO, which is now recognized as a
probable neurohormone (Chapter 30).  Bacteria, such
as Corynebacterium diphtheriae, employ their own heme
oxygenase as a means of recovering iron that they
need for growth.438

A large number of other open tetrapyrroles can be
formed from biliverdin by reduction or oxidation
reactions.  Within our bodies biliverdin is reduced to
bilirubin, which is transported to the liver as a com-
plex with serum albumin.  In the liver bilirubin is
converted into glucuronides (Eq. 20-16), glycosylation
occurring on the propionic acid side chains.439  A
variety of these bilirubin conjugates are excreted into
the bile.  In the intestine they are hydrolyzed back to
free bilirubin, which is reduced by the action of intesti-
nal bacteria to urobilinogen, stercobilinogen, and meso-
bilirubinogen.  These compounds are colorless but are
readily oxidized by oxygen to urobilin and stercobi-
lin.  Some of the urobilin and other bile pigments is
reabsorbed into the blood and excreted into the urine
where it provides the familiar yellow color.

The yellowing of the skin known as jaundice can
occur if the heme degradation system is overburdened
(e.g., from excessive hemolysis), if the liver fails to
conjugate bilirubin, or if there is obstruction of the
flow of heme breakdown products into the intestinal
tract.  Bilirubin is toxic, and continued exposure to
excessive bilirubin levels can cause brain dam-
age.434,439  Bilirubin has a low water solubility and
tends to form complexes with various proteins, per-
haps partly because it assumes folded conformations
rather than the linear one shown in Fig. 24-24.440

These properties make it difficult to excrete.  Thou-
sands of newborn babies are treated for jaundice every
year by prolonged irradiation with blue or white light
which isomerizes 4Z,15Z bilirubin to forms that are
more readily transported, metabolized, and excret-
ed.441  A more difficult problem is posed by the fatal
deficiency of the glucuronosyl transferase responsible
for formation of bilirubin glucuronide.  Efforts are
being made to develop a genetic therapy.439
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The open tetrapyrroles of algae and the chro-
mophore of phytochrome (Chapter 23) are all derived
from phycoerythrobilin, which is formed from
biliverdin, as indicated in Fig. 24-24.  The animal bile
pigments have not been found in prokaryotes.  How-

ever, Clostridium tetanomorphum, which accumulates
uroporphyrinogen III, a precursor to vitamin B12, and
does not synthesize protoporphyrin IX, makes a blue
bile pigment bactobilin.  This is a derivative of uro-
porphyrin rather than of protoporphyrin.442
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Figure 24-24  The degradation of heme and the formation of open tetrapyrrole pigments.
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G.  Cysteine and Sulfur Metabolism

Cysteine not only is an essential constituent of
proteins but also lies on the major route of incorpora-
tion of inorganic sulfur into organic compounds.443

Autotrophic organisms carry out the stepwise reduc-
tion of sulfate to sulfite and sulfide (H2S).  These re-
duced sulfur compounds are the ones that are
incorporated into organic substances.  Animals make
use of the organic sulfur compounds formed by the
autotrophs and have an active oxidative metabolism
by which the compounds can be decomposed and the
sulfur reoxidized to sulfate.  Several aspects of cys-
teine metabolism are summarized in Fig. 24-25.  Some
of the chemistry of inorganic sulfur metabolism has
been discussed in earlier chapters.  Sulfate is reduced
to H2S by sulfate-reducing bacteria (Chapter 18).  The
initial step in assimilative sulfate reduction, used by

autotrophs including green plants and E. coli, is the
formation of adenosine 5'-phosphosulfate (APS) (step
a, Fig. 24-25; see also Eq. 17-38).444–444c  The sulfate-
reducing bacteria reduce adenylyl sulfate directly to
sulfite (Eq. 18-32, step b), but the assimilative pathway
of reduction in E. coli proceeds through 3'-phospho-5'-
adenylyl sulfate (PAPS), a compound whose function
as “active sulfate” has been considered in Chapter 17.
Reduction of PAPS to sulfite (Fig. 24-25, step d) is
accomplished by an NADPH-dependent enzyme.

The same pathway is found in the alga Chlorella,
but a second route of sulfate reduction occuring in
green plants may be more important.445  Adenylyl
sulfate transfers its sulfo group to a thiol group of a
carrier (Eq. 24-43, step a).  The resulting thiosulfonate
is reduced by a ferredoxin-dependent reductase.  Fi-
nally, a sulfide group is transferred from the – S — S–

group of the reduced carrier directly into cysteine in a

Figure 24-25  Pathways of biosynthesis (green arrows) and catabolism of cysteine as well as other aspects of sulfur metabo-
lism.  Solid arrows are major biosynthetic pathways.  The dashed arrows represent more specialized pathways; they also show
processes occurring in the animal body to convert methionine to cysteine and to degrade the latter.

a

b
c

d

e

f g

OOC
SH

HH3N
+

–

Cysteine

H3N
SO3

+

Taurine

–

H3N
SO2

+

Hypotaurine

–

SO4
2–

ATP

PPi

Adenyl sulfate
(APS)

SO3
2–NADPH

PAPS
Sulfo
group
transfer

(Eq. 16-60)

S2–(H2S)

Serine

Acetyl-CoA

O-Acetylserine

Acetate

Bile acids
(Fig. 22-10)

O2, NADPH
CO2

O2

O-Acetyl-
serine

SO3
2–

Pyruvate

NH3

HO

Isethionic acid

CH2CH2SO3
–

m
l

H+ –OH

OOC
SH

–

3-Mercaptopyruvate
O

3-Mercaptolactate

Cystathionine

Methionine

Transamination

(Fig. 24-13)

i

h

CO2

k

H+ + S0

Pyruvate

OOC
SO2

–

β-Sulfinylpyruvate
O

–

OOC
S

HH3N
+

–

Cysteinesulfinic acid

H
O

O

OOC
SO3

HH3N
+

–

Cysteic acid

–

O2

Sulfopyruvate

Sulfolipid

SO2 Pyruvate

o

j

Sulfoacetaldehyde

Coenzyme M 6-Sulfoquinovose

 Ch 24 IND page - E 2/14/03, 1:55 PM1406



1407

a

b

c

P OO S O

O

O

O

O

Adenosine

–

–

Adenylyl sulfate (APS)

Carrier S S O

O

O

–

Carrier S S–

AMP

CysteineAcetate

O-Acetylserine

Carrier SH

6 FdRed

6 Fdox

β-substitution reaction analogous to that described in
the next paragraph.

1.  Synthesis and Catabolism of Cysteine

Cysteine is formed in plants and in bacteria from
sulfide and serine after the latter has been acetylated
by transfer of an acetyl group from acetyl-CoA (Fig.
24-25, step f).  This standard PLP-dependent β replace-
ment (Chapter 14) is catalyzed by cysteine synthase
(O-acetylserine sulfhydrase).446,447  A similar enzyme
is used by some cells to introduce sulfide ion directly
into homocysteine, via either O-succinyl homoserine
or O-acetyl homoserine (Fig. 24-13).  In E. coli cysteine
can be converted to methionine, as outlined in Eq. 16-
22 and as indicated on the right side of Fig. 24-13 by
the green arrows.  In animals the converse process, the
conversion of methionine to cysteine (gray arrows in
Fig. 24-13, also Fig. 24-16), is important.  Animals are
unable to incorporate sulfide directly into cysteine,
and this amino acid must be either provided in the
diet or formed from dietary methionine.  The latter
process is limited, and cysteine is an essential dietary
constituent for infants.  The formation of cysteine from
methionine occurs via the same transsulfuration path-
way as in methionine synthesis in autotrophic organ-
isms.  However, the latter use cystathionine γ-synthase
and β-lyase while cysteine synthesis in animals uses
cystathionine β-synthase and γ-lyase.

Some bacteria degrade l-cysteine or d-cysteine447a

(24-43)

via the PLP-dependent α,β elimination to form H2S,
pyruvate, and ammonia (reaction g, Fig. 24-25, Eq. 14-
29).  Another catabolic pathway is transamination (Fig.
24-25, rection h) to 3-mercaptopyruvate.448  The latter
compound can be reductively cleaved to pyruvate and
sulfide.  Cysteine can also be oxidized by NAD+ and
lactate dehydrogenase to 3-mercaptopyruvate.  An
interesting PLP-dependent β-replacement reaction of
cysteine leads to �-cyanoalanine, the lathyritic factor
(Box 8-E) present in some plants.449  This reaction also
detoxifies the HCN produced during the biosynthesis
of ethylene from ACC.

Cysteine and cystine are relatively insoluble and
are toxic in excess.450  Excretion is usually controlled
carefully.  However, in cystinuria, a disease recog-
nized in the medical literature since 1810,451 there is a
greatly increased excretion of cystine and also of the
dibasic amino acids.451,452  As a consequence, stones of
cystine develop in the kidneys and bladder.  Patients
may excrete more than 1 g of cystine in 24 h compared
to a normal of 0.05 g, as well as excessive amounts of
lysine, arginine, and ornithine.  The defect can be fatal,
but some persons with the condition remain healthy
indefinitely.  Cystinuria is one of several human dis-
eases with altered membrane transport and faulty
reabsorption of materials from kidney tubules or from
the small intestine.  Substances are taken up on one
side of a cell (e.g., at the bottom of the cell in Fig. 1-6)
and discharged into the bloodstream from the other
side of the cell.  In another rare hereditary condition,
cystinosis, free cystine accumulates within lyso-
somes.453

2.  Cysteine Sulfinate and Taurine

A quantitatively important pathway of cysteine
catabolism in animals is oxidation to cysteine sulfi-
nate (Fig. 24-25, reaction i),450 a two-step hydroxyl-
ation requiring O2, NADPH or NADH, and Fe2+.
Cysteine sulfinic acid can be further oxidized to cyste-
ic acid (cysteine sulfonate),454 which can be decarbox-
ylated to taurine.  The latter is a component of bile
salts (Fig. 22-16) and is one of the most abundant free
amino acids in human tissues.455– 457  Its concentration
is high in excitable tissues, and it may be a neurotrans-
mitter (Chapter 30).  Taurine may have a special func-
tion in retinal photoreceptor cells.  It is an essential
dietary amino acid for cats, who may die of heart
failure in its absence,458 and under some conditions for
humans.459  In many marine invertebrates, teleosts,
and amphibians taurine serves as a regulator of osmot-
ic pressure, its concentration decreasing in fresh water
and increasing in salt water.  A similar role has been
suggested for taurine in mammalian hearts.  A chroni-
cally low concentration of Na+ leads to increased
taurine.460  Taurine can be reduced to isethionic acid

G.  Cysteine and Sulfur Metabolism
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BOX 24-B  SULFUR COMPOUNDS OF GARLIC, ONIONS, SKUNKS, ETC.

Many familiar odors and tastes
come from sulfur-containing com-
pounds.  Crushing onions or garlic
releases the pyridoxal phosphate-
dependent enzyme alliinase.  In
garlic it acts upon the amino acid
alliin (accompanying scheme)
releasing, by β elimination, a
sulfenic acid that dimerizes to
form allicin, a chemically unstable
molecule that accounts for the
odor of garlic.a,b  Among the
breakdown products of allicin is
the nonvolatile ajoene, a com-
pound with anticoagulant activity
and perhaps accounting for one
aspect of the purported medical
benefits of garlic.  Another is an
antibacterial activity.

Onions contain an amino acid
that is a positional isomer of alliin.
When acted upon by alliinase it
produces 2-propene sulfenic acid,
which isomerizes to the lachrima-
tory factor that brings tears to the
eyes of onion cutters.c  This, too,
decomposes to form many other
compounds.a

The defensive secretion of  the
striped skunk has intrigued chem-
ists for over 100 years.  The com-
ponents were shown to contain

H2C
S

COO

HO NH3

H

H2C
S

OH

H2C
S

O
H

CH2

S

O
H

H2C
S

O

S
CH2

H2C
S

O

S S
CH2

O

H2C
S

COO

HO NH3
+

–

+

Alliin (garlic)

PLP +

Sulfenic acid intermediate
H3C

S

O

Pyruvate + NH4

Two molecules

Allyl-2- propenethiolsulfinate (allicin)

H

trans-Ojoene and other products

+

H3C
S

O

–

S-1-Propenyl-l-cysteine sulfoxide
(onions)

2-Propene sulfenic acid

Lachrimatory factor

–

+

Various compounds

Decomposition

(Fig. 24-25), another component of nervous tissue.
Cysteic acid can arise in an alternative way from O-
acetylserine and sulfite (reaction l, Fig. 24-25), and
taurine can also be formed by decarboxylation of
cysteine sulfinic acid to hypotaurine and oxidation of
the latter (reaction m).  Cysteic acid can be converted
to the sulfolipid of chloroplasts (p. 387; Eq. 20-12).

 Another route of metabolism for cysteine sulfinic
acid is transamination to 3-sulfinylpyruvate, a com-
pound that undergoes ready loss of SO2 in a reaction
analogous to the decarboxylation of oxaloacetate
(reaction o, Fig. 24-25).  This probably represents one
of the major routes by which sulfur is removed from
organic compounds in the animal body.  However,
before being excreted the sulfite must be oxidized to
sulfate by the Mo-containing sulfite oxidase.  The
essentiality of sulfite oxidase is evidenced by the
severe neurological defect observed in its absence
(Chapter 16).

Most of the sulfate generated in the body is

excreted unchanged in the urine, but a significant
fraction is esterified with oligosaccharides and phe-
nolic compounds.  These sulfate esters are formed by
sulfo transfer from PAPS (Eq. 17-38).

3. Mercaptopyruvate, Thiosulfate, and
Assembly of Iron – Sulfur Centers

An important property of 3-mercaptopyruvate
arises from electron withdrawal by the carbonyl
group.  This makes the SH group electrophilic and
able to be transferred as SH+, S0, to a variety of nucle-
ophiles (Eq. 24-44).  Thus sulfite yields thiosulfate
(S2O3

2– + H+, Eq. 24-45, step a), cyanide yields thiocy-
anate (Eq. 24-45, step b), and cysteine sulfinate yields
alanine thiosulfonate.448,461  The reactions are catalyzed
by mercaptopyruvate sulfurtransferase, an enzyme
very similar to thiosulfate sulfurtransferase.  The
latter is a liver enzyme often called by the traditional
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BOX 24-B  (continued)

a Block, E. (1985) Sci. Am. 252(Mar), 114 – 119
b Jain, M. K., and Apitz-Castro, R. (1987) Trends Biochem. Sci. 12,

252– 254
c Imai, S., Tsuge, N., Tomotake, M., Nagatome, Y., Sawada, H.,

Nagata, T., and Kumagai, H. (2002) Nature (London) 419, 685
d Wood, W. F. (1990) J. Chem. Ecol. 16, 2057
e White, R. H. (1975) Science 189, 810
f Zhang, Y., Talalay, P., Cho, C.-G., and Posner, G. H. (1992) Proc.

Natl. Acad. Sci. U.S.A. 89, 2399 – 2403

sulfur, and one was incorrectly
identified and was long accepted as
being butyl mercaptan.  Modern
capillary gas chromatography by
Woodd has revealed the presence of
seven major components, with the
indicated structures.  Two are sim-
ple volatile mercaptans, but three
are thioacetates which hydrolyze in
water only slowly, releasing smell
for days or weeks from sprayed
animals.  Washing with mildly basic
soap hastens the hydrolysis.

Many readers (~ 40%) may be
aware that after eating asparagus a
strong odor appears in their urine.  These genetic
“stinkers” secrete S-methyl thioacrylate, and related
compounds, derived from a plant constituent.e

The sulfur compound sulfuraphane, extracted
from fresh broccoli, has received attention in recent
years because of its strong action in inducing syn-
thesis of quinone reductase and glutathione S-
transferases that help detoxify xenobiotics and may
have significant anticancer activity.f

G.  Cysteine and Sulfur Metabolism

SH

S
C

CH3

O

N CH3

SH

S
C

CH3

O

N CH2 SH

CH2 S C
O

CH3

H3C
S

N

O

C S
R

Sulforaphane;
1-isothiocyanate-(4R)-(methylsulfinyl)butane

name rhodanese.462–463b  It acts by a
double displacement mechanism, a
thiolate anion in the active site of the
enzyme serving as a carrier for the
S atom being transferred.  Equation
24-46 illustrates the transfer of S0 from
thiosulfate to CN–, converting that ion
to the less toxic thiocyanate (also shown
as step c in Eq. 24-45).  Crystallographic
studies show that the negative charge
on the thiol and dithiol anions of
rhodanese is balanced by the partial

OOC
S

O H

OOC CH3

O

–– –Y

Pyruvate

+  HS – Y

(24-44)

a

b

c

d

e

SO3
2–S2O3

2– Rhodanese

SCN–CN–

SO3
2–

3-Mercaptopyruvate

Pyruvate–

SCN–

CN–

S0

O2

Cysteine

(Eq. 24-44)

Transamination

Pyruvate–
(Eq. 24-44)

6H+ +
4e–

×2

E S S–E S–

3 H2O

(24-45)
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(Fig. 4-4; Eq. 20-12)

CO2

Cysteine

2e–

+ 2H+

(24-47)

positive charges at the N termini of two helices (see
Fig. 2-20A) and by hydrogen bonds to protons of
several side chains.462  This evidently explains how
the negative thiosulfate anion can react with another
anion, E – S –.  Another interesting feature of this en-
zyme is that the monomer has a nearly perfect twofold
axis of symmetry with respect to the protein folding
pattern.  However, the symmetry is lacking in the
sequence and only one-half of the molecule contains
an active site.462

Yet another enzyme able to release or transfer
sulfur in the S0 oxidation state is the PLP-dependent
cysteine desulfurase that is encoded by the nifS gene
of the nitrogenase gene cluster shown in Fig. 24-4.
This enzyme releases S0 from cysteine with formation
of alanine464–466 as is shown in Eq. 14-34  for release of
Se0 from selenocysteine.  As with rhodanese an active
site cysteine accepts the departing S0 of cysteine to
form an enzyme-bound persulfide.  This
protein may in turn transfer the sulfur into
the forming Fe–S or Fe–S–Mo clusters.464

Three PLP-dependent persulfide-forming
sulfurtransferases related to the NifS protein
have been found in E. coli. Similar enzymes
are present in other organisms.466a–d  A
sulfur atom may be transferred from the
bound persulfide anion to acceptor proteins
involved in metal cluster formation.  Some
members of the nifS-like family act on
cystine to release free thiocysteine (cysteine
peroxide), which may also serve as a sulfur
atom donor.466e

Thiocysteine can also arise in a similar manner
through action of cystathionine β lyase on cystine.
Thiocysteine is eliminated with production of
pyruvate and ammonia from the rest of the cystine
molecule.467 One of the nifS-like proteins of E. coli is
thought to transfer a selenium atom from selenocys-
teine (pp. 823–827) into selenophosphate.466a,f  The
latter can be formed by transfer of a phospho group
from ATP to selenide HSe–.  The other products of ATP
cleavage are AMP and Pi.  Reduction of Se0 to HSe– is
presumably necessary.

OOC
S

H NH3

SH

+

–

Thiocysteine (cysteine persulfide)

S SO3
2

SO3
2

E S

S SE

–

–

–

–

SCN –

CN –
(24-46)

Several additional proteins identified as necessary
for metal-sulfide cluster formation are present in bac-
teria and in eukaryotes, both in the cytosol and in
mitochondria.  They may serve as intermediate sulfur
carriers, as scaffolds or templates for cluster forma-
tion, or for insertion of intact Fe – S, Fe – S – Mo, or
other types of clusters into proteins468– 473f and into 2-
selenouridine473g (see also p. 1617).  Sulfurtransferases
are also thought to be involved in insertion of sulfur
atoms into organic molecules such as biotin, lipoic
acid, or methanopterin.474

A reaction that is ordinarily of minor consequence
in the animal body but which may be enhanced by a
deficiency of sulfite oxidase is the reductive coupling
of two molecules of sulfite to form thiosulfate (Eq. 24-
45, step e).  Several organic hydrodisulfide derivatives
such as thiocysteine, thioglutathione, and thiotaurine
occur in animals in small amounts.  Another biosyn-
thetic pathway, outlined in Eq. 24-47 converts sulfite
and PEP into coenzyme M (Fig. 15-22).475,475a  This
cofactor is needed not only for methane formation
(Fig. 15-2) but also for utilization of alkenes by soil
bacteria.475b
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Study Questions

1. Bacterial glutamine synthetase is feedback
inhibited by serine, glycine, and alanine.  Explain
specifically the connection between these amino
acids and glutamine that would account for the
logic of this inhibition.

2. Argininosuccinate synthetase catalyzes the follow-
ing reaction:

  a)  The reaction as shown is reversible.  What meta-
bolic stratagem is employed to drive the reaction
from left to right?

  b)  It has been shown that the oxygen-18 from I (see
structure) is transferred to the phosphate group of
AMP.  Propose a biochemical reaction mechanism
to account for the transfer.

3. An organism has been discovered whose urea
cycle does not include any reaction with aspartate.
Both of the urea nitrogen atoms come directly
from ammonia.  All other components of the cycle
are present and the net reaction is

CO2 + 2 NH3 + 3 ATP →
urea + 2 ADP + 2 Pi + AMP + PPi

Explain how this is accomplished.  Include
plausible reaction mechanisms for any new steps
proposed.

4. Which of the following compounds, if added to
an active tissue preparation, might be expected to
yield the greatest increase in urea production in
terms of moles of urea produced per mole of
added compound?

a)  Ammonia
b)  Bicarbonate
c)  Aspartate
d)  Ornithine

More than one answer may be correct.  Explain
how you decided.

5. On a given diet yielding 2500 kcal per day, a
70-kg man excretes 30.0 g of urea daily.  What
percentage of his daily energy requirement is met
by protein?  Assume that 1.0 g of protein yields
4.0 kcal and 0.16 g of nitrogen as urea.

6. In many organisms the immediate biosynthetic
precursor of L-lysine is α,ε-diaminopimelic acid
(structure below).  What type of enzyme would
catalyze this reaction; what coenzyme would be
required; and what type of enzyme–substrate
complex would be formed?

7. A possible mechanism for the action of urease is
pictured in Fig. 16-25 and Eq. 16-47.  Carbamate is
thought to be one intermediate.  Can you suggest
an alternative possibility for the initial nickel ion-
dependent steps.  See Barrios and Lippard.476

8. Leucine is known as a “ketogenic” amino acid.
Explain what this means.

9. In some organisms leucine is not ketogenic.  Why?

10. Here is a possible metabolic reaction for a fungus.

L-Leucine + 2-oxoglutarate2– + 2 1/2  O2 →
L-glutamate– + citrate3– + H2O + 2 H+

∆G°’ (pH 7) = –1026 kJ/ mol

Suggest a metabolic pathway for this reaction.  Is it
thermodynamically feasible?

11. To be practical, the fungus should convert the L-
glutamate back to 2-oxoglutarate using a
glutamate dehydrogenase.  Here are some values
for Gibbs energies of formation from the elements
under standard conditions (pH = 0).

2-Oxoglutarate2– – 798.0 kJ/ mol
L-Glutamate– – 696.8 kJ/ mol
NH4

+ – 79.5 kJ/ mol

  a)  Calculate the apparent Gibbs energy change ∆G°’
(pH 7) for the following reaction:

L-Leucine + 3 O2 →  citrate3– + NH4
+ + H2O + 2 H+

H2N
C

O

NH

H2C

R1

I

R2

NH2

+

18

II

H2N
C

N

NH

H2C

R1

R2

ATP AMp + PPi

OOC COO–

NH3 NH3
+

–

α,ε-Diaminopimelic acid

+

l-Lysine
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Study Questions

b) Could this fungal reaction be used as a
commercial process for making citric acid?

12. Two molecules of pyruvate can react to give a
common precursor to valine, leucine, and pantoic
acid.  An isomerization step involving shift of a
methyl group from one carbon to another is in-
volved.

a) Indicate as much as you can of the pathway
for formation of valine showing coenzymes
and mechanisms.

b) Outline the reaction sequence by which the
immediate oxoacid precursor of valine is
converted to leucine.

c) Outline a sequence by which the same oxoacid
may be converted to pantoic acid using serine
as an additional carbon atom source.

13. Explain how carboxylation can be coupled to
cleavage of ATP and how this can be used to drive
a metabolic sequence.

14. L-Serine is converted to pyruvate + NH3 by serine
dehydratase (deaminase) in a PLP-dependent
reaction.  However, using the same coenzyme
selenocysteine is converted by selenocysteine
lyase into L-alanine + elemental selenium Se0. L-
Cysteine may be converted by PLP-dependent
enzymes into wither H2S or into S0 for transfer
into metal clusters.  Compare the chemical mecha-
nisms.

15. Felinine is found in urine of cats, the highest
amounts in males.  The compound arises from a
reaction of glutathione.  Propose a route of synthe-
sis.  See Rutherfurd et al.477

16. Some clostridia ferment glutamate to ammonia,
carbon dioxide, acetate, butyrate, and molecular
hydrogen.  Write a balanced equation and com-
pare with Eq. 24-18 and Fig. 24-8.  See Hans et al.478

17. How could β-hydroxy-β-methylbutyrate be
formed in muscle? Could it be a physiologically
important precursor to cholesterol?

H3N
S OH

H COO

CH3H3C

–

+

Felinine
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Aromatic compounds arise in several ways.  The major route utilized by autotrophic organisms
for synthesis of the aromatic amino acids, quinones, and tocopherols is the shikimate pathway.
As outlined here, it starts with the glycolysis intermediate phosphoenolpyruvate (PEP) and
erythrose 4-phosphate, a metabolite from the pentose phosphate pathway.  Phenylalanine,
tyrosine, and tryptophan are not only used for protein synthesis but are converted into a broad
range of hormones, chromophores, alkaloids, and structural materials.  In plants phenylalanine
is deaminated to cinnamate which yields hundreds of secondary products.  In another pathway
ribose 5-phosphate is converted to pyrimidine and purine nucleotides and also to flavins,
folates, molybdopterin, and many other pterin derivatives.
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Metabolism of Aromatic Compounds
and Nucleic Acid Bases 25

Aromatic rings are found in amino acids, purine
and pyrimidine bases, vitamins, antibiotics, alkaloids,
pigments of flowers and of the human skin, the lignin
present in wood, and in many other substances.  There
are several biosynthetic pathways.  One, which we met
in Chapter 21, is the polyketide pathway.  However,
more important in most autotrophic organisms is the
shikimate pathway which gives rise to phenylala-
nine, tyrosine, tryptophan, ubiquinone, plastoqui-
nones, tocopherols, vitamin K, and other compounds.1

The entire pathway, which is outlined in Fig. 25-1, is
present in most bacteria and plants.  However, animals
are unable to synthesize the ring systems of the aro-
matic amino acids.  Phenylalanine and tryptophan are
dietary essentials.  Tyrosine can also be formed in the
animal body by the hydroxylation of phenylalanine.
However, green plants lack phenylalanine hydroxylase
and make tyrosine directly through the shikimate
pathway (green arrows in Fig. 25-1).

There is interest in applying genetic engineering
to increase the output of the shikimate pathway for
production of industrially important aromatic com-
pounds, e.g., the dye indigo, which is used in manu-
facture of blue denim (Box 25-C).  Study of the
enzymes involved has led to the development of
potent inhibitors of the shikimate pathway which
serve as widely used herbicides.2,3

A variety of pathways give rise to the nitrogen-
and oxygen-containing heterocyclic rings of nature.
All cells must be able to make pyrimidine and purine
bases to be used in synthesis of nucleic acids and
coenzymes.  The pathway for synthesis of pyrimidine
begins with aspartic acid and that for purines with
glycine.  In many organisms the pathway of purine
formation is further enhanced because uric acid or a

related substance is the major excretory product de-
rived from excess nitrogen.  This is true for both birds
and reptiles, which excrete uric acid rather than urea,
and for spiders which excrete guanine.  In some
plants, such as soy beans, the transport form of nitro-
gen is allantoin or allantoic acid, both of which are
produced from uric acid.

A.  The Shikimate Pathway of Biosynthesis

The shikimate pathway was identified through the
study of ultraviolet light-induced mutants of E. coli,
Aerobacter aerogenes, and Neurospora.  In 1950, using the
penicillin enrichment technique (Chapter 26), Davis
obtained a series of mutants of E. coli that would not
grow without the addition of aromatic substances.4,5

A number of the mutants required five compounds:
tyrosine, phenylalanine, tryptophan, p-aminobenzoic
acid, and a trace of p-hydroxybenzoic acid.  It was a
surprise to find that the requirements for all five
compounds could be met by the addition of shikimic
acid, an aliphatic compound that was then regarded as
a rare plant acid.  Thus, shikimate was implicated as
an intermediate in the biosynthesis of the three aro-
matic amino acids and of other essential aromatic
substances.6,7

The mutants that grew in the presence of shikimic
acid evidently had the biosynthetic pathway blocked

COOH

HO

OH
OH COOH

HO

HO

Shikimic acid

≡ OH

HO

H3CO

CHO

Vanillin

COO

HO

HO OH

5

3 1

–

Shikimate

Glucose

PEP

Erythrose-
4-P

Pentose-P
pathways

OOOC

HO

OH H

CH2OP

H

OH
–

3-Deoxy-d-arabino-
heptulose 7-P (DAHP)

COO

NH3

–

+

Anthranilate

Tryptophan

HO COO–

p-Hydroxybenzoate

Ubiquinones

Chorismate

CH2

O

OOC

COO

HO

–

–

l-Arogenate

COO

CH2

HO

H

C

COO–

–

H

H3N
+

Ribose-5-P

Folate
HN

N N

N

O

O

H2N

CH2

OH OH

OP

Guanosine monophosphate

HO

COO

H
NH3

–

+

Tyrosine

Phenylalanine

Riboflavin

N

N

O

H

O

N

N

Ribityl

H3C

H3C

Riboflavin

COO–

trans-Cinnamate

Many
plant

products

NH4
+

Tyrosine

Chorismate

Shikimate

 Chapter 25 IND page - E 2/14/03, 1:57 PM1421



1422 Chapter 25.  Metabolism of Aromatic Compounds and Nucleic Acid Bases

Figure 25-1  Aromatic biosynthesis by the shikimate pathway.  The symbols for several of the genes coding for the required
enzymes are indicated.  Their locations on the E. coli chromosome map are shown in Fig. 26-4.  The aminoshikimate pathway
which is initiated through 4-aminoDAHP leads to rifamycin and many other nitrogen-containing products.
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at one or more earlier stages.  Among these mutants,
certain pairs were found that could not grow alone but
that grew when plated together.  The phenomenon is
called syntropism.  Mutant 83-2, which we now know
to be blocked in the conversion of 5-dehydroshikimate
to shikimate, accumulated dehydroshikimate and
permitted mutant 83-1 or 83-3 to grow by providing it
with a precursor that could be converted on to the end
products (Eq. 25-1; the steps in this equation are let-
tered to correspond to those in Fig. 25-1).  Eventually,
the entire pathway was traced.  The enzymes have all
been isolated and studied1 and the locations of the
genes in the E. coli chromosome have been mapped7– 10

and are marked in Fig. 26-4.

A variety of nitrogen-containing products, includ-
ing rifamycin (Box 28-A), arise via the aminoshiki-
mate pathway,10a–d which is also indicated in Fig. 25-1.

1.  The Enzymes

The six carbons of the benzene ring of the aromatic
amino acids are derived from the four carbons of
erythrose 4-phosphate and two of the three carbons of
phosphoenolpyruvate (PEP).  The initial step in the
pathway (Fig. 25-1, step a) is the condensation of
erythrose 4-P with PEP and is catalyzed by 3-deoxy-D-
arabino-heptulosonate-7-phosphate (DAHP) synthase.
Closely analogous to an aldol condensation, the mech-
anism provides a surprise.10  When PEP containing 18O
in the oxygen bridge to the phospho group reacts, the
18O is retained in the eliminated phosphate; biochemi-
cal intuition would suggest that it should stay in the

carbonyl group of the product.  See Chapter 20, Sec-
tion A,5.

Most bacteria and fungi have three isozymes of
DAHP synthase, each controlled by feedback inhibi-
tion by one of the three products tyrosine, phenylala-
nine, or tryptophan.  In E. coli these are encoded by
genes aro F, aro G, and aro H, respectively.11–12a  All of
the enzymes contain one atom of iron per molecule
and show spectral similarities to hemerythrin.13

The product of the DAHP synthase, 3-deoxy-D-
arabino-heptulosonate 7-phosphate, is shown in its
cyclic hemiacetal form at the beginning of Eq. 25-2.  Its
conversion to 3-dehydroquinate is a multistep proc-
ess that is catalyzed by a single enzyme,14,15  which is
the product of E. coli gene aro B.  The elimination of
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inorganic phosphate in the second step of the sequence
is assisted by a transient oxidation of the hydroxyl group
at C-5 to a carbonyl group.6,16,17  The enzyme  contains
bound NAD+ and is activated by Co2+.  The last step in
the dehydroquinate synthase sequence is the addition
of an enolic intermediate to a carbonyl group, an aldol
condensation, which forms the 6-carbon ring (Eq. 25-2).
Also indicated in this equation, with dashed lines, is the
reversible conversion of dehydroquinate to quinate.
Although it is a “side product” quinic acid accumulates
to high concentrations in many plants.18

Dehydration of 3-dehydroquinate (step c), the first
step in Eq. 25-3, is the first of three elimination reac-
tions needed to generate the benzene ring of the end
products.  This dehydration is facilitated by the pres-
ence of the carbonyl group.  After reduction of the
product to shikimate (step d)19 a phosphorylation
reaction (step e)20,21 sets the stage for the future elimi-
nation of Pi.  In step f, condensation with PEP adds
three carbon atoms that will become the α, β, and

carboxyl carbon atoms of phenylalanine and tyrosine.
The reaction occurs by displacement of Pi from the α-
carbon atom of PEP and resembles a reaction (Eq. 20-6,
step a) in the synthesis of N-acetylmuramic acid.22,23

When the reaction is carried out in 3H-containing
water, tritium enters the methylene group,10,24 suggest-
ing an addition–elimination mechanism (Eq. 25-4).25

The enzyme 5-enoylpyruvylshikimate 3-phosphate
synthase (EPSP synthase), which catalyzes this reac-
tion, is strongly inhibited by the commercially impor-
tant herbicide N-(phosphonomethyl)glycine
(glyphosate).3,26–27a

A single mutation (Pro 101 → Ser) in the 427-residue
protein from E. coli makes the enzyme more resistant
to the herbicide.28  Other mutations affect binding and
catalysis.29

Elimination of Pi from 5-enolpyruvylshikimate 3-P
(Eq. 25-3 and Fig. 25-1, step g) produces chorismate.30

The 24-kDa chorismate synthase, which catalyzes this
reaction, requires for activity a reduced flavin.  Al-
though there is no obvious need for an oxidation–

reduction coenzyme, there is strong evidence that the
flavin may play an essential role in catalysis, perhaps
via a radical mechanism.31– 33b

2. From Chorismate to Phenylalanine and
Tyrosine

Chemical properties appropriate to a compound
found at a branch point of metabolism are displayed
by chorismic acid.  Simply warming the compound in
acidic aqueous solution yields a mixture of prephen-
ate and para-hydroxybenzoate (corresponding to
reactions h and l of Fig. 25-1).  Note that the latter
reaction is a simple elimination of the enolate anion of
pyruvate.  As indicated in Fig. 25-1, these reactions
correspond to only two of several metabolic reactions
of the chorismate ion.  In E. coli the formation of phe-
nylpyruvate (steps h and i, Fig. 25-1) is catalyzed by a
single protein molecule with two distinctly different
enzymatic activities: chorismate mutase and
prephenate dehydratase.34– 36  However, in some
organisms the enzymes are separate.37  Both of the
reactions catalyzed by these enzymes also occur spon-
taneously upon warming chorismic acid in acidic
solution.  The chorismate mutase reaction, which is
unique in its mechanism,37a is discussed in Box 9-E.
Stereochemical studies indicate that the formation
of phenylpyruvate in Fig. 25-1, step i, occurs via a
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chair-like transition state.38  Phenylpyruvate is trans-
aminated to phenylalanine to complete the biosyn-
thesis of that amino acid.  Regulation in E. coli is
accomplished in part by feedback inhibition of the
bifunctional chorismate mutase–prephenate
dehydratase.38a

In E. coli and many other bacteria a second bifunc-
tional enzyme, chorismate mutase-prephenate
dehydrogenase causes the isomerization of choris-
mate and the oxidative decarboxylation of prephenate
to p-hydroxyphenylpyruvate (steps h and k, Fig. 25-
1).39  The latter can be converted by transamination to
tyrosine.40– 42

A slightly different pathway for tyrosine formation
was found initially in cyanobacteria but has now been
identified in a variety of organisms including higher
green plants.  In this pathway prephenate undergoes
transamination to L-arogenate (pretyrosine), step i,
Fig. 25-1.43– 45  In bacteria L-arogenate is oxidatively

decarboxylated to tyrosine (step k, Fig. 25-1).  Howev-
er, in green plants L-arogenate undergoes decarboxyla-
tive elimination (step j) to give L-phenylalanine.  This
is a major reaction in green plants, which cannot form
tyrosine by hydroxylation of phenylalanine46,47 but
which form a variety of additional products from
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phenylalanine by a pathway characteristic for plants
(Fig. 25-8).

3. Anthranilate, Tryptophan, para-
Aminobenzoate, and Dihydroxybenzoate

The three chemically similar reactions desig-
nated m, n, and o in Figs. 25-1 and 25-2 give rise to a
variety of products.  Step m leads to anthranilate and
L-tryptophan and step n to the vitamin folic acid.
Each of the three reactions m, n, and o involves addi-
tion of either NH3 or HO– at a position ortho or para to
the carboxyl group of chorismate with elimination of
the 5-OH group.  The structures of the three intermedi-
ate products are shown in Fig. 25-2.48– 50  The three
enzymes have significant similarities in amino acid
sequence.  Anthranilate synthase and p-aminoben-
zoate synthase are both two-subunit enzymes consist-
ing of a 20-kDa subunit glutamine amidotransferase
which is presumed to generate NH3 (see Chapter
24,B).49,51– 53a  The second 50-kDa subunit of anthra-
nilate synthase catalyzes the remaining steps in the
reaction.  However, p-aminobenzoate synthesis in E.
coli requires an additional enzyme to catalyze the
elimination of pyruvate in the final step54 of synthesis.

The product of step o is known as isochoris-
mate.55,56  Isochorismate gives rise to a variety of
products including vitamin K, salicylic acid,56a the
iron chelator enterobactin (Fig. 16-1), and other
siderophores. These are formed in E. coli via 2,3-dihy-
droxybenzoate as indicated in Fig. 25-2.57– 59a  The
genes (ent) for the requisite enzymes are clustered at
14 min on the E. coli chromosome map (Fig. 26-4).

During the conversion of anthranilate to tryp-
tophan, two additional carbon atoms must be incorpo-
rated to form the indole ring.  These are derived from
phosphoribosyl pyrophosphate (PRPP) which is
formed from ribose 5-phosphate by transfer of a pyro-
phospho group from ATP.60,61  The – OH group on the
anomeric carbon of the ribose phosphate displaces
AMP by attack on Pβ of ATP (Eq. 25-5).  In many or-
ganisms the enzyme that catalyzes this reaction is
fused to subunit II of anthranilate synthase.62  PRPP is
also the donor of phosphoribosyl groups for biosyn-
thesis of histidine (Fig. 25-13) and of nucleotides (Figs.
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Figure 25-2  The biosynthesis of tryptophan from chorismate and related synthetic reactions.
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25-14, 15).  In tryptophan biosynthesis PRPP is con-
verted into an aminoglycoside of anthranilic acid by
displacement of its pyrophospho group by the amino
group of anthranilate (Fig. 25-2, step p).  The ami-
noglycoside then undergoes an Amadori rearrange-
ment (Eq. 4-8; Fig. 25-2, step q).  The product has an
open chain.  Decarboxylation and ring closure, as
indicated in this figure, yields indoleglycerol phos-
phate.63,64

A β replacement reaction catalyzed by the PLP-
dependent tryptophan synthase converts indoleglyc-
erol phosphate and serine to tryptophan.  Tryptophan
synthase from E. coli consists of two subunits associ-
ated as an α2β2 tetramer (Fig. 25-3).  The α subunit
catalyzes the cleavage (essentially a reverse aldol)
of indoleglycerol phosphate to glyceraldehyde 3-
phosphate and free indole (Fig. 25-2, step s).67  The β
subunit contains PLP.  It presumably generates, from
serine, the Schiff base of aminoacrylate, as indicated in
Fig. 25-2 (step t).  The enzyme catalyzes the addition of
the free indole to the Schiff base to form tryptophan.
The indole must diffuse for a distance of 2.5 nm

A.  The Shikimate Pathway of Biosynthesis

Figure 25-3  The structure of the two-enzyme α2β2 complex tryptophan
synthase.65,66  The view is with the twofold axis of the α2β2 complex vertical
with the two α subunits at the ends and the β subunits in the center.  The
tunnel through which indole molecules released from indole propanol phos-
phate (IPP) in the α subunits to the pyridoxal phosphate (PLP) in the β sub-
units is shaded.  Courtesy of C. Craig Hyde and Edith Wilson Miles.

through a tunnel to the active site where it condenses
with the aminoacrylate Schiff base.65–68c

The genes encoding the seven enzymes of the
tryptophan biosynthetic pathway are organized as a
single operon in some bacteria.69  Its regulation in
enteric bacteria is discussed in Chapter 28, Section
A,5.  The α subunit of tryptophan synthase and the
enzymes catalyzing the preceding two steps in tryp-
tophan synthesis are all (βα)8-barrel proteins similar
to the one shown in Fig. 2-28.69,70  The biosynthetic
pathway for tryptophan in the green plant Arabidopsis
is the same as in bacteria.  The enzymes appear to be
present in the chloroplasts.71

While the tryptophan synthase of E. coli is made
up of two different subunits, that of Neurospora is a
single polypeptide chain.  This is one of the first
proteins for which it was proposed that there were
originally two separate genes, as in E. coli, but that
they became fused during the course of evolution.
After this proposal was made, gene fusion was dem-
onstrated experimentally in Salmonella by introduc-
tion of two consecutive “frame shift mutations”

between two genes of histidine
biosynthesis (Chapter 26, Section
B,1).  Because of the frame shift, the
stop signal for protein synthesis is
no longer read, with the result that
the organism makes a single long
protein corresponding to both
genes.  Gene fusion evidently oc-
curs in nature frequently.63  There
are many instances known in which
the two distinctly different catalytic
activities are possessed by the same
protein in some organisms but by
separate enzymes in others.  The
gene for the α subunit of trytophan
synthase in Salmonella was of histor-
ical importance as it was used to
establish the colinearity of the ge-
netic code and its amino acid se-
quence (Chapter 26, Section B,5).

4. Ubiquinones,
Plastoquinones, Vitamin
K, and Tocopherols

Radioactive carbon of [14C]shi-
kimate is efficiently incorporated
into the quinones, vitamin K, and
tocopherols.  These chemically
related redox agents (Fig. 15-24) also
have a related biosynthetic origin,
which has been elucidated in great-
est detail for ubiquinone.  In bacte-
ria p-hydroxybenzoate is formed
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directly from chorismate (Fig. 25-1), but in plants it
may originate from phenylalanine, trans-cinnamate, or
p-coumarate as indicated in Fig. 25-4.  The conversion
of p-hydroxybenzoate on to the ubiquinones is also
shown in this figure.  A polyprenyl group is trans-
ferred onto a position ortho to the hydroxyl (see Chap-
ter 22).  Then a series of consecutive hydroxylation
and S-adenosylmethionine-dependent transmethyla-
tion reactions lead directly to the ubiquinones.72–73b

Several qui-nones that can serve as precursors to
ubiquinones have been isolated from bacteria.  Two of
the corresponding quinols are shown as intermediates
in Fig. 25-4.  Chemical considerations suggest that
both the methylations and hydroxylations occur on
the reduced dihydroxy derivatives.  A closely similar
pathway is used for synthesis of ubiquinone74– 76 in
mitochondria and in the membranes of the endoplas-
mic reticulum  of fungal, plant, and animal cells.77,78

In bacteria the decarboxylation step occurs early, as
shown in Fig. 25-4, whereas in eukaryotes it occurs
later.75  Ubiquinone is poorly absorbed from the blood
and it is apparently made in all aerobic tissues.78

Ubiquinones are thought to serve as important antioxi-
dant compounds in cell membranes.  Dietary supple-
mentation may be of value.73a  Curiously, the nema-
tode C. elegans slows its metabolism and lives longer if
it has a defect in the hydroxylase catalyzing the next to
last step in biosynthesis (Fig. 25-4).73c  Mutants of C.
elegans that cannot form their own ubiquinone-9 (con-
taining nine prenyl units in the side chain) are unable
to grow on bacteria that make ubiquinone-8.  The
worms appear to have both essential mitochondrial
and nonmitochondrial requirements for ubiquinone.73d

A ubiquinone deficiency with serious consequences
can sometimes be caused in humans by inhibitors of 3-
hydroxy-3-methylglutaryl-CoA reductase (HMG-CoA
reductase) taken to lower blood cholesterol.79

Labeling experiments have shown that the plasto-
quinones of chloroplasts as well as the tocopherols
each bear one methyl group (marked with an asterisk
in Fig. 25-4) that originates from chorismate.  The
dihydroxy compound homogentisate is probably an
intermediate.80– 83  It is a normal catabolite of tyrosine
in the animal body (Fig. 25-5, Eq. 18-49).  Both pren-
ylation and methylation by AdoMet are required to
complete the synthesis of the plastoquinones and
tocopherols.  Possible biosynthetic intermediates with
one or more double bonds in the polyprenyl side chain
have been found in plants and also in fish oils.83a

The vitamins K and other naphthoquinones arise
from O-succinylbenzoate84– 86 whose synthesis from
chorismate and 2-oxoglutarate depends upon a thia-
mine diphosphate-bound intermediate, as indicated in
Fig. 25-4.  Elimination of pyruvate yields O-succinyl-
benzoate.  The remaining reactions of decarboxylation,
methylation, and prenylation (Fig. 25-4) resemble
those of ubiquinone synthesis.

B.  Metabolism of Phenylalanine and Tyrosine

Figure 25-5 shows the principal catabolic path-
ways, as well as a few biosynthetic reactions, of phen-
ylalanine and tyrosine in animals.  Transamination to
phenylpyruvate (reaction a) occurs readily, and the
product may be oxidatively decarboxylated to phen-
ylacetate.  The latter may be excreted after conjugation
with glycine (as in Knoop’s experiments in which
phenylacetate was excreted by dogs after conjugation
with glycine, Box 10-A).  Although it does exist, this
degradative pathway for phenylalanine must be of
limited importance in humans, for an excess of phen-
ylalanine is toxic unless it can be oxidized to tyrosine
(reaction b, Fig. 25-5).  Formation of phenylpyruvate
may have some function in animals.  The enzyme
phenylpyruvate tautomerase, which catalyzes
interconversion of enol and oxo isomers of its sub-
strate, is also an important immunoregulatory
cytokine known as macrophage migration inhibi-
tory factor.86a

The pterin-dependent hydroxylation of phen-
ylalanine to tyrosine (Eq. 18-45)87,87a has received a
great deal of attention because of the occurrence of
the metabolic disease phenylketonuria (PKU),88– 91b

in which this reaction is blocked.  Infants born with
phenylketonuria appear normal but mental retar-
dation sets in rapidly.  However, if these infants
are identified promptly and are reared on a low-
phenylalanine diet which supplies only enough of the
amino acid for essential protein synthesis, most brain
damage can be prevented.  Throughout most of the
world every infant born is now given a simple urine
test to identify phenylketonuria.  Tolerance to phen-
ylalanine increases with age, and adults may return
to a near normal diet.  However, there may still be
problems with increased phenylalanine levels during
fever and infections.  A high phenylalanine level dur-
ing pregnancy may damage the unborn child.  Tempo-
rary insertion of multitubular reactors containing
phenylalanine-ammonia lyase (Eq. 14-45) can be of
value92 as is administration of the enzyme in encapsu-
lated form.93  The mechanism by which phenylalanine
damages the brain is uncertain.

1.  Catabolism of Tyrosine in Animals

The major route of degradation of tyrosine in ani-
mals begins with transamination (Fig. 25-5, reaction c)
to p-hydroxyphenylpyruvate.  The enzyme tyrosine
aminotransferase94 is induced in the liver in response
to the action of glucorticoid hormones (Chapter 22).
The synthesis of the enzyme is also controlled at the
translational level, release of the newly formed pro-
tein from liver ribosomes being stimulated by cyclic
AMP.  The enzyme is subject to posttranscriptional
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B.  Metabolism of Phenylalanine and Tyrosine
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thyroid follicles.105  Several of the tyrosine side chains
(up to 15 – 25) are iodinated to form mono- and di-
iodotyrosine residues (Eq. 25-6), but only between
four and eight of these, which are located at specific
positions, are converted on to the hormones.106,107

The coupling reaction by which the aromatic group
from one residue of mono- or diiodotyrosine is joined
in ether linkage with a second residue is also catalyzed
readily by peroxidases.  One dehydroalanine residue is
formed for each molecule of hormone released.108  A
possible mechanism involves formation of an electron-
deficient radical, which can undergo β elimination to
produce a dehydroalanine residue and an aromatic
radical.  The latter could couple with a second radical
to form triiodothyronine or thyroxine.  However, as
depicted in Eq. 25-6, the radical coupling may occur
prior to chain cleavage.  While β elimination (pathway
A) has been favored, recent evidence suggests hydrox-
ylation and cleavage to form a residue of aminomalon-
ic semialdehyde in the thyroglobulin chain (pathway
B).108a  Alternatively, a PLP-dependent elimination
of the radical could be used.  Another possibility is
oxidative attack on the 2-oxoacids derived from the
iodotyrosines.

Thyroxine and triiodothyronine are released from
thyroglobulin through the action of a series of prote-
ases.  Both the protease action and the release of the
thyroid hormones into the bloodstream are stimulated
by pituitary thyrotropin (TSH).109,110  Like glucagon
thyrotropin is released from the pituitary in response
to thyrotropin-releasing hormone.111  Thyrotropin
probably acts through cAMP-mediated mechanisms.112

The hormones are carried throughout the body while
bound to thyroxine-binding globulin, which serves
as a carrier.113  Some hormone is carried by other
serum proteins such as transthyretin (thyroxine-
binding prealbumin).113,114  Both thyroxine and tri-
iodothyronine have powerful hormonal effects on
tissues, but the lag time for a response is shortest for
triiodothyronine.  Thus, it is thought that thyroxine
undergoes loss of one iodine atom to form the more
active triiodo form of the hormone within the target
cells.  Three iodothyronine deiodinases, all of
which are selenoproteins, have been identified
(Eq. 15-60).115–116a

Organically bound iodine is found in various
invertebrates, but with one possible exception 

modification including phosphorylation and it under-
goes unusually rapid turnover.95,96

The 2-oxoacid p-hydroxyphenylpyruvate is decar-
boxylated by the action of a dioxygenase (Eq. 18-49).
The product homogentisate is acted on by a second
dioxygenase, as indicated in Fig. 25-5, with eventual
conversion to fumarate and acetoacetate.  A rare meta-
bolic defect in formation of homogentisate leads to
tyrosinemia and excretion of hawkinsin97 a com-
pound postulated to arise from an epoxide (arene
oxide) intermediate (see Eq. 18-47) which is detoxified
by a glutathione transferase (Box 11-B).

One of the first “inborn errors of metabolism” to
be recognized was alkaptonuria, a lack of the oxygen-
ase that cleaves the ring of homogentsic acid.98  The
condition is recognized by a darkening of the urine
upon long standing (caused by oxidation of the ho-
mogentisate).  Alkaptonuria was correctly character-
ized by Garrod (Box 1-D) in 1909 as a defect in the
catabolism of tyrosine.  Although relatively mild and
not reducing the life span of individuals, it is nearly
always accompanied by arthritis in later years and also
by gray to bluish-black pigmentation of connective
tissues, which may be visible through the shin or in
the scleras (whites) of the eyes.98  Absence of the
next enzyme in the pathway, maleylacetoacetate
isomerase causes one type of tyrosinemia.99,99a  Ab-
sence of fumarylacetoacetate hydrolase, which acts
on the product of the isomerase action causes the
severe type 1 hereditary tyrosinemia which leads to
accumulation of the toxic fumarylacetoacetate and its
decarboxylation product succinylacetoacetate.99,100

2.  The Thyroid Hormones

An important product of tyrosine metabolism in
vetebrates is the thyroid hormone101 of which the prin-
cipal and most active forms are thyroxine (T4) and
triiodothyronine (T3).102  The thyroid gland is rich
in iodide ion, which is actively concentrated from the
plasma to ~1 µM free I–.103  This iodide reacts under
the influence of a peroxidase (see Fig. 16-14 and ac-
companying discussion)104 to iodinate tyrosyl residues
of the very large ~ 660-kDa dimeric thyroglobulin,
which is stored in large amounts in the lumen of the
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thyroxine is present only in vertebrates.101  Why do we
need this iodinated hormone?  Halogen-free analogs
in which the iodine atoms of thyroxine and triiodothy-
ronine have been replaced by methyl or other alkyl
groups are biologically active.  Frieden101 concluded
that the role of iodine is related more to the evolution
of biosynthetic and catabolic pathways than to chemi-
cal properties of the hormones themselves.

Thyroxine and triiodothyronine have many ef-
fects, a major one in mammals and birds being stimu-
lation of energy metabolism in tissues.  It has long
been recognized that a deficiency of thyroid hormone
is reflected in an overall lower basal metabolic rate
(Chapter 6).  Maley and Lardy observed that thyroxine
uncouples oxidative phosphorylation (Chapter 18) in
isolated mitochondria.117  When mitochondria from
animals receiving extra thyroxine were compared with
those from control animals, an increased rate of elec-
tron transport was observed.  However, there was little
or no change in the P / O ratio.  Thus, the hormone
apparently increased the rate of electron transport

without decreasing the overall efficiency of ATP
synthesis.

Thyroid hormones also have a general effect on
growth and development in all vertebrates.  This is
especially striking in amphibia in which thyroid hor-
mones control the metamorphosis from the tadpole
to adult stages.101,118  Zebrafish, and presumably also
other fishes, require thyroid hormone to complete
their life cycles.119  At present it is thought that most, if
not all, effects of thyroid hormones are a result of their
action on the transcription of genes.120– 123  Nuclear
thyroid hormone receptors belong to a family of
ligand-regulated transcription factors that respond
to steroid, retinoid, and thyroid hormones (Table 22-
1).123–124  These proteins control many metabolic func-
tions, often forming heterodimers with other recep-
tors and also being activated by coactivators125 or
corepressors.124,125a,b  Transcription of the genes for the
thyroxine-synthesis proteins thyroperoxidase, thyro-
globulin, and iodide transporter125c is regulated by a
thyroid transcription factor.126

A number of thyroid-related diseases are known.
Thyroid deficiency is often evident by enlargement of
the thyroid gland (goiter).  The deficiencies may
involve inadequacy in dietary intake of iodine, trans-
port of iodide into the thyroid, poor formation of
iodinated thyroglobulin, inefficient coupling to form
the iodinated thyronine residues,127 or mutations in
thyroid hormone receptors.122,128  A major cause of
goiter is a deficiency in the content of iodine in soil, a
condition affecting about one billion (109) persons.  A
more severe effect of thyroid deficiency is the fetal
brain damage called cretinism.125c,129  Victims are
mentally retarded, deaf-mute, and often with motor
rigidity.  In Grave disease, the commonest type of
hyperthyroidism, the blood contains specific thyroid-
stimulating autoantibodies.130,131  These bind to the
thyrotropin (TSH) receptors of the thyroid plasma
membrane and stimulate excessive formation of thy-
roid hormone.

3.  The Catecholamines

A combination of decarboxylation and hydroxyla-
tion of the ring of tyrosine produces derivatives of o-
dihydroxybenzene (catechol), which play important
roles as neurotransmitters and are also precursors to
melanin, the black pigment of skin and hair.  Cate-
cholamines may be formed by decarboxylation of
tyrosine into tyramine (step e, Fig. 25-5) and subse-
quent oxidation.  However, the quantitatively more
important route is hydroxylation by the reduced
pterin-dependent tyrosine hydroxylase (Chapter 18) to
3,4-dihydroxyphenylalanine, better known as dopa.
The latter is decarboxylated to dopamine.131a  Hy-
droxylation of dopamine by an ascorbic acid and
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Figure 25-6  Postulated pathways for synthesis of the black pigment melanin and pigments (phaeomelanins) of reddish hair
and feathers.  Dopachrome reacts in two ways, with and without decarboxylation.  The pathway without decarboxylation is
indicated by green arrows.  To the extent that this pathway is followed the green carboxylate groups will remain in the poly-
mer.  The black eumelanin is formed by reactions at the left and center while the reddish phaeomelanin is derived from poly-
mers with cysteine incorporated by reactions at the right.
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B.  Metabolism of Phenylalanine and Tyrosine

copper-requiring enzyme (Eq. 18-53) produces the
important hormone noradrenaline (norepinephrine),
which is methylated to form adrenaline (epinephrine).

There are two principal catabolic routes for de-
struction of these catecholamines as is illustrated for
adrenaline in Fig. 25-5.  Monoamine oxidase (MAO)
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causes oxidative cleavage with deamination.  Subse-
quent oxidative fission of the side chain together with
methylation yields such end products as vanillic acid,
which is excreted in the urine.  The second catabolic
route is immediate O-methylation by catecholamine
O-methyltransferase (COMT), an active enzyme in
neural tissues.  The metabolites are relatively inactive
physiologically and may be secreted as such or may
undergo further oxidative degradation.

4.  The Melanins

Dihydroxyphenylalanine (dopa) darkens rapidly
when exposed to oxygen.  The process is hastened
greatly by tyrosinase (Chapter 16), which also cata-
lyzes reaction f of Fig. 25-5, the oxidation of tyrosine
to dopa.  Tyrosinase is found in animals only in the
organelles known as melanosomes, which are present
in the melanin-producing melanocytes (Boxes 8-F;
25-A).132  A series of enzymatic and nonenzymatic
oxidation, decarboxylation, and coupling reactions
forms the pigments.  The initial steps for one pathway
are indicated in Fig. 25-6.  Oxidation of dopa to
dopaquinone (step a)133,134 is followed by an intramo-
lecular addition reaction, together with tautomeriza-
tion to the indole derivative, leucodopachrome.  A
second oxidation by tyrosinase (step b) is followed by
decarboxylation and tautomerization to 5,6-dihydrox-
yindole (step c).135  Alternatively, the tautomerization
steps may take place without decarboxylation (green
arrows, step c’).133,136  In either case the dihydroxyin-
dole that is formed can undergo a third oxidation
step, also catalyzed by tyrosinase, to form indole-5,6-
quinone (step d).  Coupling of the last two products as
indicated in step e yields a dimer, which is able to
continue the addition of dihydroxyindole units (step f,
etc.) with oxidation to form a high polymer of the
black true melanin (eumelanin).  However, the struc-
ture is not regular and is crosslinked.  A related series
of red polymers, the phaeomelanins found in red hair
and feathers, are formed by addition of cysteine to
dopaquinone.137,138  Addition is possible at more than
one position.  The resulting adducts (only one is
shown) can undergo oxidative ring closure in the
manner indicated.  Control of melanin formation is
also complex.  For example, more than 50 genetic loci
affect the coat color of the house mouse.139  Melanin
in some fungi is formed by oxidative reactions of
tetrahydroxynaphthalene formed via the polyketide
pathways (Chapter 21).140,140a  The melanin “inks”
produced by cuttlefish and other cephalopods are
formed in much the same way as melanins of skin.140a

Dopa is converted by at least some insects into N-
β-alanyldopamine, which is a preferred substrate for
the o-diphenol oxidase of the insect pupal cuticle.
Oxidation of this substrate plays a crucial role in the

hardening and darkening of the cuticle during pupal
tanning.141–142  There are many other oxidative reac-
tions of tyrosine side chains within proteins.  These
include coupling of free radicals formed by peroxidas-
es143 or ultraviolet light144,144a to form dityrosines and
other products.  The walls of yeast ascospores,145,146

the cements formed by reef-building annelids,147,148

and adhesive plaques of marine mussels149,149a all
contain polyphenolic proteins.  The 120-kDa “foot
protein” of the mussel Mytilus edulis consists of tan-
demly repeated decapeptides, each containing 2 resi-
dues of lysine, 1– 2 residues of dopa, 1– 2 residues of
trans-4-hydroxyproline, and 1 residue of trans-2,3, cis-
3,4-dihydroxyproline.149

5. Microbial Catabolism of Phenylalanine,
Tyrosine, and Other Aromatic Compounds

Bacteria and fungi play an essential role in the
biosphere by breaking down the many aromatic prod-
ucts of plant metabolism.150– 153  These include vast
amounts of lignin, alkaloids, flavonoid compounds,
and other biochemically “inert” substances.  Lignin is
a major constituent of wood and a plant product sec-
ond only to cellulose in abundance.

The chemical reactions used to degrade these
aromatic compounds are numerous and complex.  As
was mentioned in Chapter 16, some fungi initiate the
attack on lignin with peroxidases and produce soluble
compounds that can be attacked by bacteria.  In other
cases elimination reactions may be used to initiate
degradation.  For example, some bacteria release
phenol from tyrosine by β elimination (Fig. 14-5).
However, more often hydroxylation and oxidative
degradation of side chains lead to derivatives of
benzoic acid or of the various hydroxybenzoic
acids.150,151,154–155a

After the initial reactions many of the compounds
are channeled into one of the major pathways illus-
trated in Fig. 25-7.151,156,157  Dominant in aerobic bacte-
ria is the conversion to 3-oxodipate by one of the
two convergent pathways shown.  The products succi-
nate and acetyl-CoA are readily oxidized by the citric
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BOX 25-A  SKIN COLOR

The principal pigment of human skin, hair, and
eyes is melanin, which is synthesized in specialized
cells, the melanocytes.  They lie between the epi-
dermis (outer layer) and the dermis (inner layer) as
shown in Box 8-F.  Melanocytes originate from
embryonic nervous tissue and migrate into the skin
by the third month of fetal life.  They retain the
highly branched morphology of neurons.  Persons
of different races all have the same numbers of
melanocytes but the numbers and sizes of the pig-
mented melanosomes (Box 8-F) vary as does the
content and chemical composition of the melanin.a–d

Melanosomes not only are found in the dendrites of
the melanocytes but are transferred from them into
adjacent epithelial cells.e,f

Nevi (moles) are clusters of melanocytes that
start to appear in the third year of life.  They gradu-
ally increase in numbers but disappear in old age.
Freckles appear beginning at about age six in ge-
netically susceptible individuals.  They are regions
in which a higher concentration of melanin is
formed.a

Both hair and the iris of the eye are also pig-
mented by melanin.  Although dark eyes and dark
hair are more prevalent among persons with dark
skin there is no direct correlation.  This is only one
piece of evidence that the genetics of skin, eye, and
hair coloration is complex.  In mice over 150 differ-
ent mutations occurring at more than 50 distinct
genetic loci affect pigmentation.f  Melanin formation
begins with the action of tyrosinase.  The human
genome contains at least three genes for tyrosinase
and related proteins.b,g  The Tyr gene is absent in
oculocutaneous albinism, the lack of pigment in
eyes, hair, and skin.  The tyrosinase-related protein 2
(TRP2), which has been identified as dopachrome
tautomerase (see Fig. 25-6), is also a member of the
tyrosinase family.  Although a key enzyme in pig-
ment synthesis, the amount of tyrosinase or of
tyrosinase mRNA is the same in all skin types and
colors.h  Thus, differences in skin color must arise
from differences in regulation.

Regulation of melanin formation is achieved in
part by hormones, the melanocyte-stimulating
hormone (MSH or melanotropin) being the most
important.a,f,g  The 13-residue pituitary hormone
greatly increases pigmentation and stimulates dif-
ferentiation of melanocytes.  Other regulatory
influences arise from interleukins, prostaglandins,
interferons, tetrahydrobiopterins,h and protein
kinase C.i  Light also has a major effect, causing
rapid tanning, especially in darker skin.  Release of
NO and cyclic GMP may be involved.j

Melanin and phaeomelanins have an important
role in protecting skin from sunlight.  This includes
protection of light-sensitive vitamins, proteins, and
DNA and RNA.  The correlation of high pigmenta-
tion with the high intensity of light in tropical re-
gions may reflect this property.  Light-skinned
persons of northern and southern latitudes, where
light intensity is weaker, are less pigmented, allow-
ing more adequate synthesis of vitamin D in the
skin (Box 22-C).

A total lack of melanin as a result of a defective
Tyr gene is seen in oculocutaneous albinism.  Lack-
ing protection from sunlight by melanin, albino
individuals must shield their skin and eyes careful-
ly.  A second type of albinism results from mutations
in the P gene, known in the mouse as the “pink-
eyed dilution locus.”  In this condition synthesis of
phaeomelanin is not impaired.  Mutations in the KIT
gene, which encodes a tyrosine kinase receptor lead
to piebaldism, with white and dark splotched skin
(or fur in animals).b,k  While piebaldism is heredi-
tary, vitiligo is an acquired autoimmune disease
involving spotty loss of pigment and affecting 0.5 to
4% of the world’s population.  Melanocytes may be
present in the affected areas but are unable to make
melanin.h,l

a Lerner, A. B. (1961) Sci. Am. 205(Jul), 98 – 108
b King, R. A., Hearing, V. J., Creel, D. J., and Oetting, W. S. (1995)

in The Metabolic and Molecular Bases of Inherited Disease, 7th ed.,
Vol. 1 (Scriver, C. R., Beaudet, A. L., Sly, W. S., and Valle, D.,
eds), pp. 4353 – 4392, McGraw-Hill, New York

c Molnar, S. (1998) Human Variation, Races, Types and Ethnic
Groups, 4th ed., Prentice Hall, Upper Saddle River, New Jersey
(pp. 230 – 247)

d Robins, A. H. (1991) Biological Perspectives on Human Pigmenta-
tion, Cambridge Univ. Press, Cambridge

e Potterf, S. B., Muller, J., Bernardini, I., Tietze, F., Kobayashi, T.,
Hearing, V. J., and Gahl, W. A. (1996) J. Biol. Chem. 271, 4002 –
4008

f Hearing, V. J., and Tsukamoto, K. (1991) FASEB J. 5, 2902 – 2909
g Aroca, P., Urabe, K., Kobayashi, T., Tsukamoto, K., and Hear-

ing, V. J. (1993) J. Biol. Chem. 268, 25650 – 25655
h Schallreuter, K. U., Wood, J. M., Pittelkow, M. R., Gütlich, M.,

Lemke, K. R., Rödl, W., Swanson, N. N., Hitzemann, K., and
Ziegler, I. (1994) Science 263, 1444 – 1446

i Park, H.-Y., Russakovsky, V., Ohno, S., and Gilchrest, B. A.
(1993) J. Biol.Chem. 268, 11742 – 11749

j Roméro-Graillet, C., Aberdam, E., Biagoli, N., Massabni, W.,
Ortonne, J.-P., and Ballotti, R. (1996) J. Biol. Chem. 271, 28052 –
28056

k Schmidt, A., and Beermann, F. (1994) Proc. Natl. Acad. Sci.
U.S.A. 91, 4756 – 4760

l Overwijk, W. W., Lee, D. S., Surman, D. R., Irvine, K. R.,
Touloukian, C. E., Chan, C.-C., Carroll, M. W., Moss, B., Rosen-
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Figure 25-7  A few pathways of catabolism of aromatic substances by bacteria.

acid cycle and associated reactions.  Many different
compounds can be converted into the starting com-
pounds shown at the top of the figure.  Both D- and
L-mandelate, toluene, benzyl alcohol, L-tryptophan,
phenanthrene, naphthalene, and benzene can be

converted to catechol and be metabolized via the
catechol branch of the pathway.  Benzoate, p-toluate,
shikimate, and quinate can be metabolized via the
protocatechuate branch.  Halogenated compounds,
e.g., 3-chlorocatechol, may sometimes be degraded via

 Chapter 25 IND page - E 2/14/03, 1:59 PM1436



1437

the same pathways151,156 or in parallel or related path-
ways.157–158c  However, chlorine atoms are sometimes
eliminated as Cl– at some point in the process.159–160a

Other substrates, including m-hydroxybenzoate and
sometimes anthranilate, are degraded via the gentisate
pathway (Fig. 25-7).157,161  Both benzoate and pheny-
lacetate are sometimes degraded after conversion to
coenzyme A thioesters.161a,b

Dioxygenases play a major role in all of these
pathways of aromatic catabolism.  In most cases a
dioxygenase (Chapter 18) is required for the opening
of the benzene ring.  The pathways contain interesting
isomerization steps, some of which have been dis-
cussed in Chapter 13, Section B.  Microorganisms often
have alternative choices in the chemistry of their at-
tack.  For example, tyrosine can be converted by one
bacterium to homogentisate, as in animals (Fig. 25-5),
or by other bacteria to protocatechuate, homoproto-
catechuate, or gentisate (Fig. 25-7) before the ring is
opened.150  A single compound can be acted upon by
more than one dioxygenase.  Thus protocatechuate can
be opened by a 3,4-dioxygenase or by a 4,5-dioxygen-
ase (Fig. 18-22) leading to the branch point at proto-
catechuate in Fig. 25-7.

The initial hydroxylation of benzene, toluene, and
other alkylbenzenes is accomplished by multicompo-
nent aromatic ring dioxygenases that introduce two
oxygen atoms to form diols.158  Dioxygenation of
benzoate yields a diol that can be oxidatively decar-
boxylated by reaction with NAD+ (Eq. 25-7) to
form catechol.157,162  Toluene gives 3-methylcatechol

whose ring is, however, opened by an extradiol 2,3-
dioxygenase, a so called meta-cleavage.163,164  The
product, 2-hydroxy-6-oxohepta-2,4-dienoate, is
cleaved hydrolytically as indicated on the structure
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CH3

O

–

H2O

2-Hydroxy-6-oxohepta-2,4-dienoate

to give acetic acid and 2-hydroxypent-2,4-dienoate,
which can be further metabolized.  The hydrolytic
cleavage is unusual164 but is a β cleavage similar to the
C– C bond cleavage by ribulose bisphosphate carboxy-
lase (Eq. 13-48).  Toluene can also be oxidized via
benzoate through the β-oxoadipate pathway.

The plant acid S-mandelate must undergo conver-
sion to R-mandelate by action of a racemase (Fig. 13-5)
dehydrogenation, and side-chain cleavage as shown in
Eq. 25-8 to form benzoate before it can be metabolized
further.165

Although pseudomonads are well known for
aerobic decomposition of aromatic compounds, some
strains of Pseudomonas, as well as many other bacteria,
are able to degrade aromatic compounds under com-
pletely anerobic conditions.166,167  Benzoate can be
converted to benzoyl-CoA and the ring can be partial-
ly reduced in two ATP- and NADH-dependent reac-
tions (Eq. 25-9).  The first of these reduction steps is
unusual because ATP is apparently needed to drive
the reaction.166,166a,b  This is analogous to the need for
ATP in nitrogen fixation (Eq. 24-6, step b).

Toluene, 3-chlorobenzoate, cinnamate, and 2-
aminobenzoate can all be converted to benzoyl-CoA
and be metabolized via the pathway of Eq. 25-9.  Phe-
nol, cresol, coumarate, protocatechuate, and vanillate
can be converted to 4-hydroxybenzoyl-CoA and de-
graded in a similar fashion.166  The breakdown of
various forms of vitamin B6 by bacteria is described in
Section F (Eq. 25-24).

B.  Metabolism of Phenylalanine and Tyrosine
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6.  Quinic and Gallic Acids

Quinic acid, a compound accumulated by many
green plants, can be formed by reduction of 3-dehy-
droquinate (Eq. 25-2) in both plants and bacteria.
Quinic acid can be converted into useful industrial
products such as benzoquinone and hydroquinone,
and its production by bacteria provides a convenient
route to these compounds.168  In the main shikimate
pathway 3-dehydroquinate is dehydrated to 3-dehy-
droshikimate (Eq. 25-3).  The latter can be dehydrated

further to protocatechuate (Eq. 25-10) either nonen-
zymatically169 or by enzymatic action in bacteria.170

Protocatechuate can be decarboxylated enzymatically
to catechol, another compound of industrial value.170

Nonenzymatic oxidation of 3-dehydroshikimate (Eq.
25-10) yields gallate.169  Gallic acid derivatives are
important plant constituents, but the biosynthetic
origin has been obscure.171  Gallate is probably formed
from 3-dehydroshikimate as indicated in Eq. 25-10.172

Esters and other derivatives of gallic acid constitute
the hydrolyzable tannins.  These materials accumu-
late in the vacuoles of the plants and are also deposit-
ed in the bark along with the condensed tannins,
which are polymeric flavonoid compounds (Box 21-E).

7. The Metabolism of Phenylalanine and
Tyrosine in Plants

Some of the pathways of animal and bacterial
metabolism of aromatic amino acids also are used in
plants.  However, quantitatively more important are
the reactions of the phenylpropanoid pathway,173–174a

which is initiated by phenylalanine ammonia-lyase
(Eq. 14-45).175  As is shown at the top of Fig. 25-8, the
initial product from phenylalanine is trans-cinnam-
ate.  After hydroxylation to 4-hydroxycinnamate (p-
coumarate) and conversion to a coenzyme A ester,175a

the resulting p-coumaryl-CoA is converted into mono-,
di-, and trihydroxy derivatives including anthocyanins
(Box 21-E) and other flavonoid compounds.176  The
dihydroxy and trihydroxy methylated products are the
starting materials for formation of lignins and for a
large series of other plant products, many of which
impart characteristic fragrances.  Some of these are
illustrated in Fig. 25-8.

Benzoic and salicylic acids.  Two of the simplest
plant acids arising from trans-cinnamate are benzoic
acid, accumulated in plums and cranberries, and
salicylic acid, present in all green plants and accumu-
lated as methyl esters or glycosides in some plants,
e.g., those of the willow family.  Salicylic acid is made
by hydroxylation of benzoic acid,177 which can be
formed from trans-cinnamate by β oxidation as depict-
ed in Fig. 25-8, but it may also arise from isochoris-
mate as shown in Fig. 25-2.178  Salicylic acid plays
a central role in resistance of plants to a variety of
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Figure 25-8  Formation of some plant metabolites from phenylalanine and tyrosine via the phenylpropanoid pathway.
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diseases, a phenomenon called aquired systemic
resistance.179–181  A large number of defense-related
genes are induced by salicylate leading to increased
synthesis of phytoalexins, proteins, and lignins.  The
mechanism may be to inhibit catalases allowing the
level of H2O2 to rise.  Hydrogen peroxide not only is a
precursor to potent antimicrobial compounds as HOCl
(Eqs. 16-12, 16-13) and a participant in lignin synthesis,
but it may directly activate transcription of disease
resistance genes.182  This mode of action appears to
parallel an acute-phase response of the vertebrate
immune system through which H2O2 activates the
transcription factor NF-kB (Fig. 5-40; Chapter 28).182

It is possible that salicylate also has an effect on tran-
scription in the human body.183

Salicylic acid derivatives, such as aspirin (acetyl-
salicylic acid), have long been known as pain relievers
for the human body.  The major effect is thought to be
inhibition of a cyclooxygenase (Eq. 21-16).  Willow
bark has been known since the 18th century to contain
a pain reliever, which was identified as salicylate
esters and salicyl alcohol derivatives such as salicin.

Vanilla and other plant products. One of the
most widely used natural plant products is vanilla
extract, which is obtained from cured, unripe fruit of
the orchid Vanilla planifolia.  The curing process releas-
es vanillin and related compounds such as vanillic
acid and 4-hydroxybenzaldehyde from glycosides.
Because the flowers must be hand pollinated every
day, natural vanilla extract is extremely expen-
sive.184,185  Most vanillin used in flavoring is obtained
by hydrolysis of lignin, but production from glucose
using bacterially produced enzyme reactors is possi-
ble.185  Prince and Gunson, in an interesting article,184

described the use of mass spectrometry and 13C-
enriched synthetic vanillin in the battles to distinguish
natural vanilla extract from artificial mixtures of vanil-
lin and other compounds and to camouflage the latter.
Conversion of ferulic acid to vanillin in plants is ap-
parently accomplished by β oxidation of acyl-CoA
derivatives186 as indicated in Fig. 25-8.

The ubiquitous plant compound chlorogenic acid
(isolated from green coffee beans) is formed by trans-
esterification with the glycoside cinnamoyl-glucose.187

Coumaroyl-CoA is converted into monomeric and
dimeric amides with agmatine, which provides barley
plants with resistance to mildew.188  Similar com-
pounds with various polyamines and derived from p-
coumaric, caffeic, ferulic, or sinapic acid appear to
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function in plant development.  For example, caf-
feoylputrescine and caffeoyl-γ-aminobutyrate are
accumulated specifically in sex organs of tobacco
flowers.189

Lignin, lignols, lignans, and phenolic coupling.
Lignin is a complex material of relative molecular
mass greater than 10,000.  It is remarkably stable,
being insoluble in hot 70% sulfuric acid.  Lignin may
be described as a “statistical polymer of oxyphenyl-
propane units.”  It arises from oxidative coupling of
coniferyl and sinapyl alcohols (Figs. 25-8, 25-9) and
related monomers known as lignols.190–190c  The en-
zyme responsible for the polymerization may be a
peroxidase, which catalyzes formation of lignin from
the monomeric alcohols and H2O2.  A radical generat-
ed by loss of an electron from a phenolate anion of
coniferyl alcohol consists of a number of resonance
forms in which the unpaired electron may be present
not only on the oxygen but also at the positions
marked by asterisks in the following structure:

Coupling of such radicals yields a great variety of
products.  One type of dimerization gives the stable
ether linked pinoresorcinol (Eq. 25-11).  Through a
complex sequence of reactions, it can be converted
into other plant compounds including the phyto-
alexin plicatic acid, a major component of western
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Figure 25-9  Proposed structure of beech lignin.  There are 25 different C9 units, of which several can, to some extent, be
replaced by the three dimeric units in brackets.  Redrawn from Nimz,194 p. 317.

red cedar heartwood, and podophyllotoxin, found
in the poisonous roots of the May apple (Podophyllum
peltatum).191  The little yellow “apple” is edible.  Podo-
phyllotoxin is used in cancer treatment.  These dimeric
8,8'-carbon linked derivatives of lignols are called
lignans191a while oligomers linked in other ways are
neolignans.192  The lignols are also incorporated
covalently into suberin, a waxy layer of plant cell
walls.193

B.  Metabolism of Phenylalanine and Tyrosine
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BOX 25-B  THE CYANOGENIC GLYCOSIDES

Cyanide-containing glycosides are synthesized
by many higher plants including such crop plants as
sorghum, cassava, and white clover.a  The starting
compounds are L-amino acids, most often phenyla-
lanine, tyrosine, valine, or isoleucine.b  The follow-
ing sequence was proposed by Conn and others.b– f

The conversion to an N-hydroxyamino acid in the
first reaction (step a) is catalyzed by a cytochrome
P450 hydroxylase system requiring NADPH and O2.
The same enzyme catalyzes a second hydroxylation
that is followed by dehydration and decarboxyla-
tion (step b) to form an oxime.f  The oxime is
dehydrated to form a nitrile (step c) and a third
hydroxylation (step d) produces an α-hydroxynitrile
(cyanohydrin).  Glycosylation by transfer from
UDP-Glc or other sugar nucleotide (step e) forms
the cyanogenic glycoside.  If R = p-hydroxyphenyl
in the foregoing equation and the sugar is glucose
the product is dhurrin, present in sorghum.  In

a Vennesland, B., Castric, P. A., Conn, E.
E., Solomonson, L. P., Volini, M., and
Westley, J. (1982) Fed. Proc. 41, 2639–

b Conn, E. E. (1979) Nateuwissenschaften 66,
28– 34

c Moller, B. L., and Conn, E. E. (1980) J.
Biol. Chem. 255, 3049– 3056

d Moller, B. L., and Conn, E. E. (1979) J.
Biol. Chem. 254, 8575– 8583

e Andersen, M. D., Busk, P. K., Svendsen,
I., and Moller, B. L. (2000) J. Biol. Chem.
275, 1966– 1975

f Sibbesen, O., Koch, B., Halkier, B. A., and
Moller, B. L. (1995) J. Biol. Chem. 270,
3506 –3511

g Lauble, H., Miehlich, B., Förster, S.,
Wajant, H., and Effenberger, F. (2001)
Protein Sci. 10, 1015– 1022

h Lauble, H., Miehlich, B., Förster, S.,
Wajant, H., and Effenberger, F. (2002)
Biochemistry 41, 12043 – 12050

i Du, L., Lykkesfeld, J., Olsen, C. E., and
Halkier, B. A. (1995) Proc. Natl. Acad. Sci.
U.S.A. 92, 12505– 12509

j Newmark, J., Brady, R. O., Grimley, P.
M., Gal, A. E., Waller, S. G., and
Thistlethwaite, J. R. (1981) Proc. Natl.
Acad. Sci. U.S.A. 78, 6513–6516

k Ononogbu, I. C. (1980) Trends Biochem.
Sci. 5, X
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amygdalin, present in bitter almonds and in pits of
apricots, peaches, cherries, etc., two glucosyl units
in β-1,6 linkage (gentiobiose) are attached to mande-
lonitrile.

Cyanogenic glycosides generate free cyanide
by elimination when the glycosidic linkage is
hydrolyzed.a  This occurs with dhurrin at high pH
and with others at pH=1, 70 – 100°C.  Elimination
of cyanide from the hydroxynitriles is catalyzed
enzymatically.g,h  Another cytochrome P450 depen-
dent process utilizes oxidation to an oxime, as in
the foregoing scheme, but converts the oxime to a
glucosinolate in a two-step process.i

At one time amygdalin, sold as Laetrile, was
promoted as a treatment for cancer, presumably
based on the hope that the cancer cells would be
poisoned by the released cyanide.j  The tubers and
leaves of the cassava plant provide a major source of
food in many tropical countries.  However, unless

the cyanogenic glycosides are
removed by boiling the tubers
and pulping the leaves cassava is
very toxic.e,k

The lignols are synthesized within cells and are
thought to move out into cell walls, possibly as phe-
nolic glycosides.190c,195  Cell wall peroxidases or laccas-
es initiate polymerization.173  The previously discussed
lignans do not tend to polymerize, but other dimeric

forms do.  The dimers still contain hydroxyl groups
capable of radical formation and addition to other
units.  At least ten types of intermonomer linkage
other than that in the lignans are shown in Fig. 25-9.
Lignin represents an enormous potentially valuable
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industrial source of aromatic raw materials, whose
utilization has proved difficult.  Oxidative degradation
of lignin produces humic acid, an important organic
constituent of soils.196

Oxidative coupling of radicals derived from phe-
nols has a much wider role in nature than in lignin
formation.  Many alkaloids and other plant and fungal
metabolites are synthesized using this reaction.197

Tyrosine radicals are thought to be involved in forma-
tion of thyroxine (Eq. 25-6), melanin (Fig. 25-6),
crosslinkages of ferulic acid with polysaccharides
of plant cell walls,197a dityrosine, and other protein
crosslinkages (Section B,4).  Autocatalytic reaction of
tyrosine-derived aminoquinone radicals in the Cu2+-
containing active site of amine oxidases apparently
generates the mature prosthetic group topaquinone
(Eq. 15-53).198–198b  Oxidative coupling of tryptophanyl
or cysteinyl side chains generates tryptophan trypto-
phylquinone (p. 817) or cysteine tryptophylquinone
(CTA).198b,c  As discussed on pp. 885 – 886 the tyrosine-
cysteine thioether-bridged prosthetic groups of galac-
tose oxidase (Fig. 16-29) and several other enzymes are
also self-processing.198d,e

8.  Alkaloids

More than 12,000 miscellaneous nitrogen-contain-
ing compounds, known as alkaloids, are produced by
plants.174a,199  Alkaloids are often thought of simply as
end products of nitrogen metabolism in plants.  How-
ever, most plants do not make alkaloids, whereas
certain families of plants make many.  There are proba-
bly ecological reasons.200  Alkaloids often have potent
physiological effects on animals, and many have been
used as medicines from ancient times.  Some have
been prized through centuries as hallucinogens and
intoxicants.

There are several classes of alkaloids.  Among
these are purines such as xanthine and caffeine, ter-
penes (Chapter 22), polyketides (Chapter 21), and
alkaloids derived from amino acids.  The basic amino
acids ornithine, arginine, histidine, and lysine as well
as the aromatic amino acids, anthranilate, and nicoti-
nate are some of the starting materials.199,201  Robin-
son202,203 in 1917 recognized that many alkaloids are
derived directly from aromatic amino acids.  He pro-
posed that alkaloids arise from Mannich reactions
(Eq. 25-12) in which an amine and an aldehyde (proba-
bly through a Schiff base) react with a nucleophilic
carbon such as that of an enolate anion.  Many of the

amines are formed by decarboxylation of amino acids,
and the aldehydes may arise by oxidative decarbox-
ylation (transamination and decarboxylation) of amino
acids.  Thus, amino acids can provide both of the
major reactants for alkaloid synthesis.  Furthermore,
nucleophilic centers in the aromatic rings, e.g., in
positions para to hydroxyl substituents, are frequent
participants in the proposed Mannich condensations.
While Robinson’s ideas on alkaloid biosynthesis were
initially speculative, they have been confirmed by
isotopic labeling experiments and more recently by
isolation of the enzymes involved.  Nevertheless,
many questions remain.  The postulated aldehydes are
not proved intermediates.  The condensations with 2-
oxo acids may occur prior to decarboxylation.

An example is shown in Fig. 25-10.  Dopa is
decarboxylated to dopamine and is oxidized to 3,4-
dihydroxybenzaldehyde.  A Mannich reaction (via the
Schiff base as shown) leads to ring closure.  Oxidation
of the ring produces an isoquinoline ring, a structural
characteristic of a large group of alkaloids.  Methyla-
tion produces papaverine, found in the opium poppy.
A related alkaloid morphine (Fig. 25-10), at first
glance, appears dissimilar.  However, the biosynthetic
route is similar.  The initial Schiff base is formed from
tyramine.  Closure of the third ring together with
hydroxylation and methylation yield R-reticuline, a
precursor to many alkaloids.  Its two rings are then
oxidatively coupled through a C – C bond and an ether
linkage.204,204a S-Reticuline is the precursor to another
large family of alkaloids.205  The six-membered ring of
another alkaloid, colchicine (Box 7-D), originates from
phenylalanine, while the seven-membered tropolone
ring is formed from tyrosine by ring expansion.

C.  Metabolism of Tryptophan and Histidine

The biosynthesis of tryptophan is outlined in Fig.
25-2.  This amino acid not only assumes great impor-
tance in the structure and functioning of proteins but
is converted into hormones, both in animals and
plants, and into alkaloids in some plants.  Some of the
pathways are indicated in Figs. 25-11 and 25-12.

1.  The Catabolism of Tryptophan

 The primary catabolic pathway for tryptophan
in animal cells is initiated (step a, Fig. 25-11) by tryp-
tophan 2,3-dioxygenase (tryptophan pyrrolase;
Eq. 18-38).206  The enzyme is induced both by gluco-
corticoids and by tryptophan.207  The related indola-
mine 2,3-dioxygenase catalyzes the same reaction
of L-tryptophan but also acts on D-tryptophan and
other  substrates.  It has different tissue distribution
and reg- ulatory properties208 and may play a role in

C.  Metabolism of Tryptophan and Histidine
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inflammatory responses.206,209  An alternative path-
way of tryptophan breakdown takes place in intestinal
bacteria, which utilize tryptophan indolelyase (tryp-
tophanase) to eliminate indole (step b, Fig. 25-11).209a

The indole is hydroxylated to indoxyl, some of which
is absorbed into the bloodstream and excreted in the
urine as indoxyl sulfate.

Returning to the major tryptophan catabolic path-
way, marked by green arrows in Fig. 25-11, formate is
removed hydrolytically (step c) from the product of
tryptophan dioxygenase action to form kynurenine,
a compound that is acted upon by a number of en-
zymes.  Kynureninase (Eq. 14-35) cleaves the com-
pound to anthranilate and alanine (step d), while
transamination leads to the cyclic kynurenic acid
(step e).  The latter is dehydroxylated in an unusual
reaction to quinaldic acid, a prominent urinary excre-
tion product.

Another major pathway of kynurenine metab-
olism (step f, Fig. 25-11) is hydroxylation to 3-hydrox-

ykynurenine, which in turn can undergo transamina-
tion to the cyclic xanthurenic acid.   Xanthurenic acid
is excreted from the human body, but in the malaria
mosquito Anopheles gambia it acts as a mating factor for
the malaria parasite Plasmodium.210,211  In many insects,
including Anopheles,  3-hydroxykynurenine is a precur-
sor of insect eye pigments or ”omnochromes.”210,212–213a

3-Hydroxykynurenine also has neurotoxic proper-
ties.213a  (See p. 1796.)

Cleavage of 3-hydroxykynurenine by kynureni-
nase (step g, Fig. 25-11) forms 3-hydroxyanthranilate,
which is opened under the action of another dioxygen-
ase (step h) with eventual degradation to acetyl-CoA,
as indicated.  In insects the reactive 3-hydroxyanthra-
nilate is utilized in “tanning” reactions, e.g., coupling
to tyrosine residues to toughen insect cuticles and
walls of cocoons.214

Tryptophan is hydroxylated to 5-hydroxytryp-
tophan213b which is decarboxylated to serotonin (5-
hydroxytryptamine), an important neurotransmitter

Figure 25-10  The formation of some alkaloids and other
substances from tyrosine metabolites.
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Figure 25-11  Some catabolic reactions of tryptophan and synthetic reactions leading to NAD and NADP.

substance215,215a and a regulatory component of plants
and animals alike.216  In the pineal gland serotonin is
methylated and acetylated to melatonin, the pineal
hormone217– 221 (Fig. 25-12).

The following dangerous tryptophan derivative
was evidently formed in a fermentation used to pro-
duce tryptophan sold as a food supplement in 1990.
More than 1,500 persons became ill and 27 died,
perhaps as a direct result of toxicity of this com-
pound.222,223

C.  Metabolism of Tryptophan and Histidine
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Formation of NAD+ and NADP+. An alternative
pathway, marked by shaded green arrows in Fig. 25-
11, allows animals to form the nicotinamide ring of
NAD+ and NADP+ from tryptophan.224  The aldehyde
produced by the ring opening reaction of step h can
reclose (step i) to a pyridine ring in the form of quino-
linic acid.225  The latter, in a reaction that is also ac-
companied by decarboxylation, is coupled with a
phosphoribosyl group of PRPP to form nicotinate
mononucleotide.225a  Adenylylation produces deami-
do NAD, which is converted to NAD by a glutamine-
and ATP-dependent amination of the carboxyl
group.226

As indicated in Fig. 25-11, free nicotinic acid can
also be used to form NAD.  Not surprisingly, nicotinic
acid, an essential vitamin, is about 60 times more
efficient than tryptophan as a source of NAD.  Never-
theless, a high-tryptophan diet partially overcomes
a deficiency in dietary intake of nicotinic acid.  The
effectiveness of a diet containing only maize as a
source of protein in inducing the deficiency disease
pellagra (Box 15-A) is in part a result of the low tryp-
tophan content of maize protein.  Nicotinic acid is
rapidly converted in the liver to an amide with
glycine, nicotinuric acid.  Nicotinurate can be oxida-
tively cleaved by peptidylglycine monoxygenase to
nicotinamide227 in another alternative synthetic route
to NAD.

An alternative pathway for synthesis of quinoli-
nate from aspartate and a triose phosphate exists in
bacteria and in plants and provides the major route
of nicotinic acid synthesis in nature.  In E. coli the
reaction is catalyzed by two enzymes, one an FAD-
containing L-aspartate oxidase which oxidizes aspar-
tate to α-iminoaspartate.228  The latter condenses with
dihydroxyacetone-P to form quinolinate (Eq. 25-13).229

There are at least two other pathways for synthesis of
quinolinic acid as well as five or more salvage path-
ways for resynthesis of degraded pyridine nucleotide
coenzymes.224,230,231

Although quinolinic acid provides an important
source of nicotinamide coenzymes, in excess it is a
neurotoxic excitotoxin (Chapter 30) that has been

associated with epilepsy and with inflammatory
neuropathalogical conditions resulting from enceph-
alitis.213,232,233

Auxin.  The important plant hormone indole-3-
acetic acid (IAA; often called by the more general
name auxin) is partially derived by oxidative decar-
boxylation (Fig. 25-12, top) catalyzed by tryptophan-2-
monooxygenase,234–234b a flavoprotein similar to lysine
monooxygenase (Eq. 18-41).  The reduction product
indole-3-ethanol also occurs in plants and is metaboli-
cally active.235  However, most IAA in plants is not
formed from tryptophan but from some precursor,236,236a

perhaps indole-3-glycerol phosphate, which immedi-
ately precedes tryptophan in its biosynthesis (Fig. 25-
2).  Routes of synthesis from indole-3-acetonitrile,
indoleacetaldoxime,236b indole-3-glucosinolate (gluco-
brassicin), indole-3-pyruvate, and tryptamine have
also been reported.237–238a Nitrilases are found in

plants such as Arabidopsis thaliana238 and also in sym-
biotic bacteria such as Rhizobium.  Together with ami-
dases they convert the acetonitrile, acetaldoximes, or
acetamide derivatives to IAA,237 which is transported
throughout the plant.238b

About 95% of the IAA within plants is stored as
conjugated forms that include amides with various
amine acids and peptides239 and glycosyl deriva-
tives.240  The gall-forming Pseudomonas savastonoi
forms both IAA and conjugates such as Nε-(indole-3-
acetyl)-L-lysine, which aid these bacteria in colonizing
olive and oleander plants.241

As a hormone IAA has a broad range of effects on
plants, altering tissue differentiation, root growth, cell
elongation, and cell division.241a  The fastest observed
response is an effect on cell elongation, which can be
observed within 15–20 minutes.242  In A. thaliana IAACOO
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causes very rapid transcription of at least five
genes, one of which encodes 1-aminocyclopropane-
carboxylase (ACC) synthase (Eq. 14-27).243

Alkaloids from tryptophan. The alkaloid
harmine, which is found in several families of plants,
can be formed from tryptophan and acetaldehyde (or
pyruvate) in the same manner as is indicated for the
formation of papaverine in Fig. 25-10.  Some other
characteristic plant metabolites such as psilocybine,
an hallucinogenic material from the mushroom

Psilocybe aztecorum, are formed directly from serotonin
(Fig. 25-12).  For many years gramine from barley
was regarded as a curiosity because only one carbon
atom separates the nitrogen atom from the indole ring.
It is now believed that tryptophan is cleaved in a PLP-
dependent reaction analogous to that of serine trans-
hydroxymethylase (Eq. 14-30; Fig. 25-12).  Other alka-
loids arise in a more conventional fashion.  Condensa-
tion of an isopentenyl group on the indole ring of
tryptamine (Fig. 25-12) initiates the formation of lyser-
gic acid and other ergot alkaloids.244  The indole ring
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C.  Metabolism of Tryptophan and Histidine
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BOX 25-C  ROYAL PURPLE AND BLUE DENIM

Ancient people, including the Phoenicians,
Chinese, and Peruvians, discovered a dyeing pro-
cess that utilized secretions of certain marine mol-
luscs, animals that were also eaten as food.a  In
processes that were perhaps closely guarded secrets,
the molluscan secretions were heated for days in
vats with water, salt, and additional additives in-
cluding human urine, honey, etc.  When the mixture
was right, wool was dipped and allowed to air dry
in sunlight to give the famous royal purple colors.
In this ancient process as many as 10,000 molluscs
were used to produce one gram of the dye.a  In
other parts of the world blue dyes were generated
by fermentation of plants of the genus Indigofera and
also of the European woad plant.b,c

By 1909 the chemical nature of the royal purple
pigment dibromoindogotin (see scheme) had been
established and by 1897 synthetic indigo production
had already begun.  Ancient indigo dyeing utilized
the precursors, sulfate esters of indoxyl or of substi-
tuted indoxyl, metabolites of tryptophan (see Fig.
25-11).  The sulfate esters were hydrolyzed by the
sulfatase “purpurase” to give the tautomer of in-
doxyl that is shown in the accompanying scheme.
Atmospheric oxygen converts these compounds to
the corresponding oxidized dyes, the indigotins.
However, they are very insoluble and unsuitable
for dyeing.  In modern indigo dyeing to form such
fabrics as blue denim, the indigotin is reduced with
sodium dithionite, about 2 kg of the latter being
used to reduce 1 kg of the dye to the reduced leuco
form.c  Either wool or cotton can by dyed with this
reduced form, air oxidation returning the dye to the
blue oxidized form.

Ancient dyers also had to maintain the dye in
the reduced form.  In fermentations of the woad
plant a species of thermophilic Clostridium appar-
ently supplied the reducing agent.  Padden et al.
suggested that such bacterial reduction might be
used today to avoid pollution by the by-products of
dithionite reduction.c  Use of engineered bacteria to
form high yields of indole and indoxyl as a source

a McGovern, P. E., and Michel, R. H. (1990) Acc. Chem. Res. 23,
152

b Ensley, B. D., Ratzkin, B. J., Osslund, T. D., Simon, M. J.,
Wackett, L. P., and Gibson, D. T. (1983) Science 222, 167– 169

c Padden, A. N., Dillon, V. M., John, P., Edmonds, J., Collins, M.
D., and Alvarez, N. (1998) Nature (London) 396, 225

of indigoid precursors has also been suggested.b

One more complexity needs to be considered.
Some of the precursors are adducts (Y = – SCH3, –
SO2CH3 in the structures) and cannot be oxidized
directly to the indigotins.  Use of sunlight in a pho-
tochemical process was required in these cases.a
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of tryptophan is clearly visible in the structure of
reserpine (Fig. 25-12).  This compound from Rauwolfia
is of medical interest because of its effect in lowering
blood pressure and in depleting nervous tissues of
serotonin, dopamine, and noradrenaline.  Reserpine
also contains a benzene ring, which is derived from
tryptophan by a ring expansion.  The periwinkle
alkaloids, including the antitumor drug vincristine
(see Box 7-D), are formed by condensation of
tryptamine with the complex glycosidic aldehyde

secologamin.  Additional reactions form vincristine
and more than 100 other indole alkaloids.245,245a

Another group of plant metabolites derived from
tryptophan are cyclic hydroxamic acids whose names

N
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are often abbreviated to DIBOA and DIMBOA.  They
are part of the defense system of grasses against in-
sects and fungi.  DIBOA is the main hydroxamic acid
in rye while DIMBOA predominates in wheat and
maize.  The compounds arise from indole generated
from indole-3-glycerol-P followed by action of four
cytochrome P450 enzymes.246

2.  The Metabolism of Histidine

The biosynthesis of histidine, which might be
regarded as the “super catalyst” of enzyme active
centers, begins with a remarkable reaction of ATP, the
“super coenzyme” of cells.  The reaction is a displace-
ment by N-1 of the adenine ring on C-1 of PRPP (step
a, Fig. 25-13).  The resulting product undergoes a ring
opening reaction, step b, followed by an Amadori
rearrangement (step c).  The rearrangement product
is cleaved via reaction with ammonia released from
glutamine with formation of 5-aminoimidazole-4-
carboxamide, whose ribotide is an established inter-
mediate in the synthesis of ATP and other purines.
Here it is recycled via ATP (Fig. 25-13).  The other
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Figure 25-13  The biosynthesis of L-histidine.

C.  Metabolism of Tryptophan and Histidine

product of the cleavage contains the five carbons of
the original ribosyl group of PRPP, together with one
nitrogen and one carbon split out from the ATP mole-
cule and the nitrogen donated by glutamine.246a  Ring
closure (step e) forms the imidazole group, which is
attached to a glycerol phosphate molecule.  The glycer-
ol-P end of the molecule undergoes dehydration247

and ketonization of the resulting enol to a product,
which can be transaminated247a,b and dephosphorylat-
ed to histidinol.  Dehydrogenation of this alcohol
forms histidine.248–249a

Regulation of histidine synthesis.  In all, ten
different genes code for the enzymes of histidine
biosynthesis in Salmonella typhimurium.  They are
clustered as the histidine operon, a consecutive series
of genes which are transcribed into messenger RNA
as a unit.250,251  The gene symbols HisA, HisB, etc., are
indicated in Fig. 25-13, and their positions on the E.
coli gene map are indicated in Fig. 26-4.  The gene HisB
codes for a complex protein with two different enzy-
matic activities as shown in Fig. 25-13.

The presence of an excess of histidine in a bacterial
cell brings about repression of synthesis of all of the
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enzymes encoded in the histidine operon.  Details of
the functioning of this and other operons are consid-
ered in Chapter 28.  Histidine is also an allosteric
inhibitor for the first enzyme of the biosynthetic se-
quence, i.e., step a of Fig. 25-13.  Thus, instantaneous
inhibition of the biosynthesis occurs if an excess of
histidine accumulates.  Similar patterns of both repres-
sion and feedback inhibition exist for many of the
pathways of amino acid biosynthesis (Chapter 28).

Catabolism of histidine.  The first steps of the
major degradative pathway for histidine metabolism
have already been discussed.  Elimination of ammo-
nia, followed by hydration and ring cleavage to
formiminoglutamate, involves unusual reactions
(Eq. 25-14)252 which have been discussed earlier.
Transfer of the formimino group to tetrahydrofolic
acid and its further metabolism have also been consid-
ered (Chapter 15).

Other products from histidine include the hor-
monal substance histamine formed by decarboxyla-
tion, the oxidation product, imidazole acetic acid, and
Nδ- and Nε-methylhistidines.  Histamine plays a role
in release of gastric secretions and allergic responses
(Chapter 5).  Drugs (antihistamines) that inhibit its
release are in widespread use.  The unusual amino
acid diphthamide has an unknown function in pro-

.

tein synthesis, occurring within the peptide chain of
eukaryotic elongation factor 2 (Chapter 29).253  Its
biosynthesis from a specific histidine in EF-2 of all
eukaryotes and archaebacteria requires four molecules
of S-adenosylmethionine.  The first transfers the four-
carbon backbone of AdoMet to Cε1 of the histidyl
group, a nucleophilic displacement resembling that of
AdoMet-dependent C-methylation (Eq. 12-4).  This is
followed by transfer of three methyl groups, each from
AdoMet, and finally an ATP-dependent amidation of
the carboxyl group.253  Diphthamide is the target for
attack by diphtheria toxin (Box 29-A).

D.  Biosynthesis and Catabolism of Pyrimidines

L-Aspartate contributes four of the six ring atoms
of pyrimidines including the nitrogen.  The α-carbox-
ylate group is eventually lost as CO2, the decarbox-
ylation helping to drive the synthetic sequence.  Six
enzymatic steps are required to form the product
uridine 5'-phosphate (UMP) as shown in Fig. 25-14,
steps a– f.  UMP is then converted on to the cytidine,
uridine, and thymidine nucleotides as shown.  This
pathway of pyrimidine synthesis has been conserved
throughout evolution and is used by all but a few
specialized organisms.254– 258  The first step is synthesis
of carbamoyl phosphate by the glutamine-dependent
carbamoyl phosphate synthetase, an allosteric enzyme
discussed in Chapter 24 (Eq. 24-22).259–260a  The next
step is transfer of the carbamoyl group to aspartate
(Fig. 25-14, step b).  The product is able to cyclize
immediately (step c) by elimination of water to form
dihydroorotate.260a  The highly controlled aspartate
carbamoyltransferase has been discussed in Chapters
7 and 11.  Although this is a monofunctional enzyme
in bacteria, it is fused with two other proteins in mam-
malian cells.  The resulting multifunctional enzyme
(with 240-kDa subunits) catalyzes three consecutive
steps:  the synthesis of carbamoyl phosphate, the
carbamoyltransferase reaction, and the Zn2+-depen-
dent ring-closing reaction that forms dihydrooro-
tate.261,262  This cyclic product is oxidized to orotate
(Fig. 25-14, step d) by a flavoprotein oxidase, which
in mammals utilizes ubiquinones as electron accep-
tors.263– 265a  A displacement reaction with PRPP (Fig.
25-14, step e; see also Fig. 25-13, step a) converts it into
orotidine 5'-phosphate266,267 with release of PPi.
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way.  Phosphorylation with ATP in two steps produces
UDP and UTP.  The cytosine nucleotides are formed
from UTP, the initial step being amination to CTP
(step h, Fig. 25-14).  This reaction resembles in many
respects the conversion of citrulline to arginine, which
depends upon ATP and involves transfer of the nitro-
gen of aspartate (Eq. 24-23).  However, in the forma-
tion of CTP glutamine serves as the nitrogen donor
(NH4

+ can substitute).  Observation of positional

1.  Synthesis of Pyrimidine Nucleotides

Orotidine 5'-phosphate undergoes an unusual
decarboxylation (Fig. 25-14, step f ), which apparently
is not assisted by any coenzyme or metal ion but is
enhanced over the spontaneous decarboxylation rate
1017-fold.  No covalent bond formation with the en-
zyme has been detected.268  It has been suggested that
the enzyme stabilizes a dipolar ionic tautomer of the
substrate.  Decarboxylation to form an intermediate
ylid would be assisted by the adjacent positive
charge.269,270  Alternatively, a concerted mechanism
may be assisted by a nearby lysine side chain.270a–d

Hereditary absence of this decarboxylase is one cause
of orotic aciduria.  Treatment with uridine is of some
value.271

We see that uridine 5'-phosphate (UMP) is
formed from aspartate in a relatively direct and simple
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isotope exchange with [γ-18O4]ATP suggested the
occurrence of an enolic phosphate intermediate (Eq.
25-15)272 as had also been suggested for adenylosucci-
nate synthase (Fig. 25-15, step k).  CTP is incorporated
directly into RNA and into such metabolic intermedi-
ates as CDP- choline, or it can be dephosphorylated to
CDP (Fig. 25-14, step i).  It is CDP that serves as the
principal precursor for the deoxyribonucleotides
dCDP and thymidine diphosphate (dTTP).

Deoxyribonucleotides. A chain involving
NADPH, a flavoprotein, thioredoxin, and ribonucle-
otide reductase converts either the ribonucleoside
diphosphates or triphosphates to the corresponding
2-deoxy forms (step j, Fig. 25-14) as indicated in
Eq. 25-16.

Ribonucleotide reductases are discussed in Chap-
ter 16.  Some are iron-tyrosinate enzymes while others
depend upon vitamin B12, and reduction is at the
nucleoside triphosphate level.  Mammalian ribonucle-
otide reductase, which may be similar to that of E. coli,
is regarded as an appropriate target for anticancer
drugs.  The enzyme is regulated by a complex set of
feedback mechanisms, which apparently ensure that
DNA precursors are synthesized only in amounts
needed for DNA synthesis.273  Because an excess of
one deoxyribonucleotide can inhibit reduction of all

ribonucleoside diphosphates, DNA synthesis can be
inhibited by deoxyadenosine or by high levels of
thymidine, despite the fact that both compounds are
precursors of DNA.

Phosphorylation of dCDP to dCTP (step k, Fig. 25-
14) completes the biosynthesis of the first of the pyrim-
idine precursors of DNA.  The uridine nucleotides
arise in two ways.  Reduction of UDP yields dUDP
(step j’, Fig. 25-14).  However, the deoxycytidine nucle-
otides are more often hydrolytically deaminated (reac-
tions l and l’).274  Methylation of dUMP to form
thymidylate, dTMP (step n, Fig. 25-14), is catalyzed
by thymidylate synthase.  The reaction involves trans-
fer of a 1-carbon unit from methylene tetrahydrofolic
acid with subsequent reduction using THF as the
electron donor.  A probable mechanism is shown in
Fig. 15-21.  See also Box 15-E.  Some bacterial transfer
RNAs contain 4-thiouridine (Fig. 5-33).  The sulfur
atom is introduced by a sulfurtransferase (the ThiI
gene product in E. coli).  The same protein is essential
for thiamin biosynthesis (Fig. 25-21).274a

Formation of dUMP in eukaryotes may occur by
hydrolytic removal of phosphate from dUDP or from
the conversions dCDP → dCMP → dUMP (steps k’
and l’, Fig. 25-14).  A more roundabout pathway is
employed by E. coli:  dCDP → dCTP → dUTP →
dUMP (steps k, l, and m, Fig. 25-14).  One of the
intermediates is dUTP.  DNA polymerases are able to
incorporate dUMP from this compound into polynu-
cleotides to form uracil-containing DNA.  The only
reason that this does not happen extensively within
cells is that dUTP is rapidly converted to dUMP by a
pyrophosphatase (step m, Fig. 25-14).  The uracil that
is incorporated into DNA is later removed by a repair
enzyme (Chapter 27).  The presence of dUTP in DNA
provides the basis for one of the most widely used
methods of directed mutation of DNA (Chapter 26).

Bacteriophage-induced alterations in metabo-
lism. Interesting alterations in nucleotide metabolism
occur in cells of E. coli infected by T-even bacterio-
phage.  Genes carried by the phage are transcribed,
and the corresponding proteins are synthesized by the
host cell.273  A number of these viral gene products are
enzymes affecting nucleotide metabolism.  One en-
zyme catalyzes the hydrolytic conversion of dCTP
to dCMP, and another promotes the synthesis of 4-
hydroxymethyl-dCMP.  Such virus-specified enzymes
may be appropriate target sites for antiviral drugs.

2. Catabolism of Pyrimidine Nucleotides and
Nucleosides

Nucleic acids within cells, as well as in the diges-
tive tract, are continually under attack by many nu-
cleases.  Messenger RNA is degraded, often quite
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rapidly, as an essential part of the control of protein
synthesis.  Although DNA is very stable, nucleases are
called upon to cut out damaged segments of single
strands as part of essential repair processes (Chapter
27).  Thus, there is an active breakdown of polynucle-
otides to mononucleotides, which are hydrolyzed to
nucleosides by phosphatases.  Nucleosides are con-
verted to free bases by the action of nucleoside phos-
phorylases (Eq. 25-17).  The further degradation of

cytosine is initiated by deamination to uracil.274b,c

Catabolism of uracil starts with reduction by NADPH
according to Eq. 25-18 to form �-alanine.275,275a  The
latter can be oxidatively degraded to malonic semial-
dehyde and malonyl-CoA (see Fig. 17-3),276 but it also
serves as a biosynthetic precursor of pantothenic acid
and coenzyme A (Eq. 24-38) and of the peptides car-
nosine and anserine.

Thymine undergoes degradation in a pathway
analogous to that of Eq. 25-18, but with the formation
of 3-aminoisobutyrate.  The latter can be oxidatively
converted to methylmalonate (Eq. 25-19), which can
enter the methylmalonyl pathways (Fig. 17-3).

3.  Reuse or Salvage of Nucleic Acid Bases

Almost all organisms except for protozoa synthe-
size nucleotides via the de novo pathways of Figs. 25-14
and 25-15.  However, they also receive nucleotides,
nucleosides, and free nucleic acid bases from catabo-
lism of RNA and DNA.  Both the synthetic and degra-
dative pathways are carefully controlled by cells to
ensure that they can grow and repair their nucleic
acids and not be inhibited by accumulation of an
excess of any component.  Furthermore, animals re-
ceive an additional supply of preformed bases from
their foods.  Protozoa receive all of their bases in this
way.  A large set of enzymes is needed to break down
the nucleotides and nucleosides.  Another group of
enzymes resynthesize nucleotides through salvage
pathways.273,277  This keeps levels of inhibitory com-
pounds low, and at the same time produces a small
constant pool of nucleotide triphosphates ready for
use in nucleic acid synthesis.  These pathways are
summarized in a general way in Eq. 25-20, which uses
dark green arrows for biosynthetic pathways, light
green for salvage, and black for degradative reactions
(after Kornberg and Baker273).  The very active salvage
pathways of protozoa have provided a variety of
targets for inhibitors aimed at parasitic protozoa such
as trypanosomes and Toxoplasma gondii.  The target
enzymes often have structures sufficiently different
from the corresponding human enzymes to allow for
design of selective inhibitors that can serve as
drugs.278,279

Just as orotic acid is converted to a ribonucleo-
tide in step e of Fig. 25-14, other free pyrimidine and
purine bases can react with PRPP to give monoribo-
nucleotides plus PPi.  The reversible reactions, which
are catalyzed by phosphoribosyltransferases (ribo-
nucleotide pyrophosphorylases), are important com-
ponents of the salvage pathways by which purine and
pyrimidine bases freed by the degradation of nucleic
acids are recycled.273  However, thymine is usually
not reused.  Thymine will react with deoxribose
1-P to form thymidine plus inorganic phosphate (thy-
midine phosphorylase), and thymidine is rapidly

D.  Biosynthesis and Catabolism of Pyrimidines

Nucleoside

Pi

Free base

Ribose 1-P
or deoxyribose 1-P (25-17)

HN

NO

O

H2N H
COO

O

H

H

Uracil
NADPH

5,6-Dihydrouracil

H3N
COO

H2O

β-Ureidopropionate

+ –

–

NH4
+ + CO2

β-Alanine (25-18)

H4N
COO

HH3C

OOC
COO

HH3C

+ –

–
–

(25-19)

Coenzymes RNA DNA

Ribonucleotides Deoxyribonucleotides

DeoxyribonucleosidesRibonucleosides

Nucleic
acid

bases

Kinases

De novo
synthesis

PRPP

(25-20)

 Chapter 25 IND page - E 2/14/03, 2:00 PM1453



1454 Chapter 25.  Metabolism of Aromatic Compounds and Nucleic Acid Bases

(25-21)

phosphorylated by the action of successive kinases to
dTTP; a substrate for DNA polymerases.273  This has
allowed  biochemists to introduce radioactive thymine
or thymidine into the DNA of an organism, an impor-
tant experimental tool.  Another important reaction of
the salvage pathways for pyrimidines is the conver-
sion of cytosine to uracil, the same kind of hydrolytic
deamination represented by step l in Fig. 25-14.

E.  Biosynthesis and Metabolism of Purines

The first decisive experiments shedding light on
the biosynthetic origins of purines were done with
pigeons, which form large amounts of uric acid.  La-
beling experiments established the complex pattern
indicated in the box in the upper left-hand corner of
Fig. 25-15.  Two carbon atoms were found derived
from glycine, one from CO2, and two from formate.
One nitrogen came from glycine, two from glutamine,
and one from aspartate.  In the case of adenine, the 6-
NH2 group was also found derived from aspartate.

1.  The Enzymatic Reactions of Purine Synthesis

The detailed biosynthetic pathway, for which
enzymes have now been isolated and studied, is indi-
cated in Fig. 25-15.  The first “committed step” in
purine synthesis is the reaction of PRPP with gluta-
mine to form phosphoribosylamine (step a).280,281

This is another glutamine-dependent amination, pyro-
phosphate being displaced by ammonia generated in
situ from glutamine.  The amino group of the interme-
diate so-formed is coupled with glycine in a standard
manner (step b),282 and the resulting product is form-
ylated by 10-formyltetrahydrofolate (step c).283– 285b

The latter can be generated from free formate,286 ac-
counting for the labeling pattern indicated in the box
in Fig. 25-15.  For many years it was accepted, incor-
rectly, that 5,10-methenyl-THF was the formyl donor
for this reaction.

In step d of Fig. 25-15 a second glutamine-
dependent amination takes place, possibly through
aminolysis of an intermediate enol phosphate.  An
ATP-requiring ring closure and tautomerization (step
e) serve to complete the formation of the imidazole
ring.287,287a  In many, perhaps all, eukaryotes a single
multifunctional enzyme catalyzes steps b, c, and e of
Fig. 25-15.  The chicken enzyme has ~ 110-kDa sub-
units.288  The product is a ribonucleotide of 5-amino-4-
imidazole-4-carboxamide, (AIR), a compound that was
isolated in 1945 from cultures of E. coli treated with
sulfonamides.  The latter are important drugs which
are antagonists of p-aminobenzoate (Box 9-C) and
interfere with completion of purine synthesis.  This
deprives the bacterial cells of essential folic acid deriv-

atives.  Its structure immediately suggested that 5-
aminoimidazole-4-carboxamide might be a purine
precursor.  Later it was shown that it is actually the
corresponding ribonucleotide (AIR or ZMP) that lies
on the main route of purine synthesis.  It also is an
intermediate in the biosynthesis of thiamin (Fig. 25-
21).  Free 5-aminoimidazole-4-carboxamide partici-
pates in formation of histidine (Fig. 25-13).

The trinucleotide ZTP also accumulates, not only
in bacteria but also in many eukaryotic cells. Bochner
and Ames suggested it may be an alarmone signaling
a deficit of folate coenzymes in the cell and causing a
shutdown of protein synthesis.  ZTP is synthesized by
an unusual reaction, transfer of a pyrophosphate
group from PRPP (phosphoribosyl pyrophosphate).

ZMP + PRPP → ZTP + Ribose 5'-P

This is similar to the reaction by which guanosine 5'-
diphosphate 3'-diphosphate (ppGpp) is formed from
GDP and ATP (Eq. 29-11).

In the next step of purine synthesis (Fig. 25-15,
step f ) a molecule of CO2 is incorporated in an unusu-
al type of carboxylation.  It is shown in Fig. 25-15 as a
single-step direct reaction of CO2 with AIR.  However,
in many organisms it is a two-step ATP-dependent
reaction to form a compound carboxylated on the 5-
amino group.  This rearranges289–290a to the product
shown in Fig. 25-15.

While the arrows on the foregoing structure suggest a
possible mechanism of rearrangement, the implied
four-membered ring transition state makes it unlikely.
The reaction resembles biotin-dependent carboxyla-
tions, suggesting the possibility that the carboxylate
releases CO2, which moves and rebinds while trapped
within a closed active site.290  In a two-step amination
reaction (steps g and h) nitrogen is transferred from
aspartate in a manner strictly comparable to that in
urea synthesis in which argininosuccinic acid is an
intermediate (Fig. 24-10).  As in urea formation, the
carbon skeleton of the aspartate molecule is eliminated
as fumarate (step h), leaving the nitrogen in the purine
precursor.  The final carbon atom is added from 10-
formyltetrahydrofolic acid (step i).291–292b  Spontaneous
ring closure is followed by dehydration to inosine 5'-
phosphate (IMP, inosinic acid), step j.  Steps i and j
are catalyzed by a single bifunctional enzyme.

IMP is converted via two different pathways to
either AMP or GTP.  Conversion to AMP (Fig. 25-15,
steps k and l) occurs via another two-step aspartate-
dependent amination.292c,d  The intermediate is 
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adenylosuccinate.293–294b  Positional isotope exchange
studies using [γ-18O]GTP suggested that the enolic 6-
phospho-IMP is an intermediate comparable to that

in Eq. 24-23.295,296  X-ray studies have confirmed the
prediction.297  An NAD+-dependent oxidation converts
IMP to the corresponding xanthine ribonucleotide

E.  Biosynthesis and Metabolism of Purines

Figure 25-15 Biosynthesis of purine nucleotides from ribose 5'-phosphate.
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(step m),297a– d which is aminated in a glutamine-
dependent process,298– 300 as indicated (step n).

Synthesis of purines is under complex control.273

Some of the mechanisms found in bacteria are out-
lined in Fig. 25-16.  Both feedback inhibition and acti-
vation are involved.  Very important is the fact that
GTP is needed in the synthesis of ATP, and that ATP
is needed for synthesis of  GTP.  This kind of control
ensures that an excess of either nucleotide will not be
formed for long.  In bacteria all of the final end prod-
uct nucleotides inhibit the initial reaction of step a in
Fig. 25-15.

Modified purine nucleosides are important con-
stituents of transfer RNAs (Fig. 5-33; Chapter 28,
Section A,7).  Among them are the 7-deazaguanosines
queuosine (Fig. 5-33) and archaeosine, which con-
tains a 7-formamidino group.  These nucleosides are
incorporated into tRNAs by an exchange mechanism
catalyzed by tRNA-guanine transglycosylase.  This
exchanges a precursor of queuine (7-aminomethyl-7-
deazaguanine) for guanine in selected residues in
the tRNAs.  In eukaryotic tRNAs free queuine is
exchanged into the tRNAs whereas in Archaea the
archaeosine precursor is incorporated.301a,b  The con-
version of the precursors to the final modified bases
occurs in the tRNAs (Eq. 28-4).  Many other purine
derivatives are found in nature, e.g., puromycin (Box
29-B), which is formed from adenosine.301c

2. The Purine Nucleotide Cycle and Salvage
Pathways for Purines

Muscular work is accompanied by the production
of ammonia, the immediate source of which is adeno-
sine 5'-phosphate (AMP).301,302  This fact led to the
recognition of another substrate cycle (Chapter 11) that
functions by virtue of the presence of a biosynthetic
pathway and of a degradative enzyme in the same
cells (cycle A, Fig. 25-17).  This purine nucleotide
cycle operates in the brain303,304 as well as in muscle.
The key enzyme 5'-AMP aminohydrolase (AMP deam-
inase; step a, Fig. 25-17) also occurs in erythrocytes
and many other tissues.304,305  Persons having normal
erythrocyte levels but an absence of this enzyme in
muscles suffer from muscular weakness and cramping
after exercise.306

Purine bases from ingested foods, or formed by
catabolism of nucleic acids, are able to react with PRPP
under the influence of phosphoribosyltransferases.306a

Two such enzymes are known to act on purines.  One
converts adenine to AMP (Fig. 25-17, step b) and also
acts upon 5-aminoimidazole-4-carboxamide.  This
enzyme may be especially important to parasitic pro-
tozoa such as Leishmania, which lack the de novo path-
way of purine synthesis (Fig. 25-15).278,306b

AMP can be converted by the action of AMP 5'-
nucleotidase to adenosine (step c, Fig. 25-17), which is
thought to be an important local hormone or second
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messenger.307– 309  Adenosine has a variety of effects on
all organs of an animal.  It affects heart rate, smooth
muscle tone, and white blood cell function.  It modu-
lates the catabolic effects of hormones such as cate-
cholamines and stimulation of the anabolic hormone
insulin.309  Adenosine receptors of at least three types
are known.310,311 Binding of adenosine to A1 receptors
inhibits adenylate cyclase, while binding to A2 recep-
tors stimulates this enzyme.307  However, effects
of adenosine on K+ transport are probably more
important.

Deamination of adenosine (step d) together with
reconversion of the resulting inosine to IMP (steps e
and f ) completes a second cycle (cycle B, Fig. 25-17).
Intense interest has been focused on adenosine deami-
nase because hereditary lack of this enzyme is linked
to a severe immunodeficiency in which the numbers of
B and T lymphocytes are inadequate to combat infec-
tion.312  Until recently bone marrow transplantation in
infancy was the only possible treatment for this other-
wise fatal disease.  Regular injections of adenosine
deaminase covalently attached to polyethylene glycol
(to delay removal from the bloodstream) have been
used for some patients.  Since 1990 gene therapy,
transfer of an adenosine deaminase gene into white
blood cells, has also been used with apparent suc-
cess.313– 315  This topic is discussed in Chapter 31. Ade-
nosine deaminase is a 40-kDa protein,316,317 which
exists as a complex with a large 200-kDa binding
protein315 which anchors the deaminase to cell
membranes.

The basic cause of the severe immunodeficiency
symptoms is uncertain.  However, adenosine deami-
nase also catalyzes hydrolysis of 2'-deoxyadenosine,
and in the absence of the enzyme both this compound
and its trinucleotide precursor 2'-deoxy-ATP (dATP)
accumulate in tissues.312  Ribonucleotide reductase is

allosterically inhibited by dATP, and this inhibition
may interfere with DNA synthesis and with the rapid
growth of lymphocytes needed in response to infec-
tions.  Since T lymphocytes are more severely affected
than B lymphocytes, it is necessary to postulate a
difference in the extent to which these two cell types
accumulate dATP.

The conversions of inosine to hypoxanthine (Fig.
25-17, step e), of guanosine to guanine (step g), and of
other purine ribonucleosides and deoxyribonucleo-
sides to free purine bases are catalyzed by purine
nucleoside phosphorylase.318– 321b  Absence of this
enzyme also causes a severe immune deficiency which
involves the T cells.  However, B cell function is not
impaired.312,315,322

The last enzyme in cycle B of Fig. 25-17 (catalyzing
step f and also step b) is the X-linked hypoxanthine-
guanine phosphoribosyltransferase (HGPRT or
HPRT).322a,b  Its absence causes the Lesch–Nyhan
syndrome characterized not only by overproduction of
uric acid but by a serious disorder of the central ner-
vous system.  It causes both mental retardation and a
compulsive form of self-mutilation of the gums and
hands by biting.323– 325  The excessive production of
uric acid is easy to understand because the accumu-
lating hypoxanthine and guanine are both readily
converted to uric acid by the reactions of Fig. 25-18.
Patients with a partial deficiency in HGPRT escape the
worst neurological symptoms but may have severe
gouty arthritis (Box 25-D ).326  Efforts are being made
to treat the disease by gene transfer.327

Trypanosomes and other parasitic protozoa are
unable to synthesize purines and must obtain them
from their hosts using salvage pathway.  Selective
inhibition of their HGPRT or of nucleoside hydrolases,
which are absent from mammalian cells, are goals of
drug development.327a,b

F.  Pterins, Flavins, Dimethylbenzimidazole, Thiamin, and Vitamin B6
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Figure 25-18  Pathways of catabolism of purine nucleotides, nucleosides, and free bases.  Spiders excrete xanthine while
mammals and birds excrete uric acid.  Spiders and birds convert all of their excess nitrogen via the de novo pathway of Fig. 25-
15 into purines.  Many animals excrete allantoin, urea, or NH4

+.  Some legumes utilize the pathway marked by green arrows in
their nitrogen transport via ureides.
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BOX 25-D  GOUT

A common metabolic derangement with an
incidence of ~3 per 1000 persons is hyperuricemia
or gout.a,b  As with most metabolic defects, there is
a family of diseases ranging from mild to severe.  In
acute gouty arthritis, a sudden attack occurs, usual-
ly in the night, when sodium urate crystals precipi-
tate in one or more joints.  In half the cases the
victim is awakened by a terrible pain in the big toe.
The disease most often strikes adult males.  The
heredity is apparently complex and not fully under-
stood.  The primary biochemical defect in gout is
usually an overproduction of uric acid which, in
some cases, may result from an overactive PRPP
synthase.c  In other cases a kidney defect interferes
with excretion.  The less severe saturnine gout,
which occurs in relatively young persons of both
sexes, is a result of chronic lead poisoning.  It may
involve deposition of guanine in the joints as a
result of inhibition by Pb2+ of guanine aminohydro-
lase, the enzyme that hydrolyzes guanine to xan-
thine (Fig. 25-18).d

If properly controlled, simple gout may have
few adverse effects.  However, the severe neurologi-
cal symptoms of Lesch–Nyhan syndrome (Section
E,2 of text)e cannot be corrected by medication.
Colchicine (Box 7-D), in a manner which is not
understood, alleviates the painful symptoms of gout
caused by the deposits of sodium urate in joints and
tissues.  It is also important to keep the dietary
purine intake low and it is often necessary to inhibit
xanthine oxidase.  A widely used and effective
inhibitor is the isomer of hypoxanthine known as
allopurinol, which is taken daily in amounts of 100
– 600 mg or more.

Allopurinol and its oxidation product oxypurinol, a
xanthine analog, both inhibit xanthine oxidase and
patients receiving allopurinol excrete much of their
purines as xanthine and hypoxanthine.  Nucleotide
derivatives of oxypurinol also inhibit the de novo
purine biosynthetic pathway.  The accumulating
hypoxanthine is reused to a greater extent than
normal, decreasing the total purine excretion.  A
number of other drugs stimulate increased excretion
of uric acid.e  Although many patients tolerate
allopurinol for many years, some experience dan-
gerous side effects.

a Becker, M. A., and Roessler, B. J. (1995) in The Metabolic and
Molecular Bases of Inherited Disease, 7th ed., Vol. 2 (Scriver, C. R.,
Beaudet, A. L., Sly, W. S., and Valle, D., eds), pp. 1655 – 1677,
McGraw-Hill, New York

b Kelley, W. N., and Wyngaarden, J. B. (1972) in The Metabolic
Basis of Inherited Disease, 3rd ed. (Stanbury, J. B., Wyngaarden, J.
B., and Fredrickson, D. S., eds), pp. 969 – 1002, McGraw-Hill,
New York

c Becker, M. A., Kostel, P. J., and Meyer, L. J. (1975) J. Biol. Chem.
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3.  Oxidative Metabolism of Purines

As indicated in Fig. 25-18, free adenine released
from catabolism of nucleic acids can be deaminated
hydrolytically to hypoxanthine, and guanine can be
deaminated to xanthine.328  The molybdenum-contain-
ing xanthine oxidase (Chapter 16) oxidizes hypoxan-
thine to xanthine and the latter on to uric acid.  Some
clostridia convert purine or hypoxanthine to xanthine
by the action of a selenium-containing purine hydrox-
ylase.328a  Another reaction of xanthine occurring in
some plants is conversion to the trimethylated deriva-
tive caffeine.328b  One of the physiological effects of
caffeine in animals is inhibition of pyrimidine synthe-
sis.329  However, the effect most sought by coffee
drinkers may be an increase in blood pressure caused
by occupancy of adenosine receptors by caffeine.330

Uric acid is the end product of purine metabolism
in the human.  Spiders excrete xanthine,331,332 but in
most animals urate oxidase converts uric acid to
allantoin.  Although urate oxidase contains no coen-
zymes or metal cofactors,333 it catalyzes the reaction
with O2 to form a peroxide (Eq. 25-22),334,335 a reaction
resembling that of a reduced flavin (Eq. 15-31) or a
reduced pterin.  As in these other cases there may be
an initial electron transfer between O2 and urate to
form a radical pair which couple.  Elimination of
H2O2, a feature also of flavoprotein oxidases, accom-
plishes oxidation of the urate ring.  Hydration, ring
opening, and decarboxylation complete the conversion
to allantoin.  The ease of formation of urate radicals
permits uric acid to act as an effective oxidant.  This
may account for the fact that we long-lived human
beings retain a high internal urate concentration.335a,b

F.  Pterins, Flavins, Dimethylbenzimidazole, Thiamin, and Vitamin B6

 Chapter 25 IND page - E 2/14/03, 2:01 PM1459



1460 Chapter 25.  Metabolism of Aromatic Compounds and Nucleic Acid Bases

Allantoin is the excretory product in most mam-
mals other than primates.  Most fish hydrolyze allan-
toin to allantoic acid, and some excrete that com-
pound as an end product.  However, most continue
the hydrolysis to form urea and glyoxylate using
peroxisomal enzymes.336  In some invertebrates the
urea may be hydrolyzed further to ammonia.  In or-
ganisms that hydrolyze uric acid to urea or ammonia,
this pathway is used only for degradation of purines
from nucleotides.  Excess nitrogen from catabolism of
amino acids either is excreted directly as ammonia or
is converted to urea by the urea cycle (Fig. 24-10).

Plants also form the ureides allantoin and allanto-
ic acid, and in some legumes, such as soy beans, these
compounds account for 70 – 80% of the organic nitro-
gen in the xylem.  They appear to function in nitrogen
transport.337  As indicated in Fig. 25-18, the hydrolysis
to glyoxylate, NH4

+, and CO2 follows a different path-
way than in animals.  See also Chapter 24, Section C.

F. Pterins, Flavins, Dimethylbenzimidazole,
Thiamin, and Vitamin B6

Tracer studies have established that both folic acid
and riboflavin originate from guanosine phosphates
(Fig. 25-19).338– 341  All of the atoms of the purine ring
are conserved in the products except for C-8 of the
five-membered ring.  The first step is opening of the 5-
membered ring and the hydrolytic removal of formate
(Fig. 25-19, step a).  This is followed by an Amadori
rearrangement (step b) and a simple ring closure be-
tween the resulting carbonyl and adjacent amino
group (step c).  The product is 7,8-dihydroneopterin
triphosphate.  The single enzyme GTP cyclohydro-
lase catalyzes all three steps a– c.342,342a–c  Dihydrone-
opterin is a central intermediate in pterin metabolism,
being converted by one route into folate and metha-
nopterin coenzymes and by another into biopterin,
drosopterin, and others.343

An aldol cleavage (step d) followed by a series of
reactions, shown at the left in in Fig. 25-19, leads to
folate.344– 347  The reactions include the ATP-dependent
conversion of 6-hydroxy-7,8-dihydropterin to its pyro-

phosphate ester.347a  This is followed by coupling to
p-aminobenzoate with elimination of PPi to form dihy-
dropteroic acid.347b  ATP-dependent joining of gluta-
mate and reduction yields tetrahydrofolate.  Addi-
tional molecules of γ-linked glutamate are added to
form the functional polyglutamate forms (p. 803).347c,d

Gamma-glutamyl hydrolases provide essential
turnover.347e  Formation of biopterin is initiated by
tautomerization of dihydroneopterin triphosphate
(step e), a proton from the solvent binding to C-6 of the
tetrahydropterin ring.348  The single Zn2+-dependent
enzyme 6-pyruvoyltetrahydropterin synthase349– 352

catalyzes the two consecutive tautomerization steps
shown in Fig. 25-19 as well as elimination of the tri-
phosphate group tripolyphosphate (step f ), a reaction
facilitated by the carbonyl group introduced in the
preceding step.349  The same enzyme promotes a final
tautomerization to form 6-pyruvoyltetrahydropterin, a
compound that is reduced by NADPH to tetrahydro-
biopterin.  The reaction is catalyzed by sepiapterin
reductase.353,354  Notice that biopterin, like the folates,
is synthesized at the oxidation level of a tetrahy-
drobiopterin.

The Drosophila eye pigments sepiapterin and
drosopterins (Figs. 15-17 and 25-19) arise from 6-
pyruvoyltetrahydropterin.355– 357  Reduced glutathione
appears to be the reducing agent needed to convert the
6-pyruvoyltetrahydropterin into the more reduced
pyrimidinodiazepine (step h) with its 7-membered
ring (Fig. 25-19).357,358  Tetrahydrobiopterin can arise
in mammalian cells, not only by the de novo pathway
of Fig. 25-19 but also from salvage of sepiapterin.

Methanopterin (Fig. 15-17) is formed via a
branch in the folate pathway.  The 5-carbon chain that
replaces the carboxyl group of p-aminobenzoate in the
folates is derived by reaction of PRPP with p-ami-
nobenzoate (Eq. 25-23).359,360  White has proposed a
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Figure 25-19  The biosynthesis of folic acid and other pterins.
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detailed pathway for completion of the methanopterin
synthesis.359  After coupling with 6-hydroxymethyl-
7,8-dihydropterin pyrophosphate (shown in abbreviat-
ed form in Fig. 25-19) with loss of PPi, the ribose ring
in the product of Eq. 25-23 is reductively opened to
give the ribityl side chain of methanopterin (see Fig.
15-17).  Hydrolytic removal of the phosphate is then
followed by transfer of the α-linked ribose phosphate.
The S-hydroxyglutarate (derived by reduction of 2-
oxoglutarate) is added in an ATP-dependent reaction.
The extra methyl groups at positions 7 and 9 are trans-
ferred from S-adenosylmethione and the compound is
reduced to the tetrahydropterin state.

Biosynthesis of molybdopterin (Fig. 15-17) also
begins with a guanosine derivative, quite possibly
GMP as is shown in Fig. 25-19.  However, the C-8
carbon atom is not lost as formate, as in step a of Fig.
25-19, but is incorporated into the side chain in the
molybdopterin precursor Z.  A pathway was proposed
by Wuebbens and Rajagopalan.361  The first stage in
the reaction sequence,361a– d which is identical in most
organisms, is formation of the metastable compound
Z, a proposed structure of which is shown in Fig. 25-
19.  The conversion of this compound into molybdop-
terin requires opening of the cyclic phosphate ring and
incorporation of two atoms of sulfur.  These may both
be released from cysteine as S0 and carried by a sul-
furtransferase as an enzyme-bound persulfide group
(see Chapter 24, Section G,3).361b  A thiocarboxylate
group generated from a C-terminal carboxylate of a
molybdopterin synthase subunit, as in the ThiS pro-
tein (p. 1463), may be the direct sulfur donor.  It is
probably formed in an ATP-dependent process.361b

Incorporation of molybdenum, perhaps from MoO4
2–,

completes the synthesis of the molybdenum cofactor
Moco.361c,e  In some molybdoenzymes, e.g., xanthine
oxidase, an additional sulfur atom is bound to the Mo
atom (Fig. 16-32).  This is also obtained from cysteine
using a PLP-dependent sulfurtransferase similar to
the NifS protein.361f,g  In many bacteria molybdopterin
is joined to GMP, AMP, IMP, or CMP to form a
dinucleotide.361h,i

Both the fungus Eremothecium (Box 15-B) and
mutants of Saccharomyces have been used to deduce
the pathways of riboflavin synthesis outlined in
Figure 25-20.  The first reaction (step a) is identical to
step a of Fig. 25-19 but is catalyzed by a different GTP
cyclohydrolase.362  Instead of an Amadori rearrange-
ment it catalyzes the hydrolytic deamination and
dephosphorylation (step b) to give the flavin precursor
4-ribitylamino-5-amino-2,6-dihydroxypyrimidine.
Additional carbon atoms to build the benzene ring
of riboflavin are supplied in two stages from ribulose
5-phosphate.  Isotopic labeling showed that carbon
atoms 1, 2, 3, and 5 of this compound are utilized as is
marked in Fig. 25-20, while C-4 is eliminated as formic
acid in a rearrangement (step c, Fig. 25-20).  A plausi-

ble mechanism has been suggested.363,363a,b   The prod-
uct L-3,4-dihydroxy-2-butanone 4-phosphate condens-
es (step d) with the product formed from GMP, possi-
bly via the Schiff base shown.  Elimination of H2O and
inorganic phosphate followed by tautomerization
gives 6,7-dimethyl-8-ribityllumazine.363a,364–364c

Completion of the flavin ring requires an additional
four carbon atoms, which are supplied by a second
molecule of 6,7-dimethyl-8-ribityllumazine, as indicat-
ed in Fig. 25-20.364d  This disproportionation reaction
appears remarkable but is less so when one considers
that the bimolecular reaction to form riboflavin occurs
spontaneously under mild conditions.  The precursor
4-ribitylamino-5-amino-2,6-dihydroxypyrimidine is
regenerated in this process (Fig. 25-20).

The enzyme complex that catalyses steps d to f of
Fig. 25-20 has an unusual composition.  An α3 trimer
of 23.5-kDa subunits is contained within an icosahe-
dral shell of 60 16-kDa β subunits, similar to the pro-
tein coats of the icosahedral viruses (Chapter 7).  The β
subunits catalyze the formation of dimethylribityllu-
mazine (steps d, e), while the α3 trimer catalyzes the
dismutation reaction of step f, the final step in ribofla-
vin formation.365  A separate bifunctional bacterial
ATP-dependent synthetase phosphorylates riboflavin
and adds the adenylyl group to form FAD.366  Two
separate mammalian enzymes are required.367  Synthe-
sis of deazaflavins of methanogens (Fig. 15-22) fol-
lows pathways similar to those of riboflavin. How-
ever, the phenolic ring of the deazaflavin originates
from the shikimate pathway.368

Dimethylbenzimidazole, a constituent of vitamin
B12 (Box 16-B), also arises from 6,7-dimethyl-8-ribityl-
lumazine in a process resembling that of riboflavin
synthesis, but in which the riboflavin formed is hydro-
lytically degraded to remove the pyrimidine ring and
to form the imidazole ring.369  Conversion to an α-
ribazole and linkage to the aminopropyl group of the
corrin ring is described by Thompson et al.370  Various
related cobamides are also formed by bacteria.371

Synthesis of the corrin ring is described briefly in
Chapter 24, and the chemistry of the ligands to cobalt
at the “top” of the vitamin B12 molecules is considered
in Chapter 16, Section B.

Thiamin.  Investigation of the biosynthesis of
thiamin has been difficult because only minute
amounts are formed by microorganisms such as E. coli
or yeast.  Furthermore, significant differences in the
routes of synthesis in different organisms have caused
confusion.372,372a  The pathways outlined in Fig. 25-21
are incomplete.

The pyrimidine portion of thiamin (Fig. 25-21) is
distinct in structure from the pyrimidines of nucleic
acids.  In bacteria it originates from the purine precur-
sor 5-aminoimidazole ribotide, which is converted into
a hydroxymethylpyrimidine (Fig. 25-21)373 which is
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coupled with the thiazolium ring to form the vitamin.
All of the carbon atoms of the substituted pyrimidine
can be derived from the 5-aminoimidazole ribotide,
but the pathway is uncertain.  Both glycine and for-
mate enter the pyrimidine, but labeling patterns are
different in E. coli and in yeast.372

The thiazole ring is assembled on the 5-carbon
backbone of 1-deoxyxylulose 5-phosphate, which is
also an intermediate in the alternative biosynthetic
pathway for terpenes (Fig. 22-2) and in synthesis of
vitamin B6 (Fig. 25-21).  In E. coli the sulfur atom of the
thiazole comes from cysteine and the nitrogen from
tyrosine.374  The same is true for chloroplasts,375

whereas in yeast glycine appears to donate the nitro-
gen.372  The thiamin biosynthetic operon of E. coli
contains six genes,372a,376 one of which (ThiS) encodes
a protein that serves as a sulfur carrier from cysteine
into the thiazole.374  The C-terminal glycine is con-
verted into a thiocarboxylate:

F.  Pterins, Flavins, Dimethylbenzimidazole, Thiamin, and Vitamin B6

Figure 25-20 The biosynthesis of
riboflavin and of the dimethylben-
zimidazole group of vitamin B12.
The fact that two molecules of 6,7-
dimethyl-8-ribityllumazine dispro-
portionate to form riboflavin
accounts for the need for two
molecules of each reactant and
product in many steps.
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The ThiI gene, which encodes aother sulfurtransferase
protein, is also needed.374a  The enzymology of the
insertion of this sulfur into the thiazole is uncertain
but may resemble that involved in synthesis of biotin,
lipoic acid, and molybdopterin.374  Linkage of the two
parts of the thiamin molecule (step d, Fig. 25-21) is
catalyzed by thiamin phosphate synthase, evidently
via an SN2 type reaction.377–377b

Pyridoxol (vitamin B6).  Again 1-deoxyxylulose
5-P serves as a precursor.378  In E. coli only two genes
have been implicated in the condensation of this
compound with 4-(phosphohydroxy)-L-threonine (Fig.
25-21, step f).378a  One is an NAD+-dependent dehydro-
genase that acts on the second substrate prior to the
condensation.  Significant differences from the path-
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way shown in Fig. 25-21 exist in yeast and other fun-
gi.378b,c  Interconversion of pyridoxal phosphate and
other forms of vitamin B6 is discussed in Chapter 14.

The degradation of pyridoxol by bacteria has been
investigated in detail.379– 381  In one pathway the hy-
droxymethyl group in the 5 position and the substitu-
ent in the 4 position are both oxidized in the early
steps to carboxylate groups.  Then, as indicated in Eq.
25-24, a decarboxylation is followed by the action of an
unusual dioxygenase.

Isolated from a strain of Pseudomonas, this enzyme
contains bound FAD, which must be reduced by exter-
nal NADH.  Like a typical dioxygenase the enzyme
introduces two atoms of oxygen into the product.
However, it also uses the reduced FAD to reduce the
double bond system (either before or after the attack
by oxygen).381  Another enzyme of the same bacterium
is remarkable in hydrolyzing the product of the oxy-
genation reaction to four different products without
the accumulation of intermediates.
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Study Questions

1. The vitamin niacin (nicotinic acid) is converted to
NAD through the intermediate, desamido NAD.

a) Propose an enzymatic synthesis of desamido
NAD beginning from niacin and ribose 5-
phosphate

b) Propose an enzymatic synthesis of NAD
beginning from desamido NAD

2. AMP is formed from IMP in an ATP requiring
reaction.  The introduced nitrogen atom is derived
directly from aspartate.

a) Propose a reaction mechanism based on an
analogous reaction sequence occurring during
amino acid metabolism.

b) Identify the analogous enzymes upon which
you have based your answer by names of the
enzymes or by the names of the substrates and
products.

3. One of the mechanisms proposed for the decar-
boxylation of orotidine 5'-phosphate to UMP
involves initial addition of an enzyme nucleophile
to the pyrimidine ring.  Describe and criticize this
mechanism.  Hint:  The proposal has some similar-
ity to the thymidylate synthase mechanism.

4. Name the enzymes and describe the chemical
reaction that occurs for each of the four steps in
the following pathway:

1 2 3 4
UDP →  dUDP →  dUTP →  dUMP →  dTMP

5. The following reaction is catalyzed by a
dioxygenase from E. coli.  The dioxygenase
reaction opens the ring and the intermediate is
cleaved hydrolytically.  Propose a structure for the
intermediate and a mechanism for the hydrolytic
cleavage.  See Fleming et al.382

6.Anaerobic breakdown of toluene by denitrifying
bacteria begins by the addition of toluene to
fumarate to form benzylsuccinate.
Benzylsuccinate synthase has an amino acid
sequence homologous to that of pyruvate formate
lyase (p. 799–801), contains a glycyl radical, and is
activated in a manner similar to activation of
pyruvate formate lyase.  Propose a mechanism for
formation of benzylsuccinate.  See Krieger et al.383

7. Write out, using structural formulas, a step-by-
step reaction sequence for the conversion of O-
succinylbenzoate into isochorismate as indicated
in Fig. 25-4.

COO

OH

OH

–

OOC
COO–

–

H2C COO

OH

–

O2, H2O

COO

COO

–

–

Benzylsuccinate
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Biochemical Genetics 26

The most exciting biological discoveries of the
20th century include the unraveling of the genetic
code (Chapter 5) and the understanding of the ways in
which nucleic acids and proteins are synthesized.  The
biosynthesis of both nucleotides and amino acids has
been considered in Chapters 24 and 25 and the basic
chemistry of the polymerization processes in Chapters
12 and 17.  Chapters 27 – 29 deal with the ways in
which these polymerization reactions are controlled
and by which the correct sequences of nucleotides or
amino acids are obtained.  The understanding of these
matters is a development of genetics1–2b as well as of
biochemistry; hence this introductory and historical
chapter.

A.  Historical Sketch

The discovery of deoxyribonucleic acid dates to
1869, when Miescher isolated a new chemical sub-
stance from white blood cells that he obtained from
pus and later from sperm cells.3  The material, which
became known as nucleic acid, occurred in both plants
and animals, thymus glands and yeast cells being
among the best sources.  Chemical studies indicated
that the nucleic acids isolated from thymus glands
and from yeast cells were different.  As we now know,
thymus nucleic acid was primarily DNA and yeast
nucleic acid primarily RNA.  For a while it was sus-
pected that animals contained only DNA and plants
only RNA, and it was not until the early 1940s that it
was established that both substances were present in
all organisms.3– 6

1.  DNA as the Genetic Material

In 1928, Griffith, using cells of Diplococcus pneumo-
niae, showed that genetic information that controls
properties of the capsular polysaccharides could be
transferred from one strain of bacteria to another.  A
material present in killed cells and in cell-free extracts
permanently altered the capsular properties of cells
exposed to the material.7  This transformation of
bacteria remained a mystery for many years.  At the
time of the experiments there was no hint of the genet-
ic role of nucleic acids, which were generally regarded
as strange materials.  Furthermore, the covalent struc-
ture of nucleic acids was uncertain.  A popular idea
was that a tetranucleotide served as a repeating unit
for some kind of regular polymer.  Genes were most
often thought to be protein in nature.

However, in 1944, Avery and associates showed
that purified DNA extracted from pneumococci could
carry out transformation.8– 12  The transforming princi-
pal appeared to contain little protein.  It was not inacti-
vated by proteolytic enzymes but was inactivated by
deoxyribonuclease.  Avery was 67 at the time of this
discovery, refuting the popular contention that all
important scientific discoveries are made by young
people.

Other experiments also pointed to the conclusion
that DNA was the genetic material.  DNA was found
localized in the nuclei of eukaryotic cells.  The abso-
lute amount per cell was constant for a given species.
Studies of bacteriophage replication pointed strongly
to DNA as the genetic material.11  In 1952 Hershey and
Chase showed that when a phage particle infects a cell
the viral DNA enters the bacterium, but the protein
“coat” remains outside.13  This was demonstrated by
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preparing two types of labeled bacteriophage T2.  One
contained 32P, which had been incorporated into the
DNA, and the other 35S incorporated into the proteins.
Cells of E. coli were infected with the labeled phage
preparations and were then agitated violently in a
blender to shear the phage particles off of the bacteria.
Over 80% of the 35S was removed from the bacteria by
this treatment, but most of the 32P entered the bacteria
and could be recovered in the next generation of prog-
eny bacteriophage.14

2.  The Double Helix

Development of newer methods of investigation
of the chemical composition of nucleic acids led Char-
gaff to an important discovery.  Although the base
composition of DNA was extremely variable from
organism to organism, the molar ratio of adenine to
thymine was nearly always 1:1, as was that of cytosine
to guanine!15  This observation provided the basis for
the concept of base pairing in the structure of DNA.
The final important information was supplied by X-
ray diffraction studies of stretched fibers of DNA,
which showed that molecules of DNA were almost
certainly helical structures containing more than one
chain.  The crucial experiments were done by Rosalind
Franklin16– 17b and M. H. F. Wilkins, whose data were
used by Watson and Crick in 1952 in constructing their
model of the double helical structure12,18– 20 (Fig. 5-6).
Once established, the structure of DNA itself suggest-
ed both the nature of the genetic code and a replication
mechanism. The genetic code had to lie in the sequence of
nucleotides.  Base pairing provided a mechanism by which
the two mutually complementary strands could be separat-
ed.  Biosynthesis of a new complementary strand alongside
each one would result in a precise replication of each gene
and of the entire genome.  In a similar fashion, RNA
could be synthesized alongside a DNA “template” and
could then be used to direct protein synthesis.

The presence of RNA in the cytoplasm had been
linked to protein synthesis by experiments done in the
early 1940s.  After the discovery of the double helix,
the concept followed quickly that DNA was the master
“blueprint” from which secondary blueprints or tran-
scripts of RNA could be copied.  The RNA copies,
later identified as messenger RNA (mRNA), pro-
vided the genetic information for specifying protein
sequence.  The flow of information from DNA to RNA
to proteins could be symbolized as in Eq. 26-1.

Proteins, in one way or another, control nearly all
of metabolism.  This includes the reactions that form
the nucleotide precursors of the nucleic acids and that
lead to polymerization of the amino acids and nucle-
otides, reactions catalyzed by protein enzymes and
ribozymes.  Thus, the flow of information from DNA
to proteins is only part of a larger loop of metabolic
processes (p. 973).  Genetic information flows from
DNA out into the cell, and copies of the master blue-
print are passed nearly unchanged from generation to
generation.  The simple concepts implied by Eq. 26-1
quickly caught the imagination of the entire communi-
ty of scientists and led to a rapid blossoming of the
field of biochemical genetics.20a,b

3.  Ribonucleic Acids and Proteins

By 1942 it was clear from ultraviolet cytophotome-
try developed by Caspersson21 and from cytochemical
work of Brachet22,23 that RNA had something to do
with protein synthesis.  Use of radioautography with
3H-containing uridine showed that RNA was synthe-
sized in the nucleus of eukaryotic cells and was trans-
ported out into the cytoplasm.24,25

Ribosomes were discovered by electron micros-
copists examining the structure of the endoplasmic
reticulum using ultrathin sectioning techniques.  Their
presence in cells was established by 1956, and the
name ribosome was proposed in 1957.  At first it was
difficult to study protein synthesis in vitro using isolat-
ed ribosomes.  No net synthesis could be detected until
Hoagland and associates measured the rate of incorpo-
ration of 14C-labeled amino acids into protein.26  This
sensitive method permitted measurement of very
small amounts of protein synthesis in cell-free prepa-
rations from rat liver and paved the way toward stud-
ies with ribosomes themselves.

Immediately after the Watson–Crick proposals
were made in 1953, it was generally thought that
ribosomal RNA (rRNA), which constitutes up to 90%
of the total RNA of some cells, carried the genetic
message from the nucleus to the cytoplasm.  By 1960 it
seemed unlikely.  For one thing the size and composi-
tion of rRNA was similar for different bacteria, despite
differences in base composition of the DNA (Chapter
5).27  It had been concluded that a relatively unstable,
short-lived form of RNA must carry the message.
Ribosomal RNA, however, was quite stable.28

Messenger RNA. In 1956, Volkin and Astra-
chan29,30 detected a rapidly labeled and labile RNA
in phage-infected bacterial cells.  Studies of enzyme
induction also suggested the existence of mRNA.
Many bacteria, including E. coli, when grown on glu-
cose as the sole source of energy and then suddenly
switched to lactose, are unable to utilize the new sugar

DNA RNA Proteins
Transcription Translation

Control of Metabolism

(26-1)
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immediately.  However, transfer to lactose induces,
within a period of two minutes, the synthesis of new
proteins needed for the metabolism of this sugar.
Among the new proteins is a permease for lactose
and a �-galactosidase (Chapter 12)31 that cleaves
the disaccharide to glucose and galactose.  When the
lactose is exhausted, the level of the induced enzymes
drops almost as quickly.  These results suggested that
the RNA that carries the genetic message for synthesis
of the new enzymes must be unstable.  It must be
produced rapidly in response to the presence of the
inducing sugar and must disappear rapidly in its
absence.

In 1961, Jacob and Monod postulated messenger
RNA (mRNA) as a short-lived polynucleotide.30,32,33

An abundance of additional evidence supported the
proposal.  For example, RNA molecules produced
after infection of E. coli by bacteriophage T4 under-
went hybridization (Chapter 5) with denatured DNA
of the bacteriophage.  Furthermore, this virus-specific
mRNA became associated with preexisting bacterial
ribosomes and provided the template for synthesis
of phage proteins.34  The experiment provided direct
evidence for transcription of mRNA from genes of the
viral DNA.

Transfer RNA. Crick35 suggested, in 1957, that
special “adapter” molecules might be needed to align
amino acids with their codons in the RNA transcript.
He thought that the adapters might be polynucle-
otides.  At the same time chemical studies of the RNA
of cells revealed that a low-molecular-weight RNA
made up 15% of the total RNA of E. coli.  This RNA
was recognized in the same year as constituting the
needed adapters, when Hoagland demonstrated enzy-
matic “activation” of amino acids and their subse-
quent incorporation into protein.  The name transfer
RNA (tRNA; Figs. 5-30, 5-31) was proposed.36

4.  Deciphering the Genetic Code

The genetic code consists of triplets of DNA base
pairs (codons), each corresponding to a single amino
acid.  The triplets are consecutive, do not overlap, and
are not separated by any “punctuation.”  Although
this represented one of the simplest possibilities for a
code, it required much effort more than a period of
more than 10 years to prove it.  Even after the triplet
nature of the genetic code became evident, many
questions remained.  Were all of the 64 possible codons
used by the living cell?  If so, were they all used to
code for amino acids or were some set aside for other
purposes?  How many codons were used for a single
amino acid?  Was the code universal or did different
organisms use different codes?  How could one
decipher the code?  Despite the complexity of these

questions, they seem to have been almost completely
answered.

In an important experiment37  Nirenberg and
Matthaei, in 1961, isolated ribosomes from E. coli and
mixed them with crude extracts of soluble materials,
also from E. coli cells.  The extracts included tRNA
molecules and aminocyl-tRNA synthases.  The 20
amino acids, ATP, and an ATP-generating system (PEP
+ pyruvate kinase) were added.  Nirenberg showed
that under such conditions protein was synthesized by
ribosomes in response to the presence of added RNA.
For example, RNA from tobacco mosaic virus (Chapter
7) was very effective in stimulating protein synthesis.
The crucial experiment, which was done originally
simply as a “control,” was one in which a synthetic
polynucleotide consisting solely of uridylic acid units
was substituted for mRNA.  In effect, this was a syn-
thetic mRNA containing only the codon UUU repeated
over and over.  The ribosomes read this code and
synthesized a peptide containing only phenylalanine.
Thus, poly(U) gave polyphenylalanine, and UUU was
identified as a codon specifying phenylalanine.  The first
nucleotide triplet had been identified!  In the same
manner CCC was identified as a proline codon and
AAA as a lysine codon.  Study of mixed copolymers
containing two different nucleotides in a random
sequence suggested other codon assignments.  A few
years later, after Khorana had supplied the methods
for synthesis of oligonucleotides and of regular alter-
nating polymers of known sequence, the remaining
codons were identified.

Another important technique was based on the
observation that synthetic trinucleotides induced the
binding to ribosomes of tRNA molecules that were
“charged” with their specific amino acids.38,39  For
example, the trinucleotides UpUpU and ApApA
stimulated the binding to ribosomes of 14C-labeled
phenylalanyl-tRNA and lysyl-tRNA, respectively.  The
corresponding dinucleotides had no effect, an obser-
vation that not only verified the two codons but also
provided direct evidence for the triplet nature of the
genetic code.  Another powerful approach was the use
of artificial RNA polymers, synthesized by combined
chemical and enzymatic approaches.40  For example,
the polynucleotide CUCUCUCUCU . . . led to the
synthesis by ribosomes of a regular alternating
polypeptide of leucine and serine.

Table 5-5 shows the codon assignments, as we
now know them, for each of the 20 amino acids.  Table
5-6 shows the same 64 codons in a rectangular array.
In addition to those codons assigned to specific amino
acids, three are designated as chain termination
codons:  UAA, UAG, and UGA.  These are frequently
referred to as “nonsense” codons.  The termination
codons UAA and UAG are also known as ochre and
amber, respectively, although these names have no sci-
entific significance.41  The codons AUG (methionine)

A.  Historical Sketch
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and much less often GUG (valine) serve as the initia-
tion codons in protein synthesis.  Consequently, the
N-terminal amino acid in most newly synthesized
eukaryotic proteins is methionine, and in bacterial
proteins it is N-formylmethionine.  As explained in
Chapter 29, N-formylmethionyl-tRNA is specifically
bound to initiation sites containing the AUG codon in
bacterial mRNA-ribosome complexes.

A number of studies suggested that the genetic
code as worked out for E. coli might be universal.
For example, in the laboratories of Wittman and of
Fraenkel-Conrat, RNA extracted from tobacco mosaic
virus was treated with nitrous acid, a procedure
known to deaminate many cytosine residues to uracil
(Eq. 5-12).  Such treatment could change the codon
UCU (serine) to UUU (phenylalanine) and the codon
CCC (proline) to CUC (leucine).  When the nitrous
acid-treated RNA was used to infect tobacco plants
and virus particles were prepared in quantity from the
resultant mutant strains, it was found that the amino
acid sequence of the virus coat protein had been al-
tered,42 and that many of the alterations were exactly
those that would be predicted from Table 5-6.  Like-
wise, the amino acid substitutions in known defects of
hemoglobin (Fig. 7-23) could be accounted for, in most
cases, by single base alterations.  Thus, hemoglobin S
arose as a result of the following change in the sixth
codon of the globin β chain gene:  GAG (Glu) → GTG
(Val).43  Another argument favoring a universal code
was based on the observation that mRNA coding for
a globin chain could be translated by ribosomes and
tRNA molecules from E. coli.  The resulting protein
was authentic mammalian globin.44

As often happens, a well-established conclusion
may have to be modified.  There are exceptions to the
universal genetic code in mitochondrial DNA and in
some protozoa (Chapter 5).45

B.  Genetic Methods

Our present knowledge of molecular biology has
depended greatly on the methods of genetics.  The
following introduction begins with a consideration of
mutations.

1.  Mutations

Changes in the structure of DNA occur only rarely.
The average gene may be duplicated 106 times before
some mistake results in a single detectable mutation.46

Nevertheless, by using bacteria or bacterial viruses, it
is possible to screen enormous numbers of individuals
for the occurrence of mutations.  If one million virus
particles are spread on an agar plate under conditions
where mutation in a certain gene can be recognized,

on the average one mutant is found.  The most com-
mon mutations are base-pair switches or point
mutations that result from incorporation of the wrong
base during replication or repair.  In these mutations
one base of a triplet codon is replaced by another to
form a different codon, causing the substitution of one
amino acid by another in the corresponding protein
as was seen for hemoglobin S.  Changes involving
replacement of one pyrimidine by another (C → T or
T → C) or of one purine by another are sometimes
called transition mutations, whereas if a pyrimidine
is replaced by a purine, or vice versa, the mutation is
known as a transversion.  An example is the previ-
ously mentioned A → T in hemoglobin S.  Transition
mutations are by far the most common, one possible
cause being pairing with a minor tautomer of one of
the bases (Chapter 5).  For example, A could pair with
a minor tautomer of C, causing a mutation from T to
C.  Note that substitution of an incorrect base in one
strand will lead, in the next round of replication, to
correct pairing again but with an AT pair replaced by
GC, or vice versa, in one of the daughter DNA duplex
strands.  A base substitution does not always cause an
amino acid replacement because of the “degeneracy”
of the code, i.e., the fact that more than one codon
specifies a given amino acid.

From the observed rate of appearance of point
mutations (one mutation per 106 gene duplications),
we can estimate that one mutation occurs per 109 rep-
lications at a single nucleotide site.  Point mutants tend
to “back mutate,” often at almost the same rate as is
observed for the forward mutation.  That is, one in 109

times a mutation of the same nucleotide will take place
to return the code to its original form.  The phenome-
non is easy to understand.  For example, if T should be
replaced by C because the latter formed a minor tau-
tomer and paired with A, the mutation would appear
in progeny duplexes as a GC pair.  When this pair was
replicated, there would be a finite probability that the
C of the parental DNA strand would again assume the
minor tautomeric structure and pair with A instead of
G, leading to a back mutation.

Although the rates of spontaneous mutation are
low, they can be greatly increased by mutagenic chem-
icals (Chapter 27) or by irradiation.  It is perfectly
practical to measure the rates of both forward and
back mutation.  When this was done, it was found that
certain chemicals, e.g., acridine dyes, induce mutations
that undergo reverse mutation at a very much lower
frequency than normal.  It was eventually shown that
these mutations resulted either from deletions of one
or more nucleotides from the chain or from insertions
of extra nucleotides.  Deletion and insertion mutations
often result from errors during genetic recombination
and repair at times when the DNA chain is broken.

Mutations involving deletion or insertion of one or
a few nucleotides are called frame-shift mutations.

Chapter 26 IND page-E 2/14/03, 2:04 PM1476



1477

Messenger RNA is read by the protein synthesizing
machinery from some starting point.  As is illustrated
in Chapter 5, Section E,1 the codons are read three
bases at a time, and the proper amino acid correspond-
ing to each codon is inserted. When a deletion or inser-
tion in the mRNA is met, all subsequent codons may be
misread because the reading frame has shifted forward or
backward by one or two nucleotides.  The protein synthe-
sized bears little resemblance to that formed by the
nonmutant organism and is usually completely
nonfunctional.  Mutations are considered further in
Chapter 27.

2. Mapping the Chromosome of a
Bacteriophage

Intensive work on the “T-even” phage T2, T4,
and T6 (Box 7-C) was begun in 1938 by Delbrück and
associates.  The genetic information for these viruses
is carried in a single linear DNA molecule, which in
the case of T4 contains ~ 1.7 x 105 base pairs (170 kb),
enough for about 200 genes.  Before the sequences of
the viral DNA were known, the positions of more than
60 of these genes were mapped in the following way.
When a bacteriophage infects a cell of E. coli, it injects
its DNA through the cell wall and into the cytoplasm.
About 20 minutes later the cell bursts, and ~ 100 fully
formed replicas of the original virus particle are re-
leased.  This rapid rate of production of progeny is so
fast that it is possible to carry out in a test tube in 20
min a genetic experiment that would require the entire
population of the earth if done with humans.  The
approach is explained nicely by Seymour Benzer, the
man who first mapped the fine structure of a gene.47

Bacteriophage particles, like bacteria, can be “plated
out” on agar plates, which must contain a uniform
suspension of bacteria susceptible to the virus.  Wher-
ever a virus particle lies, a bacterium is infected.  Soon
the infection spreads to neighboring bacteria with
production of a transparent “plaque” (Fig. 26-1).  The
number of active virus particles present in a suspen-
sion can be determined easily by plating and counting
of the plaques.

Mutant bacteriophages can be identified in vari-
ous ways.  Some biochemical traits affect the appear-
ance of the plaque.  Other easily detected traits include
alteration in the specificity toward strains of the host
bacterium.  A key discovery that made genetic map-
ping possible for bacteriophage was that genetic recom-
bination between two phage particles can take place within a
host bacterium.  When large numbers of bacteriophages
of two different mutant strains were grown and were
mixed together in excess with many bacteria, a few of
the progeny phage were found to contain both mutant
traits in the same virus and an equal number were
“wild type.”  Although recombinations between muta-

tions that are located close together in the DNA are
rare, their frequency still greatly exceeds that of new
mutations.  While this type of experiment gave no hint
about the nature of the events involved, it showed that
recombination had occurred.

Study of recombination frequencies between
different strains of phage soon revealed that some
sites of mutation are closely linked.  Recombination
between these sites occurs only rarely.  Other sites are
weakly linked, and recombination occurs often.  This
behavior was reminiscent of that established many
years earlier for genes of the fruit fly Drosophila, maize,
and other higher organisms.  Recombination by
“crossing over” in the chromosomes of Drosophila was
established by Morgan and associates in 1911.1,2  The
basic idea behind chromosome mapping in any organ-
ism is the assumption that recombination frequencies
between two mutations are directly proportional to the
distance between them on the genetic map.  For the T4
phage a recombination frequency of 1% is taken as
one unit.  The total T4 map is 700 units long.  The fact
that this is greater than 100% means that if genes are
located at opposite ends of the chromosome multiple
recombination events can occur between them.  How-
ever, a maximum of 50% crossing over is observed for
distant gene pairs, and the approximate linearity of
map distance and recombination frequency holds only
for distances of 10 units or less.48

Figure 26-1  Plaques formed by bacteriophage φ11 growing
on Staphylococcus aureus.  Each transparent (dark) plaque is
the result of lysis of bacteria by the progeny of a single
bacteriophage particle.  Courtesy of Peter Pattee.

B.  Genetic Methods
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How can recombinant bacteriophage be identified
rapidly?  Benzer used two strains of E. coli, the B strain
and the K strain, as hosts.  Mutants in gene rII form
characteristic plaques on strain B but do not grow on
strain K.  To determine the recombination frequency
between two different rII mutants, the viruses were
added to liquid cultures of B cells (in which they
replicate), and recombination was allowed to occur.
Recombination permitted the emergence not only of a
phage containing both mutations but also of a wild-
type phage in which both mutations had been elimi-
nated by the recombination process.  Since only
recombinants of the latter type grow in strain K, it was
possible to detect a single recombinant among one
billion progeny.  Since the total DNA length in phage
T4 is 166 kb, there are 237 base pairs for each of the 700
units of map length.  Thus, a recombination frequency
at 0.01% between two mutations meant that the two
mutations were no more than three base pairs apart in
the DNA.  Benzer concluded that he had observed the
expected recombination frequencies for mutations
even of immediately adjacent bases in the DNA.

To make fine genetic mapping practical, a series of
bacteriophage containing deletion mutations involving
large segments of the rII gene were isolated.  Using
these, it was possible to establish in which segments of
the gene a particular mutation lay.  Then, recombina-
tion experiments with previously identified mutations
in that same general region allowed the mutations to
be pinpointed.  In this way Benzer identified over 300
sites of mutations within the rII region.  He concluded
that the minimum distance between two mutable sites
was compatible with the Watson–Crick structure of
the gene.47

3.  The Cistron

How can one tell whether two mutations are in the
same gene or in nearby or adjacent genes?  The answer
can be supplied by a test of complementation.  If two
mutant bacteriophage are altered in different genes,
they can often reproduce within a host if the bacterium
is infected with both of the mutant phage.  Since each
one has a good gene for one of the two proteins in-
volved, recombinant phage, in which all of the gene
functions are fulfilled, will be formed.  On the other
hand, if both mutant phages are defective in the same
gene (although at different locations), they usually
cannot complement each other at high frequencies
in a coinfection.  The experiment is referred to as a
cis – trans comparison.  The coinfection with the two
different mutants is the trans test. A control, the cis
test, uses a recombinant containing both of the muta-
tions in the same DNA and coinfection with a stan-
dard phage.  Normal replication is expected in this
instance.

When the complementation (or cis– trans) test was
applied to various mutants in the rII region, it became
clear that there are two genes, rIIA and rIIB.  The name
cistron was proposed by Benzer to represent that
length of DNA identifiable in this fashion as a genetic
unit. For most purposes the terms gene and cistron are
nearly synonymous. When mapping of the rII region
was done, there was no information about the func-
tions of the proteins specified by these two cistrons.
However, both the rIIA and rIIB proteins have since
been shown to become incorporated in the membranes
of phage-infected bacterial cells.49,50  There they affect
the ease of lysis of the infected cells and, in that man-
ner, cause rII plaques to be larger and to have sharper
edges than standard plaques.

4.  Nutritional Auxotrophs

The beginning of biochemical genetics is often
attributed to Beadle and Tatum, who, in 1940, discov-
ered mutants of Neurospora with specific growth re-
quirements.  They X-rayed one parent strain to form
mutants, then tested individual spores for their possi-
ble need of a specific nutrient for growth.  The 299th
spore tested required pyridoxine!  Many other mutants
requiring vitamins, amino acids, and nucleic acid
bases were then discovered.1,51  A few years later
similar nutritional auxotrophs, as the mutants are
called, were discovered for E. coli.  Ordinary wild-type
cells of E. coli can grow on a minimal medium con-
taining a carbon compound as a source for energy
together with inorganic nutrients.  Irradiation with
ultraviolet light or treatment with mutagenic chemi-
cals produces many mutant cells that fail to grow on
such a minimal medium.  However, addition of one or
more specific compounds, such as an amino acid or
vitamin, usually permits growth.  Selection of such
nutritional auxotrophs can be accomplished by plating
out large numbers of the irradiated or chemically
treated cells on a solid, rich nutrient medium.  Colo-
nies (clones) are allowed to develop by multiplication
of the individual bacteria.  The auxotrophs are selected
by replica plating.2  In this procedure a sterile velve-
teen pad is pressed against a nutrient agar plate con-
taining small colonies of bacteria and is used to
“print” replica plates containing a minimal medium.
The colonies on the initial and replica plates are com-
pared and the colonies of auxotrophs (which do not
grow on the minimal medium) are selected.  In a
second stage, the auxotrophs may be replica plated to
minimal medium supplemented with various nutri-
ents (amino acids, purines, pyrimidines, vitamins,
etc.).  Selection is made easier by pretreatment of the
irradiated cells suspended in minimal medium with
penicillin.  Penicillin kills the growing cells, but the
auxotrophs, which do not grow on the minimal medi-
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um, survive.  The penicillin is then destroyed by add-
ing penicillinase (a β-lactamase; Box 20-G) leaving a
suspension much enriched in the percentage of aux-
otrophic mutants.2

A nutritional auxotroph of a bacterium often has
a defect in a gene specifying a protein needed for
the biosynthesis of the required nutrient.  Individual
genes recognized in this way are named with a genetic
symbol.  For example, gene trpA specifies one of the
two protein subunits of tryptophan synthase.  Other
kinds of mutations, e.g., those affecting motility or
other properties of the cells, can also be detected and
are given appropriate symbols.  A few of these genetic
symbols are indicated on the E. coli chromosome map
in Fig. 26-4, and many others are used throughout this
book.  On the basis of such nutritional experiments
Beadle, by 1945, had proposed his famous one-gene-
one-enzyme hypothesis.1

5. Establishing the Correspondence of a
Genetic Map and an Amino Acid Sequence

Although the studies of the rII region of the T4
chromosome established that genetic mapping could
be carried to the level of individual nucleotides in the
DNA, it was still necessary to prove a linear corre-
spondence between the nucleotide sequence in the
DNA and the amino acid sequence in proteins.  This
was accomplished by Yanofsky52,53 and associates
through study of the enzyme tryptophan synthase of
E. coli. Tryptophan synthase (Fig. 25-3) consists of two
subunits, α and β, the former containing only 268
amino acids and encoded by the trpA gene.  To obtain
a fine structure map of the A gene, a large series of
tryptophan auxotrophs unable to grow in the absence
of added tryptophan were isolated.  Genetic crosses
were carried out with the aid of a transducing bacte-
riophage Plkc.  Transducing bacteriophage (Section
E,3), while multiplying in susceptible bacteria, some-
times incorporate a portion of the bacterial chromo-
some into their own DNA.  Then, when the virus
infects other bacteria, some of the genetic information
can be transferred through recombination into the
chromosome of bacteria that survive infection.  Use
of a series of deletion mutants, as in the rII mapping,
permitted division of the A gene into a series of seg-
ments, and observation of recombination frequencies
permitted fine structure mapping.

The second part of the proof of colinearity of DNA
and protein sequences was the determination of the
complete amino acid sequence of tryptophan synthase
and peptide mapping (Chapter 3) of fragments of the
mutant enzymes.  From the peptide maps it was possi-
ble to identify altered peptides and to establish the
exact nature of the amino acid substitutions present in
a variety of different tryptophan auxotrophs.  When

this was done, it was found that those mutations that
mapped very close together had amino acid substitu-
tions at adjacent or nearly adjacent sites in the peptide
chain.

The same problem was approached by Sarabhai
and associates54 through the nonsense mutations
(Section 6), which lead to premature chain termination
during protein synthesis.  During late stages of the
infection of E. coli by phage T4, most of the protein
synthesis is that of a single protein of the virus head.
Synthesis of protein by infected cells was allowed to
proceed in the presence of specific 14C-labeled amino
acids.  Then cell extracts were digested with trypsin
or chymotrypsin, the head-protein peptides were
separated by electrophoresis, and autoradiograms
were prepared.  A series of T4 nonsense mutants that
mapped within the head-protein gene were shown
to give rise to incomplete head-protein chains.  The
peptide fragments were of varying lengths.  By exam-
ining the radioautograms prepared from the enzymati-
cally fragmented peptides, it was possible to arrange
the mutants in a sequence based on the length of
peptide formed and to show that this was the same as
that deduced by genetic mapping.  More recently the
colinearity of codon and amino acid sequences has
been verified repeatedly by comparison of experimen-
tally determined nucleotide sequences in RNA and
DNA molecules with the corresponding amino acid
sequences for thousands of proteins.

Before the triplet nature of codons had been estab-
lished, Crick and associates used frame-shift muta-
tions in a clever way to demonstrate that the genetic
code did consist of triplets of nucleotides.7,55,55a  Con-
sider what will happen if two strains of bacteria, each
containing a frame-shift mutation (e.g., a  – 1 deletion),
are mated.  Genetic recombination can occur to yield
mutants containing both of the frame-shift mutations.
It would be difficult to recognize such recombinants
because, according to almost any theory of coding,
they would still produce completely defective pro-
teins.  However, Crick et al. introduced a third frame-
shift mutation of the same type into the same gene and
observed that the recombinants containing all three
deletions (or insertions) were able to synthesize at
least partially active proteins.  Thus, while introduc-
tion of one or two single nucleotide deletions com-
pletely inactivates a gene, deletion of three nucleotides
close together within a gene shortens the total message
by just three nucleotides.  The gene will contain only a
short region in which the codons are scrambled.  The
reading frame for the remainder of the protein will not
be changed.  The protein specified will often be func-
tional because it has a normal sequence except for a
small region where some amino acid substitutions
will be found and where one amino acid will be com-
pletely missing.

B.  Genetic Methods
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6.  Conditionally Lethal Mutations

Studies of plaque morphology and of nutritional
auxotrophs are directed narrowly at one gene or group
of genes.  It is desirable to have a general means of
detecting mutations in the many other genes present
within cells.  However, most mutations are lethal,
and this effect cannot be overcome by adding any
nutrient.  Lethal mutations are very common in higher
organisms, but since eukaryotic cells have pairs of
homologous chromosomes, they can be carried in one
chromosome and the individual survives.  With bacte-
ria and viruses there is only one chromosome, and
lethal mutants cannot survive.

Nutritional auxotrophs can be described as con-
ditionally lethal mutants; they survive only if the
medium is supplemented with the nutrient, whose
synthesis depends upon the missing enzyme.  Other
kinds of conditional lethal mutations permit study
of almost every gene in an organism.  For example,
temperature-sensitive (ts) mutants grow perfectly
well at a low temperature, e.g., 25°C, but do not
grow at a higher temperature, e.g., 42°C.41,56  Many
temperature-sensitive mutations involve an amino
acid replacement that causes the affected protein to be
less stable to heat than is the wild type protein.  Others
involve a loss in protein-synthesizing ability for rea-
sons that may be obscure.  Temperature-sensitive
mutations occur spontaneously in nature, an example
being the gene that controls hair pigment in Siamese
cats.41  The gene (or gene product) is inactivated at
body temperatures but is active in the cooler parts of
the body, such as the paws, tail, and nose, with the
result that the cat’s hair is highly pigmented only in
those regions.

Screening for conditionally lethal temperature-
sensitive mutants of bacteriophage T4 permitted isola-
tion of hundreds of mutants involving sites at random
over the entire viral chromosome.  Complementation
studies permitted assignment of these to individual
genes, which at first were identified only by number
(Fig. 26-2).  Later specific functions were associated
with the genes.57,58  For example, the product of gene
42 was identified as an enzyme required in the synthe-
sis of hydroxymethyl-dCMP (Chapter 5).  Genes 20 –
24, among others, must code for head proteins because
mutants produce normal tails but no heads.  Gene 23
codes for the major head subunits, while gene 20 has
something to do with “capping” the end of the head.
These mutants produce cylindrical “polyheads” in
place of the normal heads.  Mutants of genes 25 – 29
have defective base plates and do not form tails, while
mutants 34 – 38 lack tail fibers.  The specific ways in
which some of these gene products are assembled to
form the base plates and tails of the phage are indi-
cated in Fig. 7-29.  The positions of the rIIA and rIIB
genes are also shown in Fig. 26-2.

A second type of conditionally lethal mutation
leads to alteration of an amino acid codon to one of the
three chain termination codons UAG, UAA, and
UGA (Table 5-3).60,61  These are often called nonsense
mutations in contrast to missense mutations in
which one amino acid is replaced by another.  A chain
termination mutant synthesizes only part of the prod-
uct of the defective gene because of the presence of
the termination codon.  A remarkable aspect of chain
termination mutations is that they can be suppressed
by other mutations in distant parts of the virus or
bacterial chromosome.  Many otherwise lethal muta-
tions of bacteriophage T4 were discovered by their
ability to grow in mutant strains of E. coli, which con-
tained suppressor genes,62 and their inability to grow
in the normal B strain.  Three different suppressor
genes supD, supE, and supF were found to suppress
mutations that formed UAG.  These are commonly
known as amber suppressor genes.  A second group
of ochre suppressor genes, including supB and supC,
suppressed mutations that formed codon UAA.  Sup-
pressors for mutations that form codon UGA have also
been found.63  Like the temperature-sensitive mutants,
amber and ochre mutants can be obtained in almost any
genes of a bacterial virus.  Chain termination mutants
of unessential genes in bacteria can be recognized by
transferring the genes by conjugation or by viral trans-
duction into a strain (sup+) that contains a desired
suppressor gene.

Conditionally lethal mutants have been of great
value in developing our understanding of the genetics
of bacterial viruses.  They have also provided a power-
ful technique for approaching complex problems of
bacterial physiology.  For example, we may ask how
many genes are required for a bacterium to sense the
presence of a food and to swim toward it (Chapter 19).
Even though few clues as to the basic chemistry un-
derlying these phenomena can be obtained in this way,
the use of temperature-sensitive mutants and comple-
mentation tests permits us to establish the total num-
ber of genes involved in these complex processes and
to map their positions on a bacterial or viral chromo-
some.  This is often an important step toward a more
complete understanding of a biological phenomenon.

7.  The Nature of Suppressor Genes

How can one mutation be suppressed by a second
mutation at a different point in the chromosome?
Rarely, a mutation is suppressed by a second mutation
within the same gene.  Such intragenic complemen-
tation sometimes occurs when a mutation leads to an
amino acid replacement that disrupts the structural
stability or function of a protein.  Sometimes a muta-
tion at another site involving a residue, which interacts
with the first amino acid replaced, will alter the inter-
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Topoisomerase
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Primase
Helicase

dCMP hydroxymethylase

Figure 26-2  Linkage map for
bacteriophage T4.  See H. A. Sober
and Eiserling and Dickson.57,59

Abbreviations:  H, head; T, tail; TF, tail
fiber; BP, base plate; and E, proteins with
enzymatic rather than structural functions.
The bold arrows indicate some genes that are
transcribed together (operons).

action between the two residues in a way that restores
function to the protein.  For example, if the first amino
acid side chain is small and is replaced by mutation
with a larger side chain, a second mutation leading to
a decrease in the size of another side chain may permit
the protein to fold and function properly.  An example
was found among mutants of tryptophan synthase.64

Mutants in which Gly 211 of the α chain was replaced
by Glu or Tyr 175 of the same chain by Cys both pro-
duced inactive enzymes.  However, the double mutant
with both replacements synthesized active tryptophan
synthase.  It is known now that these residues are
adjacent to one another and form part of the binding
site for the substrate indole-3-glycerol phosphate (Figs.
25-2; 25-3).  Only the double mutant permits the sub-
stituted side chains to pack properly.  In other cases,
intragenic suppression involves changes in the subunit
interactions in oligomeric proteins.  These changes
may affect the formation of correct quaternary struc-
tures of the proteins.

As discussed in the preceding section, the best
known suppressor genes are those that suppress chain
termination mutations (Section 6).  These genes often
encode mutant forms of tRNA molecules, which allow
incorporation of an amino acid rather than chain

termination to occur.  They are discussed further in
Chapter 29.  Suppressor genes are not limited to bacte-
ria.  For example, the vermilion eye color mutation of
Drosophila leads to a loss of brown eye pigments be-
cause of the inactivity of tryptophan 2,3-dioxygenase
(Eq. 18-38).  However, synthesis of the tryptophan
dioxygenase from the vermilion mutant is inhibited by
tRNA2

Trp, one of the two tryptophanyl tRNAs.  The
suppressor mutation alters the tRNA in such a way
that the inhibition is relieved.61

C.  Plasmids, Episomes, and Viruses

The small pieces of DNA known as plasmids,
which replicate independently of the chromosomes,
have been discussed briefly in Chapter 5.  Plasmids
share a number of properties with viruses, and both
are important to the techniques of contemporary
molecular biology and genetic engineering.  Bacte-
rial plasmids may be present as one or several copies
for each chromosome.  Episomes are plasmids that
are able to become integrated into the bacterial chro-
mosome.  Some extrachromosomal elements are epi-
somes in one host and plasmids in another.  Bacterial

C.  Plasmids, Episomes, and Viruses
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plasmids may be infectious (transferable) or noninfec-
tious.  In the former case, they are able to transfer their
DNA into another cell and are known as sex factors
(F agents or fertility factors).  A sex factor is able to
integrate into a chromosome and later to come out and
transfer other genes with it.  In this property it resem-
bles a transducing phage.

Plasmids and episomes vary in size.  The F sex
factor is a 100-kb circular molecule of supercoiled
DNA.  Colicinogenic factors,65 which may also be
present in E. coli in as many as 10 – 15 copies per bacte-
rial chromosome, are often much smaller (6 – 7.5 kb).
Some larger colicinogenic plasmids are also sex fac-
tors.  They carry genes for toxic protein antibiotics
known as colicins (Box 8-D) which attack other strains
of E. coli, providing a selective advantage for the strain
producing the colicin.  They also carry a gene or genes
conferring on the host bacterium resistance to antibiot-
ics such as penicillin and chloramphenicol.  Penicillin
is inactivated because the plasmids carry a gene en-
coding a penicillinase that hydrolytically cleaves
the β-lactam ring (Box 20-G).  Chloramphenicol (Fig.
25-10) is inactivated by the action of chloramphenicol
O-acyltransferase.

1.  Bacterial Sex Factors

Bacteria usually reproduce by a simple cell divi-
sion.  The DNA in the chromosome is doubled in
quantity and the cell divides, each daughter cell re-
ceiving an identical chromosome.  However, in 1946
Lederberg and Tatum showed that sexual reproduc-
tion is also possible.66,67 They studied nutritional
auxotrophs of E. coli strain K-12, which lacked the
ability to synthesize amino acids or vitamins.  When
cells of two different mutants were mixed together and
allowed to grow for a few generations, a few individu-
al bacteria regained the ability to grow on a minimal
medium.  Since each of the two strains had one defec-
tive gene, the creation of an individual with neither of
the two defects required combining of genetic traits
from both strains.  The existence of bacterial conjuga-
tion was recognized.  Later it was established that true
genetic recombination had occurred, i.e., genes from
the two mating cells had been integrated into a single
molecule of bacterial DNA.

This transfer of DNA between bacterial cells re-
quires the presence of a plasmid sex factor (F agent),
whose presence confers a male character to the indi-
vidual cell.  The F agent is large enough to contain
about 90 genes and has a length of ~ 30 µm, ~ 2.5% that
of the E. coli chromosome.   Among other things, the
E. coli F agent contains the genes needed to direct the
synthesis of the F pili (sex pili).  These tiny append-
ages, 8.5 nm in diameter (see Fig. 7-9), grow out quick-
ly during a period of 4 – 5 min to a length of about

1.1 µm.  The end of an F pilus becomes attached to a
female cell (a bacterium lacking the F agent) and may
induce the transfer of DNA into the female cell.  The
mechanism of transfer has been uncertain.  It may
involve formation of a cytoplasmic bridge between
cells in close contact.  The pilus may be retracted into
the membrane of the male cell, pulling the two cells
close together.  The DNA probably flows through the
pilus into the female.68,69

On rare occasions an F agent becomes integrated
into the chromosome of a bacterium.  Both the F agent
and the chromosome have been shown by electron
microscopy to be circular.  The integration process
requires the enzymatic cleavage of the DNA of both
the chromosome and the F agent and the rejoining of
the ends in such a way that a continuous circle is
formed (Fig. 26-3).  The enzymes that catalyze these
reactions are considered in Chapter 27.  Different F
agents can be incorporated into the chromosome at
different points around the circle.  A strain of bacteria
containing an integrated F agent is known as an Hfr
(high frequency of recombination) strain.

When an Hfr strain conjugates with an F– (female),
replication of the entire male chromosome commences
at some point near the end of the integrated F agent,
and genes of the bacterial chromosome followed by
those of the F factor are transferred into the female.
Only a single strand of DNA (customarily referred to
as the plus strand) is transferred from the donor cell
and into the recipient cell (Fig. 26-3).  There the com-
plementary minus strand is synthesized to form a
complete double-stranded DNA molecule bearing the
genes from the Hfr cell.  Only rarely does a copy of the
entire chromosome of the donor cell enter the female
cell.  More often the DNA strand, or perhaps the pilus
itself, breaks and only part of the chromosome is
transferred.

Partial chromosome transfer from a male cell
transforms the F– cell into a partial diploid (merozy-
gote) containing double the usual number of some of
the genes.  Within this partial diploid genetic recombi-
nation between the two chromosomes takes place (Fig.
26-3) by the mechanisms discussed in Chapter 27.  The
end result of the recombination process is that the
daughter cells formed by subsequent division contain
only single chromosomes with the usual number of
genes.  However, some genes come from each of the
two parental strains.  Thus, an F– mutant unable to
grow on a medium deficient in a certain nutrient may
receive a gene from the male and now be able to grow
on a minimal medium.  Even though the number of
such recombinants is small, they are easily selected
from the very large number of mutant bacteria that are
mixed together initially.

One result of DNA transfer from Hfr into F– bacte-
ria is sometimes the introduction of a complete copy of
the F agent into the female bacterium.  Since this con-
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verts the recipient into a male, Brinton referred to
“bacterial sex as a virus disease.”  In fact, infectious
plasmids and viruses display many similarities.  For
example, filamentous bacteriophages (Chapter 5; Fig.
7-7) adsorb to the F pili of male bacteria and the DNA,
flowing in a direction opposite to that in bacterial
conjugation, enters the cell.70  The bacteriophage carry
genes for the protein subunits of their coats (Figs. 26-2,
7-29), while F factors carry genes for synthesis of
pilins.  Pilins accumulate within the cell membrane
and are extruded to generate F pili, just as viral sub-
units are extruded to form the virus coats.  There is
also a close similarity between episomes that can be
integrated into bacterial chromosomes and the tem-
perate bacteriophages considered in the next section.

Figure 26-3  Integration of an F agent into a bacterial chro-
mosome and transfer of some bacterial genes into another
cell.  (A) Incorporation of the F agent into E. coli genome and
transfer of the “plus” strand of DNA out to a female recipi-
ent cell.  (B) Genetic recombination between a piece of
transferred DNA and the genome of the recipient cell.

2.  Temperate Bacteriophage; Phage Lambda

When DNA from a typical bacteriophage enters a
bacterial cell, it seizes control of the metabolic machin-
ery of the cell almost immediately and directs it entire-
ly toward the production of new virus particles.  This
leads within a period of about 20 min to the produc-
tion of one or two hundred progeny viruses and to the
lysis and death of the cell.  However, the DNA from a
temperate phage may become repressed and, like an
F factor, be integrated with the bacterial genome (Fig.
26-3).  In the resulting prophage or lysogenic state,
the repressed phage DNA is replicated as part of the
bacterial genome but does no harm to the host cells
unless some factor “activates” the incorporated genetic
material by release of the repression.  Replication of
the phage and lysis of the bacterium then ensues.
Temperate phage may also exist as plasmids (e.g.,
plasmid P1).

The decision for lysis or lysogeny, which is very
important for the survival of the bacteriophage, is
governed primarily by the nutritional status of the
host.  For a bacterium growing in a relatively rich
environment such as the colon, lysis will increase the
chances of daughter phage encountering host bacteria.
However, in soils, E. coli grows very slowly, and a
bacteriophage capable of entering a lysogenic state has
an increased chance of survival until the host bacteri-
um finds a richer growth medium.

The best known temperate phage is phage lamb-
da of E. coli.70– 72  A tailed virus resembling the T-even
phages (Box 7-C), phage λ has a smaller (~ 48.5 kb)
DNA genome.73  Within the bacterial cell the ends of
the λ DNA may be joined to form a circular replicative
form of the virus.  In ~ 30% of the infected cells the λ
DNA becomes integrated into the E. coli chromosome
at the special site, att λ, which is located at 17 min on
the E. coli chromosome map (Fig. 26-4).  The incorpo-
rated phage DNA now occupies a linear segment
amounting to about 1.2% of the total length of the
E. coli chromosome.  It is replicated along with the
rest of the chromosome and for, the most part, goes
unnoticed.

The host, E. coli K12, contains useful amber sup-
pressors that make it easy to detect mutations in the
bacteriophage.  The integrated prophage can undergo
mutations of almost any type, including large deletion
mutations, and can still be investigated through
complementation studies with other strains of virus.
Thus, a family of modified defective � phage was
developed.  When the λ prophage is excised from the
bacterial chromosome, adjacent bacterial genes are
occasionally carried with it.  This allowed develop-
ment of � transducing phage, which can carry genes
and transfer them into bacteria lacking these genes.
More recently an important series of cloning vehicles
have been derived from phage λ.

A

B
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Figure 26-4  (A) Genetic map of E. coli, strain K-12 pub-
lished in 1976.  Data from Bachmann, Low, and Taylor.75

The scale in minutes is based on the results of interrupted
conjugation experiments.  The thr locus is arbitrarily taken
as zero.  The genetic symbols are defined in Table 26-1.
Only a single strand of the DNA molecule is normally
transcribed into RNA over any given region.  Because of
the antiparallel nature of the DNA helix, transcription from
one strand proceeds clockwise and transcription from the
other counterclockwise (the r strand is conventionally
taken as the one that is transcribed in the clockwise direc-
tion when the chromosome is oriented as in the drawing).
The directions of transcription of certain operons are indicat-
ed by the arrows. The 1983 version of this map76 contained
1027 loci and we now know the location of all of the more than
4300 genes.  (B) Physical map of the E. coli chromosome ob-
tained by study of large 20 – 100 kb fragments obtained by diges-
tion with restriction endonuclease NotI and separated by pulsed field gel
electrophoresis.  The fragments A – V were ordered using genetic information and overlapping fragments from partial NotI
digests (arrows).  On the outside the genetic map has been superimposed after distortion of the scale in minutes to make the
two maps coincident.  The 100-kb F+ plasmid and the 4.5-kb plasmid pBR322 are also drawn to show relative sizes.  From
Smith et al.77  A finer restriction map, based on 3400 cloned fragments, was prepared by Kohara, Akiyama, and Isono in 1987.78
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aceA Acetate 89 Isocitrate lyase
aceB Acetate 89 Malate synthetase A
araA Arabinose 1 L-Arabinose isomerase
araB Arabinose 1 L-Ribulokinase
araC Arabinose 1 Regulatory gene
araD Arabinose 1 L-Ribulose-5-phosphate-4-epimerase
araI Arabinose 1 Initiator locus
araO Arabinose 1 Operator locus
argF Arginine 6 Ornithine carbamoyltransferase
argG Arginine 68 Argininosuccinic acid synthetase
aroB Aromatic 73 Dehydroquinate synthetase
aroD Aromatic 37 Dehydroquinate dehydratase
aroE Aromatic 71 Dehydroshikimate reductase
aroH Aromatic 37 DAHP synthetase (tryptophan-repressible

isoenzyme)
aroJ Aromatic 37 Probable operator locus for aroH
atoA Acetoacetate 48 Coenzyme A transferase
atoB Acetoacetate 48 Thiolase II
atoC Acetoacetate 48 Regulatory gene
attλ Attachment 17 Integration site for prophage λ
bioA Biotin 17 Group II; 7-oxo-8-aminopelargonic acid

(7 KAP) → 7,8-diaminopelargonic acid
(DAPA)

bioB Biotin 17 Conversion of dethiobiotin to biotin
bioC Biotin 17 Block prior to pimeloyl-CoA
bioD Biotin 17 Dethiobiotin synthetase
bioF Biotin 17 Pimeloyl-CoA → 7 KAP
bioO Biotin 17 Operator for genes bioB through bioD
bioP Biotin 17 Promoter site for genes bioB through bioD
cheA Chemotaxis 42 Chemotactic motility
cheB Chemotaxis 42 Chemotactic motility
crp 73 Cyclic adenosine monophosphate receptor

protein
cya 83 Adenylate cyclase
dctA 79 Uptake of C4-dicarboxylic acids
dnaA DNA 82 DNA synthesis; initiation defective
dnaB DNA 91 DNA synthesis
dnaC DNA 99 dnaD; DNA synthesis; initiation defective
dnaE DNA 4 polC, DNA polymerase III and mutator

activity
dnaF DNA 48 nrdA; ribonucleoside diphosphate reductase
dnaG DNA 66 DNA synthesis
dsdA D-Serine 50 D-Serine deaminase
entA Enterochelin 13 2,3-Dihydro-2,3-dihydroxybenzoate

dehydrogenase
entB Enterochelin 13 2,3-Dihydro-2,3-dihydroxybenzoate

synthetase
entC Enterochelin 13 Isochorismate synthetase
entD,E,F Enterochelin 13 Unknown steps in conversion of 2,3-

dihydroxybenzoate to enterochelin
fabA 22 β-Hydroxydecanoylthioester dehydratase
gadR 81 Regulatory gene for gadS
gadS 81 Glutamic acid decarboxylase
galE Galactose 17 Uridine diphosphogalactose 4-epimerase
galK Galactose 17 Galactokinase
galO Galactose 17 Operator locus
galT Galactose 17 Galactose 1-phosphate uridyltransferase
galR Galactose 61 Regulatory gene
glgA Glycogen 74 Glycogen synthetase
glgB Glycogen 74 α-1,4-Glucan: α-1,4-glucan 6-

glucosyltransferase
glgC Glycogen 74 Adenosine diphosphate glucose

pyrophosphorylase
glyS Glycine 79 Glycyl-transfer RNA synthetase
hisA Histidine 44 Isomerase
hisB Histidine 44 Imidazole glycerol phosphate dehydrase:

histidinol phosphatase
hisC Histidine 44 Imidazole acetol phosphate aminotransferase
hisD Histidine 44 Histidinol dehydrogenase
hisE Histidine 44 Phosphoribosyl-adenosine triphosphate-

pyrophospho-hydrolase
hisF Histidine 44 Cyclase
hisG Histidine 44 Phosphoribosyl-adenosine triphosphate-

pyro-phosphorylase
hisH Histidine 44 Amidotransferase

TABLE 26-1
Some Genes of E. colia

hisI Histidine 44 Phosphoribosyl-adenosine monophosphate-
hydrolase

hisO Histidine 44 Operator locus
dsdM Host specificity 98 Host modification activity: DNA methylase M
hsdR Host specificity 98 Host restriction activity: endonuclease R
ilvA Isoleucine – valine 83 Threonine deaminase (dehydratase)
ilvB Isoleucine – valine 83 Acetohydroxy acid synthetase I
ilvC Isoleucine – valine 83 α-Hydroxy-β-oxo acid reductoisomerase
ilvD Isoleucine – valine 83 Dehydrase
ilvE Isoleucine – valine 83 Aminotransferase B
ilvO Isoleucine – valine 83 Operator locus for genes ilvA,D,E
ilvP Isoleucine – valine 83 Operator locus for gene ilvB
ilvQ Isoleucine – valine 83 Induction recognition site for ilvC
ilvY Isoleucine – valine 83 Positive control element for ilvC induction
kdp K accumulation 16 Defect in potassium ion uptake
lacA Lactose 8 Thiogalactoside transacetylase
lacI Lactose 8 Regulator gene
lacO Lactose 8 Operator locus
lacP Lactose 8 Promoter locus
lacY Lactose 8 Galactoside permease (M protein)
lacZ Lactose 8 β-Galactosidase
mot Motility 42 Flagellar paralysis
mutL Mutator 93 Generalized high mutability (AT → GC)
pabB p-Aminobenzoate 40 Requirement
pil Pili 98 Presence or absence of pili (fimbriae)
plsA Phospholipid 11 Glycerol-3-phosphate acyltransferase
pnp 68 Polynucleotide phosphorylase
polA Polymerase 85 DNA polymerase I
polB Polymerase 2 DNA polymerase II
ptsG Phosphotranserase 24 Catabolite repression system
purA Purine 93 Adenylosuccinic acid synthetase
purB Purine 25 Adenylosuccinase
pyrB Pyrimidine 95 Aspartate carbamoyltransferase
pyrD Pyrimidine 21 Dihydroorotic acid dehydrogenase
recA Recombination 58 Ultraviolet sensitivity and competence for

genetic recombination
recB Recombination 60 Ultraviolet sensitivity, genetic recombination;

exonuclease V subunit
recC Recombination 60 Ultraviolet sensitivity, genetic recombination;

exonuclease V subunit
relA Relaxed 59 Regulation of RNA synthesis
rpoB RNA polymerase 89 RNA polymerase: β subunit (rif gene)
rpsL Ribosomal protein, 72 Ribosomal protein S12 (strA gene,

   small streptomycin resistance)
serA Serine 62 3-Phosphoglyceric acid dehydrogenase
serO Serine 20 Operator locus
serS Serine 20 Seryl transfer RNA synthetase
speA Spermidine 63 Arginine decarboxylase
speB Spermidine 63 Agmatine ureohydrolase
speC Spermidine 63 Ornithine decarboxylase
supB Suppressor 15 Suppressor of ochre mutations
supE Suppressor 15 Suppressor of amber mutations (su-2)
thrA Threonine 0 Aspartokinase I-homoserine dehydrogenase

I complex
thrB Threonine 0 Homoserine kinase
thrC Threonine 0 Threonine synthetase
trpA Tryptophan 27 Tryptophan synthetase, A protein
trpB Tryptophan 27 Tryptophan synthetase, B protein
trpC Tryptophan 27 N-(5-Phosphoribosyl) anthranilate
trpD Tryptophan 27 Phosphoribosyl anthranilatetransferase
trpE Tryptophan 27 Anthranilate synthetase
trpO Tryptophan 27 Operator locus
tyrA Tyrosine 56 Chorismate mutase T-prephenate

dehydrogenase
tyrT Tyrosine 27 Tyrosine transfer RNA1 (su-3 gene; amber

suppressor)
ubiA Ubiquinone 90 4-Hydroxybenzoate → 3-octaprenyl 4-

hydroxybenzoate
uvrA Ultraviolet 91 Repair of ultraviolet radiation damage to

DNA, UV endo-nuclease
valS Valine 95 Valyl-transfer RNA synthetase

Gene
symbol Mnemonic

Map
position
(min)a Phenotypic trait affected

Gene
symbol Mnemonic

Map
position
(min)a Phenotypic trait affected

a This list contains 126 of more than 1027 genes that had been mapped by 1983.

(Bachmann, B. J. (1983) Bacteriol. Rev. 47, 180 – 230).  Their positions are shown
diagrammatically in Fig. 26-4.

C.  Plasmids, Episomes, and Viruses
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D.  Mapping of Chromosomes

Let us now consider how knowledge of bacterial
sex factors and of phage λ permitted the mapping of
bacterial chromosomes.  Together with the use of
restriction endonucleases these techniques gave us the
first precise physical maps of bacterial chromosomes
and pointed the way toward the determination of
complete genome sequences.

1.  The Chromosome Map of E. coli

There are about 4,639,221 nucleotide pairs in the
circular DNA molecule that is the chromosome of E.
coli strain K-12.  We now know the complete sequence,
which includes all of the individual genes that are
present.74  However, our first knowledge of the loca-
tion of these genes in the chromosome depended upon
construction of a linkage map (Fig. 26-4A).  Construc-
tion of this map, with 126 genes, began with the study
of nutritional auxotrophs whose defective genes are
located at many points on the chromosome.  By 1983,
1027 genes had been mapped.  In 1997, when the
complete nucleotide sequence became known, 4288
protein coding genes could be recognized.74  The map
in Fig. 26-4 was established 30 years earlier, largely by
use of interrupted bacterial mating.79,80  In this proce-
dure Hfr cells carrying specific mutations are mixed
with wild-type F cells, and conjugation is allowed to
proceed for a certain length of time.  Then the cells
are agitated violently, e.g., in a Waring blender.  This
breaks all of the conjugation bridges and interrupts
the mating process.  Mating is interrupted at different
times, and the recipient bacteria are tested for the
presence of genes transferred from the donor strain.
Using this technique it was found that complete trans-
fer of the chromosome takes ~ 100 min at 37°C, and
that the approximate location of any gene on the
chromosome can be determined by the length of time
required for transfer of that gene into the recipient cell.
It is a little more complex than this.  Because complete
chromosome transfer is rare, substrains of E. coli K-12
with an F agent integrated at different points were
used.  With certain F factors those genes lying clock-
wise around the circle in Fig. 26-4 immediately beyond
the point of integration are transferred quickly and
with high frequency.

The time-of-entry map in Fig. 26-4A is based
not only on interrupted matings but also on the use of
transduction by bacteriophage P1.76,79  Transduction
by phage permits the tranfer of a short fragment of
DNA, about 2 min in length, on the E. coli map.  Joint
transduction, i.e., joint incorporation of two genes into
the chromosome of the receptor, occurs with a fre-
quency related to the map distance between these two
genes.  Thus, finer mapping was done within many

segments of the E. coli chromosome.  Meanings of the
gene symbols used in the figure are given in Table 26-
1.  Similar maps were prepared for Salmonella typhimu-
rium and Bacillus subtilis.

2.  Restriction Endonucleases

Many of the procedures for cloning genes, synthe-
sizing more copies of a DNA (“amplifying” the DNA),
making genetic maps, and generating mutants, are
dependent upon restriction endonucleases.  The
name comes from a property of bacteria, which often
can digest and destroy DNA of invading viruses or
DNA that has been injected during mating with a
bacterium of an incompatible strain.  Investigation of
this phenomenon, known as restriction, revealed that
the DNA of viruses that are able to replicate within a
particular host is marked in some fashion at specific
sites in the molecule.  The marking often consists of
the presence of methyl groups.  Properly methylated
DNA is not degraded, but unmethylated DNA is
cleaved by a highly specific endonuclease at the same
sites that are normally methylated.  Each species of
bacteria (and often an individual strain within a spe-
cies) has its own restriction enzymes.  Restriction
enzymes are very specific and cut DNA chains at
unique base sequences.  Three types are recognized.80a

Type I restriction enzymes, such as those encoded
in the chromosome of E. coli, are large 300- to 400-kDa
proteins composed of at least three kinds of polypep-
tide chain.  They bind at specific sites of a foreign
DNA and apparently cleave the chain randomly near-
by.  They require ATP, Mg2+, and S-adenosylmethion-
ine and have the unusual property of promoting the
hydrolysis of large amounts of ATP.81,82  The signifi-
cance of these properties is still unknown.

The type II restriction endonucleases, which are
the ones most widely used in molecular biology, are
relatively small 50- to 100-kDa monomeric or dimeric
proteins.  About 2400 different enzymes with 188
different specificities had been isolated by 1995.83,84

The sites of attack, in most instances, are nucleotide
sequences with a twofold axis of local symmetry.85  For
example, the following sites of cleavage have been
identified for two restriction endonucleases encoded
by the DNA of R-factor plasmids of E. coli and for a
restriction enzyme from Hemophilus influenzae.  In the
diagrams ↓ are sites of cleavage, ∗ are sites of methyla-
tion, and · are local twofold axes (centers of palin-
dromes); N can be any nucleotide with a proper base
pairing partner.

Restriction enzymes often create breaks in each of
the two strands in positions symmetrically arranged
around the local twofold axis.  This is what we might
expect of a dimeric enzyme that binds in the major or
minor groove of the double helix, each active site
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attacking one of the polynucleotide chains.  In fact, the
two 277-residue subunits of the EcoRI enzyme86 bind
primarily in the major grooves of the DNA, one active
site on each strand.  Each recognition unit makes 12
hydrogen bonds to the DNA.  Each base pair forms
two of these hydrogen bonds.  Four arginines and two
glutamates participate.87  This provides a net charge

of +2, which may be important for electrostatic interac-
tion of the protein with backbone phosphate groups
of the DNA.  The binding of the protein affects the
conformation of the DNA, widening the major groove
from that in B DNA, and causing a torsional kink with
some unwinding of the double helix.88  It appears that
the specificity for the GAATTC hexanucleotide is in
part a result of direct complementary interactions
between functional groups in the major groove (see
Fig. 5-3), bound water molecules, and amino acid side
chains from the enzyme (Fig. 26-5).  Methylation of the
6-amino groups of the adenines in the center of the
recognition sequence prevents cleavage by the EcoRI
endonuclease, but appears to alter the interaction with
the protein only slightly.89

Although they often share little sequence simi-
larity and have quite different specificiities, many
restriction enzymes have similar three-dimensional
structures as well as mechanisms of action.  This is
true for the EcoRI, BamHI (Fig. 26-5),83,90 EcoRV,91,91a

and Cfr10I enzymes,84 and presumably many others.
The specifically shaped and tightly packed active sites
in the enzyme – substrate complexes ensure specificity.
For example, the EcoRV endonuclease cleaves DNA at
its recognition site at least a million times faster than at
any other DNA sequence.91  As mentioned in Chapter
12, restriction endonucleases require a metal ion,
preferably Mg2+, and probably act via a hydroxyl ion
generated from Mg2+– OH2 at the active site.  Three
conserved active site residues, Asp 91, Glu 111, and
Lys 113, in the EcoRI endonuclease interact with the
DNA near the cleavage site. Lys 113 is replaced by Glu
113 in the BamHI enzyme.83,90

The corresponding conserved residues in the
smaller EcoRV enzyme are Asp 74, Asp 90, and Lys 92.
They are shown in the following diagram that repre-
sents one of several possible metal-ion dependent
mechanisms.91– 93  The metal-coordinated hydroxyl ion
is generated by proton transfer to the –NH2 group of
Lys 92 and carries out an in-line attack on the back-
bone phospho group of thymidine at the cleavage
point.  At least two metal ions are needed, and three
may be present, as shown in this diagram from Sam
and Perona.93

D.  Mapping of Chromosomes

5’– N N C G GN N C A NN N
3’– N N G C CN N G T N N N

E. coli R factor (EcoRII)

N
N

–3’
–5’

5’– N A A T TN N G C N N N
3’– N T T A AN N C G N N N

H. influenzae (HindIII)

–3’
–5’

5’– N G A T CN N A T N N N
3’– N C T A GN N T A N N N

E. coli R factor (EcoRI)

Alu I Arthrobacter luteus 5' - - A G↓C T - - 3'

BamH I Bacillus amyloliquefaciens H G↓G A T C C

Bcl I Bacillus caldolyticus T↓G A T C A

Bgl II Bacillus globigii A↓G A T C T

Cfr10 I Citrobacter freundii Pu↓C C G G Py

EcoR I Escherichia coli G↓A A T T C

EcoR V Escherichia coli G A T↓A T C

Hae III Haemophilus aegypticus G G↓C C

HindIII Haemophilus influenzae A↓A G C T T

Kpn I Klebsiella pneumoniae G G T A C↓C

Mbo I Moraxella bovis ↓G A T C

Pst I Providencia stuartii C T G C A↓G

Sal I Streptomyces albus G↓T C G A C

Sau3A I Streptococcus aureus ↓G A T C

Sfi I Streptomyces fimbriatus G G C C N N N N↓N G G C

TABLE 26-2
Some Commonly Used Restriction Endonucleases,
Their Sources, and Cleavage Sites

Enzyme Source Cleavage Site
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Figure 26-5  (A)  Stereo-
scopic ribbon drawing of
the dimeric EcoRI restriction
endonuclease in a complex
with DNA.  The equivalent
helices marked α4 and α4'
point into the major groove of
the DNA double helix while
the inner and outer “arms”
wrap around the DNA.  From
Bozic et al.84 based on coordi-
nates of Kim et al.94  (B)  Ste-
reoscopic view of the two base
pairs T•A and C•G of the
right end of the recognition
motif 5'-CGATCC-3' (Table 26-
2) bound to the BamHI restric-
tion endonuclease.  The third
base pair C•G lies below the
two that are shown.  Notice
the numerous hydrogen
bonds, some of which bind
atoms of the DNA directly to
atoms of the protein and also
hydrogen bonds to water
molecules (filled circles).  The
tight packing of complemen-
tary charged and dipolar
groups of protein, nucleic
acid, water, and Mg2+ ions
(not seen in this drawing)
thoughout the complex ac-
counts for the high specificity
of these enzymes.  From
Newman et al.83  Courtesy of
Aneel Aggarwal.

Restriction enzymes that cleave DNA at a large
number of specific sequences are available commer-
cially.  A few are listed in Table 26-2.  Another group of
restriction enzymes have similar recognition sequences
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but cut the dsDNA that they recognize at a specific
neighboring site rather than within the recognition
sequence.  An example is FokI , which recognizes the

nonpalindromic                , but cuts the chains 9 and 13

base pairs to the right.  This enzyme has been used by
Szybalski and associates to devise a system for cutting
ssDNA precisely at a desired point and converting it to
ds fragments.95

3.  Restriction Mapping

The calibration of the E. coli genetic map in min-
utes was a temporary expedient.  It was followed by
physical maps expressed directly as micrometers of
DNA length (total length ~ 1.6 mm) or thousands of
nucleotide units (kb).  A physical map obtained by
restriction enzyme mapping is shown in Fig. 26-4B.
To obtain this map DNA fragments were prepared
using specific restriction endonucleases (Section E, 1).
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Figure 26-6  (A) Electron micro-
graph of a heteroduplex DNA
molecule constructed from comple-
mentary strands of phages λb2 and
λimm434.  In λb2 a segment of λ
DNA has been deleted producing a
deletion loop (labeled b2) and in
λimm434 a piece of DNA from
phage 434 has been substituted for
λ DNA resulting in a “nonhomolo-
gy bubble” (labeled i434 / iλ).  The
vegetative (cohesive) ends of the
DNA are labeled v.e.  (B) Enlarge-
ment of the nonhomology bubble.
(C) Interpretative drawing of view
in (B).  Arrow marks a short (20 –
150 nucleotide) region of apparent
homology.  From Westmoreland,
Szybalski, and Ris.98

genomes have been determined by use of restriction
mapping and sequencing of the restriction fragments.
Restriction fragment patterns have also been impor-
tant to determine eukaryotic genome maps including
the first genetic linkage map,96 the first physical map
of the human genome,97 and the complete human
genome sequences (Section G).

4. Electron Microscopy

Physical mapping by electron microscopy has
been applied to bacteriophage, which can be ob-
tained with large deletions in various parts of the
genome.98,99  The method can also be applied to cloned
pieces of DNA.  DNA might be isolated from two
different phage strains, for example, from wild-type λ
and from a mutant phage with a particular gene or
genes deleted.  The λ DNA can be denatured readily
and separated into r strands and l strands by isopycnic
centrifugation.  If the isolated l strand of one strain
is mixed with the r strand of another strain and an-
nealed, a double-stranded DNA will be formed and, if
there is a deletion in one strain, the homologous region
in the normal λ DNA will form a single-stranded loop
that can be visualized in the electron microscope.
Figure 26-6 shows an example of a micrograph of such
a heteroduplex molecule with a deletion loop and
also a “bubble,” where a segment of nonhomologous

D.  Mapping of Chromosomes

A B

C

The fragments were aligned using genetic markers,
and their lengths were estimated by their electro-
phoretic mobilities.77  The time-of-entry map has been
added on a distorted scale in Fig. 26-4B.  There are,
on the average, 46.4 kb of DNA per minute, but this
amount varies around the chromosome between 38
and 61 kb / min.

Mapping with restriction endonucleases was for
many years an essential step in determination of the
complete sequence of a piece of DNA.  To make a
restriction map the DNA, which may have been cut
from a chromosome by a restriction endonuclease, is
cloned.  This permits isolation of a large amount of
the DNA, which is then cut by other restriction endo-
nucleases with differing specificities.  Overlapping
fragments resulting from the cleavages by single re-
striction enzymes are ordered to provide a map such
as that of yeast mitochondrial DNA shown in Fig. 5-48.
Any piece from the mapped DNA can now be cloned,
and the exact sequence determined.  The development
of pulsed-field electrophoresis (Chapter 5), with its
ability to separate DNA fragments 2000 kb or greater
in length, allows restriction mapping with enzymes
that cut at rare intervals to give very large fragments.
For example, the NotI restriction endonuclease cuts the
4.7 Mb E. coli K12 genome into 22 fragments that were
used to construct the complete restriction map of Fig.
26-4B.77  Sequences of many viruses and plasmids,
mitochondrial and plastid DNAs, and several bacterial
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DNA has been substituted in one strand.98  Since
distances can be measured accurately on the electron
micrographs, rather precise (±50 – 100 bp) physical
maps can be obtained.  The chromosome map of
phage λ was mapped in this way initially; now its
complete nucleotide sequence is known.  Another
electron microscopic method is useful for location of
AT-rich regions that denature readily.  In a suitable
concentration of formamide these regions melt to form
visible single-stranded denaturation loops similar to
the bubbles in Figure 26-6.

An important technique is to hybridize pieces
of mRNA with DNA.  If this is done with denatured
(single-stranded) DNA and processed mRNA, which
has been transcribed from genes with intervening
sequences, the intervening sequences will form single-
stranded loops in the DNA – RNA hybrid.  A related
technique depends upon the increased stability of
DNA– RNA hybrids in high concentrations of forma-
mide.  Under these conditions an RNA segment will
hybridize with its complementary strand of the DNA
duplex displacing the other strand of DNA, which
then appears as a visible R-loop.  Intervening se-
quences appear as undisturbed DNA duplexes.

5. Optical Mapping

The long DNA molecules of bacterial or eukaryotic
chromosomes are easily broken by vigorous stirring.
However, if handled carefully very large fluorescently
stained DNA molecules of 0.4 – 1.4 Mb lengths can be
stretched out on a glass surface, and their lengths
measured by optical microscopy.  The technique de-
pends upon binding of one of the ends of the DNA
to the glass surface.  If biotin is covalently attached
to one end of the DNA, it will bind to a steptavidin-
coated plate.  However, unaltered DNA also binds to
a vinyl-silane or a trichlorosilane coating under suit-
able conditions.100,101  If DNA is incubated with a
submerged silanized coverslip, which is then pulled
out of the liquid mechanically at a constant speed, the
DNA molecules are “dyamically combed” so that they
are aligned for easy observation and measurement.101

DNA can be transferred directly from agarose gels
used for electrophoretic separation to the plates.102

Used in combination with restriction enzymes these
procedures allow rapid automated construction of
physical maps.  An example of whole-genome optical
mapping is provided by the restriction map of the
genome of the radiation-resistant bacterium Deinococ-
cus radiodurans.  The genome consists of two circular
DNA molecules of 2.6 and 0.415 megabases and a
smaller 176-kilobase DNA.103  These were mapped
without the laborious subcloning required by conven-
tional restriction mapping.  For example, the E. coli
restriction map required analysis of 3400 phage clones.

Mapping of eukaryotic chromosomes has involved
additional methods which are discussed in Sections E
and G,1.  These incluse radiation hybrid mapping,104

use of meiotic recombination, identification of re-
striction fragment length polymorphisms (RFLPs;
described in Section E,7), and use of expressed
sequence tags (ESTs), short DNA sequences de-
duced from mRNA molecules transcribed from the
DNA.105,106

E.  Cloning, Modifying, and Transferring Genes

A true revolution in biology and in medicine is in
progress as a result of our ability to clone, sequence,
mutate, and manipulate genes at will.  Methods of
sequence determination are discussed in Chapter 5 as
is the laboratory synthesis of oligonucleotides and of
complete genes.  Both of these techniques are essential
to present-day genetic engineering as are the tech-
niques of cloning,99,107– 113 which are considered in this
section.

A diploid cell contains only two copies of many
genes, and these two copies are often not identical.  In
a gram of any tissue, which may contain 109 cells, we
will have only ~ 1 ng of a 1 kb (1 kilobase) gene.  To
isolate this gene we would have to fish it out from
a huge excess of other genes.  Present-day cloning
techniques offer a way to locate the gene, increase its
quantity by many orders of magnitude, learn its se-
quence, induce any desired mutations at any points,
and transfer the gene into other organisms in such a
form that it can be expressed, i.e., be transcribed and
induce synthesis of proteins.  The methods have taken
years to develop and continue to be improved.  Only
some basic procedures and concepts are described
here.  Numerous manuals99,108,109,111,114– 118 as well as
commercial “kits” are available.

1.  Joining DNA Fragments

The cloning and manipulation of genes usually
depends upon the precise cutting of DNA into discrete
fragments by restriction endonucleases.  Many restric-
tion enzymes generate cohesive ends (sticky ends).
Thus, EcoRI produces DNA fragments with the single-
stranded “tails” shown here at the 5'-ends of the cut
duplexes:

These cohesive ends can be used to join together
different restriction fragments.  It is easy to see that
the complementary single-stranded tails can form
base pairs to regenerate the original hexanucleotide

5’ ----- G 3’
3’ ----- C 5’T AT Ap

C ----- 3’ 5’pA TA T
G ----- 5’ 3’
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sequence cleaved by EcoRI.  There will still be nicks
between G and A at the specific cleavage points, but
these nicks can be closed enzymatically using DNA
ligase.  Thus, the original DNA cleaved by EcoRI can
be reformed, or another piece of DNA that also has
tails generated by EcoRI can be grafted onto an end.

Many of the other enzymes in Table 26-2 also form
cohesive ends.  Five of them (BamHI, BclI, BglII, MboI,
and Sau3A) have at the center of their recognition sites
the same tetranucleotide:  GATC.  Enzymes Sau3A and
Mbo I are called isoschizomers because they have just
the same 4-base recognition sequence and also yield
the same restriction patterns.  Notice that they will
both cut all of the BamHI, BclI, or BglII sites, but BamHI
and BglII will not cut all MboI or Sau3A sites.  How-
ever, cohesive ends made by any of these enzymes can
be joined.  The gaps left during the joining of certain
of the fragments can be ligated enzymatically.  Sau3A
will cut at either methylated or unmethylated sites but
MboI will not cut at methylated sites.

Two enzymes (KpnI and PstI in the list in Table
26-2) form 3'-cohesive ends rather than 5'-cohesive
ends.  In addition, there are three (AluI, EcoRV, and
HaeIII) that cut at the local twofold axis; they form no
cohesive ends but leave blunt ends (flush ends). Blunt
end fragments are also much used in genetic engi-
neering. “Linkers” that provide cohesive ends can be
added.119  The SfiI endonuclease cuts between two
4-bp palindromes in a 13-bp recognition sequence
(Table 26-2).120

Some useful enzymes. Several enzymes of use
in cloning121 are listed in Table 26-3.  The detailed
chemistry of most of these is discussed in Chapter 27.
Among these are the ligases that allow DNA frag-
ments to be joined.  They act on DNA strands with
adjacent 3'- OH and 5'-phosphate termini.  The E. coli
ligase seals single stranded nicks using NAD+ as an
energy source (Eq. 27-5).  It is therefore able to ligate
DNA fragments with cohesive ends.  The T4 DNA
ligase, which is obtained from E. coli infected with
phage T4, not only can seal nicks but can ligate pieces
of DNA with blunt ends.  Its activity is linked to cleav-
age of ATP.  If two DNA strands are joined, but with
gaps in one or both strands, the gaps can be filled
efficiently by the 109-kDa DNA polymerase I from E.
coli.  Most often the 76-kDa Klenow fragment, which
is lacking the 5' → 3' exonuclease activity, is used.  T4
DNA polymerase has similar properties.

A problem with DNA fragments with cohesive
ends is that they spontaneously form closed circles, a
process that may compete with a desired joining to
another piece of DNA.  One solution to this problem
is to hydrolyze off the 5'-phosphate groups with an
alkaline phosphatase (Chapter 12).  This prevents
formation of covalently closed circles.  However,
pieces of DNA that retain their 5'-phosphate groups

can be ligated to these dephosphorylated pieces. T4
polynucleotide kinase122 can be used to put a phos-
pho group back onto the 5' end of a chain.  A 32P end
label can be added to such a polynucleotide using 32P-
labeled ATP.

Forming homopolymeric tails.  Chromosomal
DNA may be cleaved with restriction enzymes that
leave blunt ends or it may be cleaved randomly by
shearing.  In either case the blunt ends can be treated
first with �-exonuclease, then with terminal deoxy-
nucleotidyl transferase123 isolated from calf thymus.
The exonuclease treatment cuts off a few nucleotides
from the 5' termini leaving short single-stranded
3'– OH termini.  The terminal transferase, a polynucle-
otide polymerase that acts on ssDNA, is nonspecific
and requires no template.  Using an appropriate nucle-
otide triphosphate, it will add a single-stranded tail of
either deoxyribonucleotides or ribonucleotides to the
exposed 3' termini of a polynucleotide of three or more
residues.  If deoxyATP is used, a 3' poly(dA) tail will
be added to each 5' terminus.  Such a poly(dA)-tailed
DNA fragment can be annealed and ligated to DNA
carrying poly(dT) tails.  This approach has been used
widely to insert a piece of DNA into a cloning vehicle.
For example, a circular plasmid (Fig. 26-7) can be
opened by a single cleavage with EcoRI or other suit-
able restriction enzyme.  The opened plasmid is treat-
ed with exonuclease, and poly(dA) tails are added.
The piece of DNA to be cloned is tailed with poly(dT).
After annealing and ligation recombinant plasmids
carrying the passenger DNA will be formed.

If DNA is cleaved with PstI or KpnI (Table 26-2),
the resulting 3' cohesive ends can be extended with a
poly(dC) tail.  If the cloning vehicle also has a site for
PstI or KpnI, it can be opened and poly(dG) tails can be
applied.  A useful feature is that after annealing, filling
in the gaps, and ligation the original PstI or KpnI sites
are restored.  This provides for easy recovery of the
cloned fragments (Fig. 26-8).

Preparing material for cloning. DNA may be
prepared for cloning by (1) random cleavage by shear-
ing or by enzymatic attack, (2) cleavage by one or
more restriction endonucleases, (3) preparation of
cDNA from mRNA, or (4) nonenzymatic chemical syn-
thesis of DNA segments.  The use of random cleavage
has largely been replaced by cleavage with restriction
enzymes.  A major problem is the separation of the
very large number of different restriction fragments
formed from a large piece of DNA or from an entire
genome.  The creation of “libraries” of such fragments
is described in Section 5.  Considerable simplification
comes from separation of individual eukaryotic chro-
mosomes before the library is prepared.  Careful
purification of DNA to be used in cloning is helpful.
This may be done by electrophoresis in agarose or

E.  Cloning, Modifying, and Transferring Genes
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isolated and disrupted to release the DNA.  Use of the
polymerase chain reaction (PCR; Fig. 5-47) allows
cloning and amplification of DNA fragments with a
minimum of purification.

2.  Cloning Vehicles (Vectors)

Many cloning vehicles, more commonly referred
to as vectors, originated with naturally occurring,
independently replicating plasmids or viruses (repli-
cons).  More recently artificial chromosomes have been
developed as cloning vehicles.  Plasmids and viruses
have been extensively engineered to provide con-
venience and safety.  A large number of specialized

Name Source Reaction

T4 DNA polymerase E. coli infected with 5'→ 3' chain growth
bacteriophage T4 3'→ 5' exonuclease

E. coli DNA polymerase I E. coli 5'→ 3' chain growth
and Klenow fragment 3'→ 5' exonuclease

5'→ 3' exonuclease (lacking in Klenow fragment)

Reverse transcriptase RNA tumor viruses, 5'→ 3' DNA chain growth
e.g., avian
myoblastosis virus

Ribonuclease H E. coli Cuts RNA in DNA-RNA hybrid

Lambda and T7 exonucleases Bacteriophages

Bal 31 nuclease Alteromonas espejiano, Degrades both 3' and 5' termini of
a marine bacterium dsDNA

T7 RNA polymerase Bacteriophage T7 DNA-dependent RNA polymerase

Terminal deoxyribo- Thymus gland, plants Limited 5'→ 3' chain growth; template independent
nucleotide transferase addition of tails to DNA fragments

T4 DNA ligase E. coli carrying an Ligation of DNA, either blunt or
engineered λ phage cohesive ends; uses ATP

E. coli DNA ligase E. coli Ligation of DNA with cohesive ends;
uses NAD+ as energy source

RNA ligase Bacteriophage T4 Ligation of RNA and DNA

T4 polynucleotide kinase Bacteriophage T4 Phosphorylation of 5’-OH terminus
of a polynucleotide (DNA or RNA)

EcoRI methylase E. coli Transfer CH3 from
S-adenosylmethionine to
adenines in EcoRI sites

TABLE 26-3
Some Enzymes Used in Molecular Cloning

See Chapter 12 for general discussion of nucleases.

polyacrylamide gels or using HPLC.  One technique is
to embed cells directly in a gel, to diffuse in proteases
and restriction enzymes that lyse the cells and release
the DNA, and cleave it, and then to conduct the elec-
trophoresis (see Chapter 5, Section H,1).  DNA frag-
ments of very large size can be separated.  In addition
to isolation of a fragment to be cloned the cloning
vehicle must be prepared.  This often involves release
of a plasmid by lysis of bacteria that carry it and isola-
tion using a suitable column.  Likewise, after the DNA
has been cloned and the content of DNA has been in-
creased by growing a large bacterial culture, the  plas-
mids must be released and purified, and the cloned
DNA excised with a restriction enzyme.  Alternatively,
the cloning vehicle may be a virus, which must be
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vehicles have been devised.
Only  a few will be described
briefly here.    Suitable books and
manuals must be consulted for
details.5,99,108–110,114,115,121,123a

Plasmids related to ColE1.
The small colicinogenic plasmid,
ColE1 of E. coli, is attractive for
cloning because there are 20
copies per bacterial cell.  If chlo-
ramphenicol is added during the
logarithmic phase of growth, the
E. coli cells will  make 1000 – 3000
copies.  Thus,  a relatively small
culture of the bacteria containing
the cloned DNA in a ColE1 plas-
mid will yield a large amount of
the desired DNA.  In the past one
of the most widely used cloning
vehicles124 has been plasmid
pBR322, which was derived from
a close relative of ColEl.  The
genome size of the original plas-
mid was reduced by deletion of
genes unnecessary for its suc-
cessful replication.  Transposons

E.  Cloning, Modifying, and Transferring Genes

Figure 26-7  Genetic map of cloning plasmids pBR322 and pUC18.  Abbreviations:  ori, origin of replication; Ampr, ampicillin
resistance gene; Tetr, tetracycline resistance gene.  Other abbreviations are for sites cleaved by specific restriction endonucleas-
es, a few of which are defined in Table 26-2.  The nucleotide sequence numbers and directions of transcription are also indicat-
ed.  Reproduced by permission of Amersham Pharmacia Biotech Inc.

Figure 26-8  Regeneration of a Pst I site by dG:dC tailing with terminal trans-
ferase.  See Glover.99 Arrowheads indicate 5’→3’ directions.
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that might permit accidental transfer of DNA to other
organisms were inactivated.  Unneeded or undesirable
restriction enzyme sites were eliminated, and useful
restriction sites were introduced by point mutations.
The resulting pBR322 has only one site of cleavage
each for BamHI, SalI, PstI, PvuI, and EcoRI.  These are
at known positions in the 4363-nucleotide plasmid.125

Plasmid pBR322 contains two different antibiotic-
resistance genes that were brought in from bacterial
R-factors.  These are used in selecting bacterial colo-
nies that carry the desired recombinant plasmids.  One
of these is the β-lactamase gene, which confers resis-
tance to ampicillin (Ampr); the other provides resis-
tance to tetracycline (Tetr).  Their positions are indi-
cated in the pBR322 gene map (Fig. 26-7) as is the
essential origin of replication (ori).  The drug resistance
genes are used as follows.  If a unique restriction site
such as that for BamHI or SalI that lies within the Tetr

gene is used to introduce the passenger DNA, the
resistance to tetracycline is lost but that to ampicillin is
retained.  Thus, after incubation with the recombinant
plasmids under conditions that favor their uptake
by the host bacteria, the bacteria are plated onto an
ampicillin-containing medium.  Only those harboring
the pBR322 plasmid with its Ampr gene can grow.
After these have produced small colonies, a replica
plate is made on a tetracycline-containing medium.
On this medium the desired recombinants do not grow
because the Tetr gene has been inactivated.  This allows
selection of colonies containing passenger DNA (Fig.
26-9).  A further selection procedure is required to
establish  that the piece of DNA inserted into the
recombinant plasmid is one that is desired.

Typical cloning procedure with pBR322.  In
much simplifed form the procedure might go as
follows:  (1) Purchase or isolate plasmid.  (2) Cleave
plasmid with BamHI; heat at 70°C to inactivate the
enzyme.  (3) Treat with alkaline phosphatase to
remove the 5'-phospho groups.  (4) Mix with passen-
ger DNA with cohesive ends generated by BamHI,
anneal, and join with DNA ligase.  Although the re-
sulting circular recombinant DNA contains a nick as
a result of the missing 5'-phospho group, it will be
taken up  by bacteria and repaired.  (5) Incubate joined
DNA with cells of host E. coli that have been made
permeable to DNA by treatment with Ca2+ ions.  This
type of transformation is called transfection and
is widely used in cloning.  (6) Plate transfected cells
onto agar containing the first antibiotic, in this case
ampicillin.  (7) Make replica plate on medium con-
taining second antibiotic, in this case tetracycline.
(8) Screen selected colonies for desired DNA frag-
ment.  In one procedure a small sample from each of
the selected colonies is placed onto spots on a nitro-
cellulose filter.  Several colonies can be placed on one
filter and the bacteria lysed, hybridized with a radio-

active probe, and then viewed by autoradiography.

Selecting clones using �-galactosidase in pUC
cloning vehicles. The newer pUC vehicles126 contain
the origin of replication and the ampicillin-resistance
gene from pBR322.  In addition, a segment of DNA
from the E. coli lac operon (Fig. 28-2) has been grafted
into an intergenic region (Fig. 26-7).  It contains the lac
control region as well as the coding sequence for the
first 145 residues of β-galactosidase.  Within bacteria
containing the pUC DNA an N-terminal portion of
β-galactosidase is synthesized.  The specially designed
host cell contains (in an episome) the gene for another
defective β-galactosidase, one lacking the N-terminal
portion.  This defective enzyme, together with the
N-terminal portions encoded in the pUC DNA, forms
an active galactosidase.  When the chromogenic sub-
strate 5-chloro-4-bromo-3-indolyl-β-D-galactoside
(“X-gal”) and a suitable inducer, such as isopropylthio-
β-galactoside (IPTG), are present, the unoccupied plas-
mid vehicles generate blue colonies.  However, if pas-
senger DNA is inserted within the galactosidase gene
segment, formation of the enzyme will be disrupted
and white colonies will appear.  The restriction sites
for cloning are placed in a polylinker near the 5'
terminus of the galactosidase gene.  The polylinker
has been carefully engineered to maintain the correct
reading frame and to avoid disruption of the galacto-
sidase activity.  It contains several different restriction
sites for insertion of passenger DNA (Fig. 26-7).  Such
insertion does destroy the galactosidase activity allow-
ing the user to detect the recombinant DNA from the
white plaques.

Filamentous bacteriophages.  An important
series of cloning vehicles have been derived from the
circular replicating forms of the filamentous bacte-
riophage M13 (Chapter 5; Fig. 7-7; Chapter 27).127

Although the genome contains only a short intergenic
region that can be deleted, up to 50 kb of passenger
DNA can be inserted into these vehicles.  Since long
inserted sequences may be deleted spontaneously,
M13 is most useful for cloning about 300- to 400-
nucleotide chains.  Many of the M13 vehicles also use
the β-galactosidase blue-white screening technique.
These modified viruses are highly infective, but the
infected E. coli cells are not killed.  Rather they pro-
duce large numbers of virus particles with single-
stranded DNA representing one of the two DNA
chains of the parental phage.  These are widely used
for sequencing by the chain-termination procedure of
Sanger et al. (Chapter 5).  The procedure requires a
primer sequence.  If M13 recombinants are sequenced,
the primer consists of a synthetic oligonucleotide that
can be annealed to the galactosidase gene fragment at
its 3' end just in front of the DNA segment that is to be
sequenced.
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Figure 26-9  A classical scheme for cloning DNA in a pBR322 plasmid vehicle.  A DNA sample is digested (step a) with one of
the restriction endonucleases (e.g., SalI), that cuts the cloning vehicle within the Tetr gene (see Fig. 26-7).  The plasmid is also
cut with the SalI restriction enzyme (step b).  After mixing with the digested DNA sample and annealing, recombinant mole-
cules are formed (step c).  Some plasmids are reformed (step d).  Both recombinant and reformed plasmids transform E. coli
cells (step e).  The transformed cells are plated on an agar medium containing ampicillin (step f).  Only cells containing the
ampicillin-resistance gene grow (step g).  A replica plate is made and is pressed onto another plate containing tetracycline.  The
recombinant colonies do not grow on the medium because the tetracycline-resistance gene has been interrupted.  By compar-
ing the two plates recombinant colonies can be selected.  These can be tested, using a suitable probe, to determine whether
they carry a desired gene.   After Atherly, Girton, and McDonald.2
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Lambda cloning vehicles.  Many cloning vehicles
have been derived from the 48,502-bp128 DNA from
the temperate E. coli bacteriophage λ.  The DNA from
phage particles are taken up efficiently by E. coli cells,
much more so than by transfection.  The virus has a
complex life cycle, which is discussed in Chapter 28.
Within the phage head the λ DNA exists in a folded
linear form with 12-base 5' cohesive ends (Fig. 28-11).
After entrance into the bacterial cell the DNA cyclizes
through its cohesive ends and is ligated by the E. coli
ligase.  Replication of the circular forms ensues.  Later
in the cycle, rolling circle replication (Eq. 27-7 and
associated discussion) produces long concatamers
with several phage genomes joined as a single chain.
This DNA is “packaged” into new phage heads.  As
this is done, a nuclease cuts the concatamers at cos
sites forming monomeric genomes with cohesive ends.
This is the lytic cycle of the phage.  In the alternative
lysogenic cycle the DNA becomes integrated into the
E. coli genome.  Maintenance of the lysogenic state
depends in part on gene cI, which encodes a repressor
(see Chapter 28) that prevents expression of the genes
required in the lytic pathway.  Since only the lytic cycle
is needed for cloning, it is convenient to place a clon-
ing site within the cI gene.  The screening of recom-
binant phage particles is done by examination of
plaques.  A phage without inserted DNA will be able
to undergo both the lytic and lysogenic cycles and will
form turbid plaques.  However, if passenger DNA is
inserted in the cI gene, the lysogenic cycle is prevent-
ed, and clear plaques are formed.

Of the ~ 50 genes present in native λ, only about
half are necessary for replication in the lytic cycle.
Thus, it is possible to delete about 1/ 3 of the genome
to make room for more passenger DNA.  However, to
form mature phage particles the length of the DNA
must be at least 75% of the native length.  No more
than 110% of the native amount may be present.  The
total DNA must fall between 38 and 53 kb in length.
To accommodate these packaging requirements re-
placement vectors containing unnecessary “stuffer
DNA” between two lambda “arms” are used.  The
unneeded stuffer piece has the same kind of restriction
site or sites at each end so that it can easily be cut out
and replaced by the passenger DNA.  This permits
cloning of DNA segments up to about 22 kb in length.
Lambda vehicles have all been engineered to eliminate
undesired restriction sites and to reduce the number
of sites for EcoRI and other restriction enzymes com-
monly used for cloning.  The widely used Charon
series129 have been further engineered so that they
will grow only in strains of bacteria that cannot sur-
vive in the human intestinal tract.  For example, amber
mutations (Section B,6) are incorporated into genes
needed for phage assembly, and the bacterial hosts
must contain an amber suppressor gene.  The bacteria
are also nutritional auxotrophs with absolute require-

ments for thymidine and diaminopimelic acid in the
medium.  The latter compound is not found in the
intestinal tract.  The purpose of these alterations is to
prevent the spread of recombinant DNA into the
environment.

To sequence DNA carried in a lambda vehicle or to
study it in other ways, it is often necessary to cut it
with restriction enzymes, to prepare a restriction
fragment map, and to subclone the fragments into a
plasmid vehicle.  Lambda vehicles, which will auto-
matically transfer the passenger DNA into an M13
vehicle when propagated in a host carrying a special
helper virus, have been devised.130  The helper virus
encodes proteins that recognize and cleave sequences
that mark the initiation and termination of M13 DNA
synthesis.  These are used to mark the ends of the
passenger DNA.  As DNA synthesis occurs the dis-
placed passenger DNA and M13 genes are excised,
circularized, and converted into a replicating form of
an M13 cloning vehicle.

Cosmid vehicles and in vitro packaging.
Cosmids131 are hybrids of a plasmid vehicle and phage
λ.  They contain the cos sites that are cleaved during
packaging of λ DNA.  A cosmid cleaved at a restriction
site will form upon ligation a range of different sized
DNA molecules that contain cos sites on both sides of a
piece of passenger DNA, which may be up to 45 kb in
length (Fig. 26-10).  This can be cut at the cos sites and
packed into heads using an in vitro packaging system.
In this system the unassembled subunits of the phage
particle are produced in special strains of bacteria and

Figure 26-10  Cloning DNA in cosmids.  See Glover.99
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are allowed to assemble and package the cosmid
DNA.  Since cosmids contain relatively large pieces of
DNA, they are useful for preparing sequentially over-
lapping clones that allow the investigator to “walk”
along the DNA hunting for a target gene.  Cosmid
vehicles have been designed to allow both efficient
genomic walking and restriction mapping.132

3.  Expression of Cloned Genes in Bacteria

A major goal in recombinant DNA technology is
the production of useful foreign proteins by bacteria,
yeast, or other cultured cells.  Protein synthesis de-
pends upon both transcription and translation of the
cloned genes and may also involve secretion of pro-
teins from the host cells.  The first step, transcription,
is controlled to a major extent by the structures of
promoters and other control elements in the DNA
(Chapter 28).  Since eukaryotic promoters often func-
tion poorly in bacteria, it is customary to put the
cloned gene under the control of a strong bacterial or
viral λ promoter.  The latter include the λ promoter PL
(Fig. 28-8) and the lac (Fig. 28-2) and trp promoters of
E. coli.  These are all available in cloning vehicles.

It is often useful to create hybrid proteins fused
to the E. coli β-galactosidase gene.  If another gene is
spliced in at either the N terminus or the C terminus of
the galactosidase (lacZ) gene but is kept under control
of the lac promoter, the resulting hybrid protein will
have galactosidase activity, which can be used for
screening.  In addition, the hybrid protein will often
react with antibodies directed against the protein
whose gene is being cloned.  Another kind of hybrid
fuses the cloned gene to that of β-lactamase, for exam-
ple at the Pst I site of plasmid pBR322 (Fig. 26-6).  The
β-lactamase activity will be gone, but the hybrid pro-
tein will be secreted because β-lactamase normally is
secreted into the periplasmic space and its N-terminal
signal sequence is now fused to the cloned protein.
Engineering of a suitable site for cleavage by a pro-
tease can release the foreign protein in an active form.
A variety of other expression systems, often using
reporter gene products, have been developed.133

Bacteria often degrade foreign proteins by hydro-
lytic attack.  One way in which such damage has been
minimized is to clone multiple fused copies of the
gene for the desired product.  The resulting polypro-
tein may be resistant to degradation, and if the gene
has been correctly engineered, may be cut apart by
cyanogen bromide (Eq. 3-17) or by a specific protease.

For many years most cloning was done in E. coli,
but cloning systems have now been developed for
many other bacteria including Bacillus and other gram-
positive bacteria, and also for yeast, insect cells, ani-
mals, and plants.133– 135

4.  Cloning and Transferring Eukaryotic Genes

Eukaryotic genes cloned into bacterial plasmids
are often poorly expressed.  It is advantageous to clone
such genes in eukaryotic cells, where the cutting and
splicing of hnRNA to remove intervening sequences
during formation of mRNA (Chapter 28) does occur.
This permits expression of the cloned gene, something
that is possible in bacteria only if cDNA that lacks the
introns is cloned.  The need for posttranslational modi-
fication of many proteins also interferes with expres-
sion in bacteria.  Many methods of gene transfer and
cloning have been developed.136  The yeast Saccharo-
myces cerevisiae is often an ideal host for cloning.  It
grows rapidly in either its haploid or diploid stage
(Chapter 1).  Some strains carry a 2-µm 6.3-kb circular
plasmid with 50 – 100 copies per cell.109  This has been
developed as a cloning vehicle.  Recombinant plas-
mids can be used as shuttle vehicles for transferring
genes cloned in E. coli into the yeast plasmid.  Genes
may also be cloned as minichromosomes, such as
yeast artificial chromosomes (YACs).  Artificial
chromosomes contain origins of replication from yeast,
human, or bacterial chromosomes as well as telomeres
and centromeres137 (see also Chapter 27).  YACs have
been widely used and became popular because they
can accomodate 600 kbp or more of DNA.137– 139  How-
ever, their use in the human genome project resulted
in serious problems of instability.140  Bacterial artificial
chromosomes (BACs), which accommodate only 200 –
300 kbp, P1 artificial chromosomes (PACs),141,142

and human minochromosomes are more stable.143

Another problem, which affects the use of yeast for
production of eukaryotic proteins, is the tendency for
poor removal of introns.

Plant genes. Much of the cloning in higher plant
cells has made use of the Ti plasmid of Agrobacterium
tumefaciens, a soil bacterium that enters wounds in
dicotyledenous plants causing tumors known as
crown galls.144– 146c  A related species A. rhizogenes
harbors a similar plasmid that causes “hairy root”
disease.146c,147  The infecting bacteria respond to the
synthesis of certain phenolic compounds such as
acetosyringone, which are produced in plant
wounds, by entering the plant cells.148,149 Only
bacteria carrying the Ti (tumor-inducing) plasmid
cause tumors.  The plasmid carries a 13-kb region

E.  Cloning, Modifying, and Transferring Genes
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(transferred region) known as T-DNA that encodes
enzymes for production of the auxin indoleacetic acid
(Fig. 25-12), the cytokinin isopentenyl-AMP, and the
compounds known as opines.  These are reduction
products of Schiff bases of amino acids and 2-oxoacids
or sugars.

The auxin and cytokinin, whose production is normal-
ly controlled, are now formed in large amounts and
cause uncontrolled tumor growth.  The opines are
used by Agrobacterium as a unique source of energy
and of metabolites for biosynthesis.  The host plant
cells, however, cannot catabolize the opines.

Upon entrance into a plant cell the T-region is
excised from the Ti plasmid and can become integrat-
ed into the DNA of the host plant much as occurs
during bacterial conjugation (Fig. 26-3).151– 154a  By
deleting the genes for synthesis of auxin, cytokinin,
and opines, the Ti plasmid loses its tumorigenic prop-
erty but is still able to transfer genes into the plant
genome. Fusion of an E. coli plasmid vehicle into the
modified Ti plasmid creates a useful plant shuttle
vehicle.  Also see below under “physical methods.”

Transferring genes with engineered animal
viruses.  There is special interest in transferring
cloned DNA into human cells to correct genetic de-
fects.155  Transfer of human genes into other animals is
also important for a variety of reasons.  For example,
human proteins of therapeutic value could be pro-
duced in animal milk.  Animals can be engineered to
have defects that mimic those in humans and which
can then be studied in animals.156

A number of different viruses have been used to
transfer foreign genes into eukaryotic cells and also to
create stable plasmids for cloning.  One of the first was
the 5380 bp SV40.  The relatively small size of SV40

limits the amount of DNA that can be incorporated.
However, many of the functions of this virus can be
performed by simultaneous infection with a helper
virus, often an adenovirus which is itself defective.
With the helper virus making proteins essential for
SV40 replication, all but 85 base pairs at the origin of
replication of SV40 can be deleted and replaced by
other DNA.  More recently engineered adenoviruses
and retroviruses have been widely used.  In both
cases genes required for replication of the viruses have
been deleted.155  Adenovirus vehicles can carry 7 kbp
or more of passenger DNA.  They are efficiently taken
up into endosomes and into the nucleus by both repli-
cating and nonreplicating cells.  The DNA is not incor-
porated into the genome of the host cell.155,157,158

Replication-deficient avian retroviruses, or retro-
transposons (Chapter 28), can carry up to 9 kbp of
passenger DNA and are incorporated into the host
genome by the process of homologous recombination
(Chapter 27).155,159,160  Both adenovirus and retroviral
vehicles suffer from serious problems.  The adenovirus
proteins can induce fatal inflammatory reactions,160a

and DNA transfer from the retroviral vehicles is ineffi-
cient.  A nonpathogenic human parvovirus, the adeno-
associated virus (AAV), is also being developed as a
gene therapy vector.161,161a,b  Another possibility is to
engineer a lentivirus, even HIV, to provide efficient
integration (Chapter 28).162,162a  Safety concerns have
delayed human testing of this possibility.

A group of insect viruses, the baculoviruses,
are being used in cultured insect cells for large-scale
production of proteins.  The cloned genes are placed
under the control of the promoter region of the gene
that encodes the major viral coat protein.135,163  The
baculovirus vehicles can carry over 15 kbp of pas-
senger DNA and may also be useful in human gene
therapy.164,165  Filamentous bacteriophages have been
reengineered for the same purpose.166

Nonviral methods for DNA incorporation into the
human genome may utilize transposons (Chapter
27)166a or mobile group II introns (Chapter 28).166b,c

Physical methods of gene transfer. Genes can
often be transferred without the use of a cloning vehi-
cle.  This is especially important for certain plant cells,
such as those of cereal grains, for which transfer of
genes via the Ti plasmid has been difficult.167  If DNA,
which may be in a plasmid, is coprecipitated with
calcium phosphate, it can often be taken up directly
either by animal cells or by plant protoplasts.168,169

Polycations also facilitate DNA uptake; cationic lipo-
somes seem to be especially effective.170  In the widely
used electroporation technique a short electrical
pulse of a few hundred volts / cm is applied to create
transient pores in the plasma membrane through
which the DNA can enter a cell.108,171– 175  Chromo-
somes can be transferred by cell fusion and either
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entire chromosomes, isolated DNA, or cloned DNA
can be transferred into egg cells by microinjection.176

Following transfer of DNA or of intact chromosomes,
recombination sometimes leads to stable incorporation
of some of the transferred genes into the host cell’s
genome.

A very important technique is the use of high-
velocity microprojectiles shot from a particle gun.
Spherical tungsten particles of ~0.5–1 µm diameter
are coated with recombinant plasmids containing the
genes to be transferred.  The particles are then shot,
using a gunpowder cartridge, into intact recipient cells.
The particles penetrate cell membranes, mitochondria,
and chloroplasts without serious damage if the num-
ber of particles is not too great.177,178  The technique is
very useful for genetic engineering of plants.179

5.  Genomic Libraries

The human genome contains about 3 x 106 kb of
DNA, about the average amount for a eukaryotic
organism.  If the entire genome is digested to comple-
tion with a restriction endonuclease, whose cleavage
sites are distributed more or less randomly, the result-
ing restriction fragments constitute a “library” for that
genome.  If the average length of a fragment is 17 kb,
about 1.8 x 105 unique fragments will be produced.  To
make a practical library these must be cloned into a
suitable vehicle.  Derivatives of phage λ or cosmids are
most often used.  The cloned fragments can then be
packaged using the in vitro packaging system to form
infectious phage particles, which can be propagated as
plasmids in E. coli cells.

What is the probability that a given fragment
among the total produced will be found in one of the
recombinant phage in the library?  From simple proba-
bility theory the number of clones that must be isolat-
ed and screened is given by Eq. 26-2.180 Here N is the
number of clones needed, p is the probability of

N = ln (1–p) ln (1– f )

having the desired fragment in the library, and f is
the fractional proportion of the genome represented by
the fragment sought.  For our example of a 17-kb frag-
ment of the human genome this is 17 / 3000.  From this
equation one can calculate that to have a 99% chance
of finding our fragment (p = 0.99) we need 8 x 105

clones.99  What the equation does not show is that
there will probably be some long fragments that can-
not be cloned in the selected vehicle.  These will be
missing from the library.

Large numbers of clones obtained can be screened
rapidly by colony hybridization using a labeled DNA
probe.  Thus, if it is desired to isolate a gene for a
particular protein and some part of that protein has

been sequenced, a synthetic DNA probe can be made.
The phage containing the recombinant fragments can
be plated, and after plaques form a nitrocellulose filter
can be laid on the plate to form a replica.  After release
of DNA from the phage, denaturation by NaOH, and
neutralization the single-stranded DNA fragments can
be hybridized with the probe.  Another screening
method uses a probe carried in a plasmid that pro-
motes homologous recombination between the probe
sequence and restriction fragments with a similar
sequence.181  A problem that arises in preparing ge-
nomic libraries is that certain sequences, e.g., those
involving highly polymorphic regions and inverted
repetions, often cannot be propagated in most lambda
cloning vehicles.182

In addition to genomic libraries, cDNA libraries
can be prepared from mixed mRNAs.  The total RNA
of cells is isolated and passed through an affinity
column containing oligo(dT) chains.  These bind to the
3'-poly(A) tails of the mRNAs, allowing them to be
isolated.  The mixed mRNAs can then be cloned using
a poly(AT)-tailed plasmid vehicle and a reverse tran-
scriptase.183,184

6.  Probes

The first step in screening the recombinant DNA
in a library is use of some probe for detecting the
desired DNA fragment.  The most direct way is to
synthesize a radioactive or fluorescent labeled oligo-
nucleotide185 complementary to a short known se-
quence in the protein.  The number of codons for a
single amino acid varies from 1 to 6 (Table 5-6).  It is
therefore desirable to prepare a probe complementary
to segments of DNA containing a high proportion of
codons for Trp and Met (1 codon each) and Asn, Asp,
Cys, Glu, Gln, His, Lys, Phe, and Tyr (2 codons each).
A popular procedure is to synthesize a mixture of
probes containing all of the possible nucleotide se-
quences coding for the selected sequence of amino
acids.  The probe may be a mixture of more than 1024
different nucleotide sequences.186  See also Chapter 5,
Section H,4.

Antibodies are another popular type of probe.
Antibodies to a specific protein may be utilized in
isolating mRNA from ribosomes that are making that
protein (Chapter 29).  Thus one or more strongly
binding antibodies may have already been obtained
before the library clones are to be screened.  To use this
technique for screening recombinant DNA, the cloning
must be done in a vehicle that causes expression of the
gene, e.g., as proteins fused to E. coli galactosidase.
One type of expression library is created by insertion
of the cDNAs into copies of a bacteriophage gene that
permits the expressed proteins to be displayed on
surfaces of the phages186a (see Fig. 3-16).

E.  Cloning, Modifying, and Transferring Genes
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7.  Studies of Restriction Fragments

By cleavage with the correct restriction enzyme,
cloned DNA fragments can be released from the vehi-
cle in which they are carried in the library.  What can
be done with these fragments?  The first obvious use is
to sequence a gene that has been located with a probe.
In many instances the gene will be longer than the
cloned piece.  However, the isolated restriction frag-
ment, if labeled and denatured, becomes a highly
specific probe for locating other restriction fragments
that overlap it.  For example, a fragment from an EcoRI
library may bind to two or more fragments from a
HindIII library.  This permits “walking” along the
chromosome to locate adjacent fragments.  Cosmid
vehicles that facilitate 32P-labeling at the ends of the
passenger DNA are useful.187  A related approach
called “jumping” depends upon converting very large
DNA restriction fragments into circular molecules,
digesting with restriction enzymes, and cloning the
junction fragments of the circles.  These fragments
contain segments that may have been separated by
as much as 100 kb in the genomic DNA, and enable
the investigator to walk or jump again from a new
location.188

Locating mutations. The study of restriction
fragments provides a way of locating many mutations.
For point mutations in genes for known proteins,
sequencing reveals the exact defect.  Some mutations,
especially deletions, lead to changes in the lengths of
restriction fragments.  If the mutation causes loss of a
restriction site, a longer piece of DNA will be present
than in a digest of normal DNA.  Such differences in
length of restriction fragments are usually referred to
as restriction fragment length polymorphism
(RFLP, usually used in the plural as RFLPs).  These
polymorphisms are readily detectable by differences in
mobility on gel electrophoresis.96,189  They can often be
mapped to particular chromosomes by hybridization
in situ (Fig. 26-14),190,191 by study of naturally occur-
ring translocations of chromosome fragments, or other
techniques.192  An example is provided by the human
hemoglobin abnormalities known as thalassemias
(Chapter 32).  Here, deletions remove certain restric-
tion sites leading to observation of RFLP.  Occasionally
a point mutation is linked to RFLP at a nearby site.
For example, in the United States most carriers of the
sickle cell trait have a 13-kb HpaI fragment that carries
the globin S gene.  However, noncarriers have their
globin gene on a 7.6-kb HpaI fragment.99  Although
the association is fortuitous, the linkage between the
hemoglobin S gene and the mutated restriction site is
broken only rarely by crossing-over during meiosis.
RFLPs have been linked to many other human genetic
defects and have also provided the basis for the first
linkage maps of human chromosomes.96,193

Positional cloning. By using enzymes that cut at
relatively rare sites, genomic DNA can be cut into very
large restriction fragments.  From studies of inherit-
ance within families carrying specific genetic traits it
is sometimes possible to find linkages between those
traits and polymorphic restriction fragments.194– 196

This has been accomplished for a number of defective
human genes including those responsible for sickle
cell anemia,197 cystic fibrosis (Box 26-A), Duchenne
muscular dystrophy (Box 19-A), Huntington’s dis-
ease,198,199 X-linked chronic granulomatous disease200

(p. 1072), neurofibromatosis (elephant man’s dis-
ease),201 the hereditary cancer retinoblastoma,202 and
others.  By 1997 nearly 100 hereditary disease loci had
been located by positional cloning.203  These astonish-
ing successes provided a major impetus for what
became the Human Genome Project (Section G).193

Serious problems were met in actually locating
these disease genes.  Crossing-over is infrequent,
occurring only at about 50 locations during each meio-
sis.192  Therefore, linkage analysis does not tell us with
any precision how close the linked gene is to a known
DNA probe within a restriction fragment that may be
up to 2000 kb in length.  Finer restriction mapping or
chromosome walking can be used to locate the precise
piece of DNA that is defective.204  This can still be a
formidable problem.  However, if the defective protein
can be identified it can be sequenced.  A specific oligo-
nucleotide probe can be made for its gene and can be
used to establish the exact chromosome location.

8.  Directed Mutation

In addition to the developments of cloning and
sequencing of DNA, a third technique is essential to
the present revolution in molecular genetics.  That is
the ability to mutate any gene at any point in a specific
way.  Because of its precise nature the technique is
called directed mutation in this book.  However, the
term site-directed mutagenesis is often used.  Muta-
tions can be introduced randomly in DNA in many
ways including treatment with nitrous acid, bisulfite,
formic acid, or hydrazine or by incorporation of nucle-
otide analogs.205  Efficient procedures have been de-
vised for isolating the mutants.206  For many purposes
oligonucleotide-directed mutation is the preferred
technique.207– 210  An oligonucleotide of ~ 16 – 20 nucle-
otide length is synthesized with a sequence comple-
mentary to the coding strand containing the desired
site of mutation.  At that site the codon for the new
amino acid is present.  Despite this mismatch the
oligonucleotide can be successfully hybridized with a
single-stranded DNA such as that cloned in an M13
vehicle.  Now the Klenow fragment of DNA poly-
merase I or a viral DNA polymerase (Chapter 27) is
used to convert the single-stranded circular DNA into
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a double-stranded replicating form.  Many of the
single-stranded progeny will contain the mutated
DNA.  They can be screened with a labeled probe
made from the oligonucleotide used to induce the
mutation.  It will hybridize most tightly to the correct-
ly mutated gene.207  Use of the PCR reaction simplifies
the procedure.210– 212  In another screening procedure
the template strand is synthesized in an M13 phage
vehicle using uracil rather than thymine.  The circular
heteroduplex obtained after synthesis with T4 DNA
polymerase and T4 DNA ligase is taken up by E. coli
cells, which select against the uracil-containing strand
and, therefore, in favor of the mutated strand.208

A third approach is to completely synthesize a
gene for the protein under study.  The sequence does
not have to be exactly the natural one but can be made
with restriction enzyme cleavage sites that permit easy
excision and readdition of particular fragments.  Syn-
thetic fragments containing various mutations can
then be grafted in at will.  Genes of this type have been
made for rhodopsin and related proteins (Chapter 23)
and for numerous other proteins.

What are the uses of directed mutation?  As we
have seen in previous chapters, the technique is being
used in every area of biochemistry to bring new un-
derstanding of protein functions and of the chemical
basis of disease.  Together with complete synthesis of
genes it provides the basis for genetic engineering of
specific proteins of plants, animals, and microorgan-
isms.  Many protein products can probably be im-
proved.  For example, enzymes can be made more
stable.213  Specificities can be changed, but this is
difficult.

Targeting and replacing genes. One goal of
human genetic therapy is to replace a defective gene
in body cells with a good gene.  Is this really possible?
It is essential to engineer the DNA that is to be trans-
ferred, so that it contains all of the components needed
for efficient expression in the host following its incor-
poration as a transgene.  A transcription-initiation
region with suitable promoter, both 5' and 3' untrans-
lated regions, start and stop codons, and polyadenyla-
tion site (Chapter 28) must all be present.  It is hoped
that a correctly constructed promoter region will allow
the transgene to be picked up by the machinery of
homologous recombination (discussed in Chapter 27)
and be incorporated into the host’s DNA and ex-
pressed in the appropriate tissues.214,215  Only some
cells will take up the new gene and discard the old.
However, it may happen enough to benefit a patient.
Targeted gene replacement has been very successful
in mice.216

Knockout mice.  If targeted DNA is injected into a
fertilized mouse egg, there is a chance that the mouse
will have the targeted gene replaced in one chromo-

some, and that it will be stably transmitted to some of
its progeny.  If the transgene is totally nonfunctional,
the mouse will be a “knockout mouse,” suffering from
a hereditary defect that can be transmitted through
carriers such as its mother.  The standard knockout
technique is to inactivate the gene of choice in cultured
embryonic stem cells and to inject these into mouse
embryos.  Some progeny will carry the inactivated
gene in their germ cells.  A refinement of the technique
utilizes the Cre recombinase or related enzymes
discussed in Chapter 27 to selectively remove pieces of
DNA from genes in specialized tissues of mice.217,218

By 1996 several hundred different knockout mice had
been created.215  Nevertheless, interpretations of re-
sults of gene knockout are sometimes complex.219

F.  The Genetics of Eukaryotic Organisms

Whereas DNA synthesis takes place almost contin-
uously in a rapidly growing bacterium, replication of
DNA occupies a more limited part of the cell cycle of
eukaryotes (Fig. 11-15).  In a mammalian cell mitosis
proper (Fig. 26-11) may require about one hour.  It is
followed by the “gap” period, G1, whose length is
variable and depends upon the cell type, the nutrition-
al state of the cell, and other factors.  About 10 h is
typical.  During the S phase (~ 9 h) active DNA replica-
tion takes place.  This is followed by a second gap (G2)
that occupies 4 h in the 24 h cell cycle shown in Fig. 11-
15.  The length of the different segments of the cell
cycle varies widely among different organisms.  In-
deed, the concept of a cell cycle can be criticized.219a  It
is only in a rapidly growing culture that all, or most,
cells can follow the same cycle.  In the adult body most
cells are inhibited from division (or are not stimulated
to divide) most of the time.

1.  Mitosis

The distribution of chromosomes to daughter cells
of somatic cells undergoing division is accomplished
by mitosis whose successive phases are referred to as
prophase, metaphase, anaphase, and telophase
(Fig. 26-11).  As the chromosomes condense during
prophase, it is seen that each one actually consists of
two separate entities coiled together.  These are the
identical chromatids, which are formed from the two
identical double-stranded DNA molecules formed by
replication of the DNA of the chromosome during the
S phase of the cell cycle.  As the folding of the chromo-
somes occurs (during prophase), the nuclear envelope
completely fragments or dissolves in many species.

An important event that precedes the main stages
of mitosis is the formation of poles in the cell.  In
animal cells, the poles are formed by the centrioles,

F.  The Genetics of Eukaryotic Organisms
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which move apart and take up positions at opposite
sides of the cell.  Each of the centrioles is accompanied
by a smaller “daughter” centriole lying at right angles
to the larger parent.  In plant cells, which lack centri-
oles, a more diffuse pole is formed.  As the cell pre-
pares for mitosis, fine microtubules (15 nm diameter)
can be seen radiating from the poles.  At the end of
prophase the microtubules run from one pole to the
other to form the spindle.  Microtubules also become
attached to the chromosomes at the centromeres.

At metaphase the chromosomes are precisely lined
up in the center of the cell to form the metaphase
plate.  Now each centromere divides, permitting the
sister chromatids to be completely separated.  A pro-
tein complex cohesin, which holds the sister chroma-
tids together, undergoes proteolysis by a separase at
this stage.220,220a,b  During anaphase the separated
chromatids, now referred to as daughter chromo-
somes, move to opposite poles as if pulled by contrac-
tion of the spindle fibers.  Telophase is the final stage
in which new nuclear envelopes are formed around
each set of daughter chromosomes.  In humans and
many other species the cell pinches in two.  In plants

and fungi new plasma membranes and cell walls are
constructed through the center of the cell.  A partition-
ing of mitochondria and of Golgi components between
cells must also occur.220c

The foregoing description overlooks the extreme
complexity of mitosis, each stage of which must occur
with precision and in the correct sequence.222– 225a  The
replication of DNA, which takes place in the S phase
of the cell cycle (and is discussed in Chapter 27) must
be completed before mitosis begins.  This is followed
by condensation of the DNA into chromosomes (Chap-
ter 27), breakdown of the nuclear membrane,226,226a

assembly of the kinetochores by which the chromo-
somes attach to the spindle,222 assembly of the spindle,
attachment of chromosomes to the spindle, segrega-
tion of the chromosomes to opposite poles in ana-
phase, and finally the cleavage of the cell.

Cyclin-dependent kinases.  As is shown in Fig.
11-15, the cell cycle is controlled by a series of com-
plexes of the 30- to 45-kDa proteins called cyclins with
cyclin-dependent protein kinases (CDKs).  These
kinases contain ~ 300-residue catalytic cores that re-
semble protein kinase A (Fig. 12-32). Like that kinase
they transfer phospho groups from ATP to serine and
threonine side chains of target proteins.227–228  The
kinases are inactive until a complex with the appropri-
ate cyclin is formed and is activated by phosphoryla-
tion.229  One or more additional kinases are required
for this activation.  Each stage in the cell cycle is con-
trolled by one or more different cyclin – CDK com-
plexes (Fig. 11-15).  One of the best known CDKs is
human CDK2, which functions in a complex with
cyclin A during the S phase of the cycle.228,230– 232  Bind-
ing of the cyclin greatly alters the conformation of
CDK2, opening the catalytic cleft and exposing threo-
nine 160.  Its hydroxyl group can be phosphorylated
by the action of the CDK-activating kinase (CAK)
with a 100-fold increase in catalytic activity.228  Control
of the CDKs also depends upon proteins that act as
specific inhibitors and upon precise elimination of
both cyclins and inhibitors via the ubiquitin
system.228a,b,c

Checking for completion of replication and
for DNA damage. The first checkpoint in the cell
cycle is the start or G1 DNA damage checkpoint
(Fig. 11-15).  Replication of DNA does not begin until
the cell has had time to repair as much damage to
DNA as is possible.228d  As mentioned in Box 11-D, the
cancer suppressor protein p53 is an essential compo-
nent of the checking process.224  A second checkpoint,
the G2 checkpoint, at the end of the G2-phase (Fig.
11-15) requires verification that all DNA of all chromo-
somes has been replicated, checked for damage, and
repaired if necessary.  Control of these processes is
accomplished by a mechanism first identified in 

Figure 26-11  Mitosis.  Illustrated for a cell with one homol-
ogous pair of chromosomes.  After Mazia.221
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fission yeasts, such as Schizosaccharomyces pombe, and
which has been conserved in metazoa.223,233– 236d  The
CDK known as cdc2 (fission yeasts), CDC28 in bud-
ding yeast, or CDC2 or CDK1 in mammals, functions
from G2 through the DNA damage checkpoint to
mitosis (Fig. 11-15) and is sometimes described as the
master cell-cycle switch.236a  The catalytic subunit of
cdc2, a serine / threonine protein kinase, is often called
p34cdc2.  It is inactive unless complexed with a suitably
phosphorylated cyclin (Eq. 26-3) and phosphorylated
on Thr 161 by the action of kinase CAK (Eq. 26-3).
However, when cdc2 becomes phosphorylated on
Tyr 15 (in Schizosaccharomyces pombe) by the action of
protein kinase wee 1 (Eq. 26-3) and on Thr 14 by an-
other kinase, cdc2 is inhibited and mitosis is arrested
at the G2 checkpoint.  This allows time to verify
completion of replication as well as for repair before
the replicated DNA strands are separated in mitosis.
Hydrolytic removal of the phospho groups from Tyr
15 and Thr 14 of cdc2 by the action of phosphatase
cdc25 then allows mitosis to begin.223,237,237a  This
phosphatase is also controlled by a phosphorylation-
dephosphorylation cycle.  The checkpoint kinase
Chk1 phosphorylates and inhibits cdc25.238,238a

When damaged DNA is present, protein p53 accumu-
lates, just as at the G1 checkpoint, and activates tran-
scription of the seven phosphoserine-binding proteins
of the 14-3-3 family.224  These bind to the phosphoryl-
ated cdc25 phosphatase preventing activation of cdc2
by dephosphorylation.224,238– 240  In fission yeast one of
the 14-3-3 proteins, Rad 24, apparently binds to the
phosphorylated cdc25 and induces its export from
the nucleus preventing mitosis.241  Dephosphorylation
of cdc25 and return to the nucleus allows mitosis to
occur.  A somewhat different regulatory mechanism is
used by the budding yeast Saccharomyces cerevisiae.242

In animal cells there are three cdc25 isoforms.240,240a,b

In each case we probably have only a glimpse of a
very complex process of checking for DNA damage
and repair (see also Chapter 27).

Mitotic spindle formation and the spindle
assembly checkpoint. Separation of the two copies
of each replicated chromosome depends upon the
spindle fibers.  Their formation is preceded by replica-
tion of centrioles, if present, and formation of the two
poles of the cell.243–244b  Both γ-tubulin (Fig. 7-34) and
acidic Ca2+-binding proteins called centrins are
involved.244c–e  The microtubules appear to grow
outward from the poles with their minus ends at the
poles and their plus ends (Fig. 7-33) available for
binding to the kinetochores, specialized protein com-
plexes that assemble around the centromeric DNA
(Chapter 27).245– 247  Each chromosome has two kineto-
chores, one for each daughter chromatid.  These must
be attached to spindle fibers coming from opposite
poles.  It has usually been assumed that random en-
counters of microtubule plus ends with kinetochores
leads to correct linkage.245,246  However, neither cen-
trosomes or kinetochores are always essential to
spindle assembly, and self-assembly occurs by motor-
driven sorting according to polarity of the microtu-
bules.246,247  In addition to microtubules formation of
spindles may require specialized matrix proteins.247a

The spindle isn’t formed until replication is com-
plete.  A small G protein called Ran, a relative of Ras
(Fig. 11-7), regulates spindle formation.  Ran, in turn,
depends upon a nucleotide exchange factor called
RCC1 (regulator of chromatin condensation).248– 250

RCC1 may signal that the replicated DNA is folding
into chromosomes indicating that replication is
complete.  At the spindle assembly checkpoint (Fig.
11-15) the cell verifies that the metaphase spindle has
been assembled correctly.250a  All of the microtubules
that pull the sister chromatids toward one pole or the
other must be correctly attached to a kinetochore.220,250b

In addition, there are interdigitated microtubules
coming from both poles.  Specific motor molecules
(Chapter 19) then push the two poles apart.  During
the assembly and complex movements of the spindle
both cytosolic dynein and four different types of
kinesin-like motor molecules are required.251,252  One
of these is Kar3 (see Fig. 19-17).  After assembly of
the spindle is complete, a signal must be sent to the
mitotic apparatus to move into anaphase.  A clue to
the nature of the signal has come from the observation
that a single kinetochore lacking a spindle fiber con-
nection causes arrest of mitosis.253  Apparently unat-
tached kinetochores send a “wait” signal, perhaps via
the cytoskeleton.253– 255

Anaphase.  After the spindle has been checked, a
sudden loss of cohesion between the sister chromatid
pairs allows them to move toward the opposite poles.
This process is catalyzed by the anaphase-promoting
complex (APC, or cyclosome) and its activator protein
Cdc20, a large multiprotein complex.225  The APC also
promotes proteolytic breakdown of cyclins and other

F.  The Genetics of Eukaryotic Organisms
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proteins by a ubiquitin- and proteosome-dependent
mechanism.225,256– 259c  Its E3-ubiquitin ligase (Box 10-C)
targets the mitotic cyclins and other proteins for de-
struction.260  A specific E2 ubiquitin-conjugating en-
zyme (Box 10-C) is required for degradation of cyclin
B and exit from mitosis.261  The centrosome also plays
an active role in cytokinesis, the final step in cell
division.261a

The cell cycle encompasses so many different
processes that it is clearly impossible to describe it by
the single diagram of Fig. 11-15 or by the text written
here.  The cycle is influenced by a host of growth
factors and external stimuli, many of which act on
transcription of cyclins and other essential proteins.
Transcription factors such as those of the Fos / Jun
(AP-1) family in response to the MAP cascade (Fig.
11-13) are among those that control the transcription
of cyclins.262–263c  However, during mitosis most tran-
scription of any genes is repressed.264

Among other factors influencing the cell cycle is
the size of the cell and the availability of nutrients
including purine and pyrimidine nucleotides.263b,c,264a

Lack of cholesterol decreases the cdc2 kinase activity
and causes apoptosis.265  A cell cycle regulator in
S. pombe known as suc1 is essential for cell cycle pro-
gression.  Although its three-dimensional structure is
known, its function (like that of its human homolog
CksHs2) is uncertain.266,267

2.  Meiosis

The mechanism by which chromosomes are dis-
tributed during the formation of gametes (egg and
sperm cells) is known as meiosis (Chapter 1; Fig.
26-12).  Formation of gametes involves a halving of
the chromosome content of a cell, each gamete receiv-
ing only one chromosome of each homologous pair.
Genes found in the same chromosome are said to be
linked because of their tendency to be passed together
to the offspring.  Genes present in different chromo-
somes are not linked, and their inheritance follows the
pattern of random segregation established in Men-
del’s famous studies.

The simple fact that the genetic material is put up
in several different packages (chromosomes) is suffi-
cient to provide for considerable mixing of genetic
information between different individuals in sexual
reproduction.  However, it doesn’t provide a means
for exchanging genes on the same chromosomes.
Mixing of genetic information within chromosomes
occurs by genetic recombination occurring during
crossing-over, an aspect of meiosis with an essential
biological role.  In the S phase preceding meiosis, DNA
is duplicated just as it is prior to mitosis.  This pro-
vides sufficient genetic material to produce four haploid
cells.  These are formed during meiosis by two consec-

utive cell divisions (Fig. 26-12).  Crosssing-over occurs
prior to the first of these divisions, at the four-strand
stage.  The two homologous chromosomes of a pair
come together to form what is called a bivalent or
tetrad made up of four chromatids.  For each chromo-
some, at least one chromatid is seen to come into inti-
mate contact with a chromatid in the other homolo-
gous chromosome at points known as chiasmata
(Fig. 26-13).  During metaphase of the first meiotic
cell division the homologous chromosomes, each
still containing two chromatids, separate.  Each chro-
matid now carries with it some genetic information
that was previously found in the other member of the
homologous pair and vice versa (Fig. 26-12).  Now,
without further replication of DNA in the second
meiotic cell division, the chromatids separate to form
haploid cells.

The process of crossing-over provides a means by
which genes that are linked on the same chromosome
can be separated, providing offspring with mixtures
of genetic traits other than those predicted by simple
Mendelian theory.  The effects of crossing-over were
first studied extensively by T. H. Morgan with the fruit
fly Drosophila melanogaster.  Morgan discovered his first
mutant, a white-eyed fly,267a in 1910.  The first genetic
maps were made by assuming a direct relationship
between the frequency of crossing-over and the linear
distance between genes in a chromosome.  Thus, the
same approach to genetic mapping that was used later
with E. coli, i.e., the measurement of recombination
frequencies, was applied much earlier to crossing-over
in the chromosomes of Drosophila.  Extensive genetic
maps involving many mutations were obtained for the
four chromosomes of this organism, and similar tech-
niques have been applied to many other organisms.
The unit of distance in these chromosome maps is
the morgan (named for T. H. Morgan2,267a). One centi-
morgan is the distance that allows recovery of 1% of
recombinant progeny.2  In the human chromosomes,
this is ~ 1000 kb (1 Mb).

Biochemical and genetic studies of meiosis have
been conducted in many organisms including fis-
sion268,269 and budding270–271a yeasts, Drosophila,272,273

starfish,274 Xenopus,275 and the mouse.276  Meiosis can
be viewed as a modification of mitosis but with the
added initial step of crossing over and recombination.
In addition, the S-phase of the cell cycle is absent in
the second meiotic division.  As was mentioned in
Chapter 1, meiosis may occur at different stages of the
life cycle of organisms.  An important advantage in
using fungi for genetic studies is that, like prokaryotes,
they are haploid during much of their life cycle.  Bio-
chemical defects such as the inability to synthesize a
particular nutrient can be recognized readily at this
stage.  At the same time genetic crosses can be made,
and crossing-over frequencies can be measured and
used for genetic mapping.  The onset of meiosis may
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vary in time with diploid organisms.  Meiosis in males
may occur quickly.  However, after chromatid pairing
and recombination meiotic divisions of oocytes are
arrested at the G2 stage, in some species for many
years.274,275  The arrest is ended by hormonal stimula-
tion, e.g., via progesterone acting through a cyclin
B– cdc2 complex.276 Meiosis-activating sterols,
intermediates in lanosterol metabolism (Fig. 22-8) also
accumulate and are thought to participate in control of
meiosis.276a  In haploid strains of fission yeasts sexual
development is induced by starvation, especially of
nitrogen.  Cells of opposite mating types then fuse to
form zygotes, which usually undergo meiosis immedi-
ately.  Starvation is apparently signaled by the cyclic

Figure 26-12  Meiosis.  Cell division leading to formation of haploid gametes.

AMP–protein kinase A cascade (Fig. 11-13).268

During the prophase of the first meiotic division
(meiosis I) two homologous pairs of partially “con-
densed” chromosomes must find each other and pair
with appropriate orientation.  A protein in the telo-
meres of the chromosomes seems to be involved.269,277

The key structure in meiotic crossing-over is the rib-
bonlike synaptonemal complex formed by the pairs
of homologous chromatids.271,278–279b  This complex,
in which a proteinaceous core or axial element sepa-
rates the greatly extended chromatid pairs (Fig. 26-13),
is fully formed in the pachytene stage of meiosis.
Formation of the synaptonemal complex is preceded
by development of a few double-stranded breaks in

When an ovum is formed three cells disintegrate
and become polar bodies; in sperm formation
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the DNA.278,279c  The 3' ends of the DNA chains then
invade the homologous chromatids to initiate the
exchange via Holliday junctions (Fig. 5-28 and Fig.
27-11).  The details of the recombination process are
considered further in Chapter 27.  The first meiotic
division is a long process, for example, lasting ten
days in mouse spermatocytes.281  As cells pass to
the metaphase stage of meiosis I, the chromosomes
become much more compact, but the attachments
between the homologous chromatids are still visible as
chiasmata (Fig. 26-13).  The chromatids then separate,
the two homologs appearing as coils of opposite hand-
edness.  Within these coils the pairs of sister chroma-
tids continue to be held together at their centromeres
through metaphase and anaphase of meiosis I.  One or
more specific proteins, which must release their hold
in meiosis II, are required.270,277  A leading cause of
embryonic and fetal death as well as severe mental
and physical problems after birth is incorrect segrega-
tion of chromosomes during meiosis.  If a gamete
contains two copies of any chromosome the embryo
will have three.  Down syndrome, trisomy of chromo-
some 21, is the most frequent example.  The spindle

assembly checkpoint during meiosis I may sometimes
be at fault.281a,b

3.  Polytene Chromosomes

While most cells of higher organisms are normally
diploid, the chromosome number may sometimes be
doubled or increased even more.  A cell with twice the
diploid number of chromosomes is tetraploid, and
with higher multiples of the haploid number it is
polyploid.  Plant breeders have succeeded in produc-
ing many tetraploid varieties of flowering plants often
with increased size.  One tetraploid mammal, the red
viscacha rat, is known.281  While most of our body cells
are diploid, we, too, have polyploid cells.  For exam-
ple, some are always found in the liver.  The most
spectacular example of an increase in the normal DNA
content of cells is provided by the giant polytene
chromosomes of dipteran (fly) larvae.  The DNA of
cells in the salivary glands and some other parts of
these organisms doubles as many as 11–14 times with-
out cell division to give a several thousandfold (i.e.,

Figure 26-13  Synaptonemal complexes.  (A)  Aligned pairs of homologous chromatids lying ~ 0.4 µm apart in Allium cepa.
Arrows indicate “recombination nodules” which may be involved in initiating formation of crossovers.  Portions of meiotic
chromosomes of lily are shown at successive stages: (B) Pachytene. (C) Portion of diplotene nucleus. (D)  A bivalent at diplo-
tene. (E)  Two bivalents at diakinesis.  Pairs of sister chromatids are coiled with appropriate handedness.  (F)  Sister chromatid
cores are far apart in preparation for separation.  A chiasma is present between the two central strands.  (B) through (F) courte-
sy of Stephen Stack.279,279d  (G)  Pair of sister chromatids coiled with opposite handedness at metaphase.  These are immun-
ostained with anti-topoisomerase II antibodies.  From Boy de la Tour and Laemmli.280  Courtesy of U. K. Laemmli.
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214-fold) increase.  The supercoiled, duplicated DNA
molecules all line up side by side in a much more
extended form than in ordinary chromosomes.  They
can be seen readily by light microscopy.  The total
length of the four giant chromosomes of Drosophila is
~ 2 µm, compared to 7.5 cm in diploid cells.  The giant
chromosomes have a banded structure, ~ 5000 bands
being visible along the length of the chromosome (Fig.
26-14).  An average band contains ~ 36 kb of DNA in
each of the strands.  Since it has been possible to corre-
late visible changes in the appearance of these bands
with particular mutations in the DNA, study of poly-
tene chromosomes provided a second important
method of mapping genes of the fruit fly.  The maps
produced by the two methods agree well.

Another use of polytene chromosomes is micro-
dissection of DNA for cloning (Fig. 26-14).  A piece
of DNA containing 100 – 400 kb can be cut out of any
desired spot, cleaved with restriction enzymes, and
cloned.282  Since it has been estimated that Drosophila
may contain only ~ 9000 – 17,000 genes there may be
2– 3 genes per band in these chromosomes.283  The
technique has been extended to human and other
mammalian chromosomes.284

4.  Cytoplasmic Inheritance

Not all hereditary traits follow the Mendelian
patterns expected for chromosomal genes.  Some are
inherited directly from the maternal cell because their
genes are carried in the cytoplasm rather than the
nucleus.  There are three known locations for cytoplas-
mic genes:  the mitochondria, the chloroplasts, and
certain other membrane-associated sites.285,286  An
example of the last is found in “killer” strains of yeast.
Cells with the killer trait release a toxin that kills sensi-
tive cells but are themselves immune.  The genes are
carried in double-stranded RNA rather than DNA,
but are otherwise somewhat analogous to the colicin
factors of enteric bacteria (Box 8-D).  Similar particles
(κ factors) are found in Paramecium.287

Mitochondrial and chloroplast genes are discussed
in Chapters 18 and 23, respectively.

G.  The Human Genome Project

The discovery of site-specific restriction endonu-
cleases in 1970 and the development of efficient DNA
sequencing methods in 1977 sparked a revolution
in biology.  On Oct 1, 1990, the 15-year project to se-
quence the complete human genome was officially be-
gun.288– 290  The project is far ahead of schedule.  “First
drafts” of the genome were published in 2001.290a– e  A
more complete version will include annotation, a
listing of predicted exons, mRNA transcripts,290f func-
tions of recognizable genes, etc.290e  Such documenta-
tion was provided first for chromosome 22290e and
is now available for other human genes.290g  It was
a surprise to discover, at least initially, that only
30,000– 40,000 protein-coding genes could be recog-
nized.290a,290h  Earlier 50,000 – 150,000 genes had been
predicted (Table 3-1).  A nearly complete version of the
human genome is anticipated for spring of 2003.290i

Included in the genome project are completion of
the sequences for Caenorhabditis elegans,290j Drosophila
melanogaster, and the mouse (Mus musculus).291,291a–e

However, substantial difficulties remain in filling
hard-to-sequence gaps, and some new approaches
may need to be developed.292  More recently the
project has been extended to include many additional
species.  Among them are the rat,292a the zebrafish,292b

the pufferfish Fugu rubripes,292c the human malaria
parasite Plasmodium falciparum,292d,e the rodent malaria
Plasmodium yoelii, yoelli,292f and the mosquito Anopheles
gambia, which carries the parasite.292g,h  Plant genome
sequences are also being determined (p. 1511).

1.  The Mammalian Genome and Human Health

Human beings and other mammals all have about

G.  The Human Genome Project

Figure 26-14  Microdissection of a Drosophila salivary gland
chromosome.  (A)  Before the cut.  (B)  After cutting a medi-
um size band.  The arrow indicates the site of the cut.  From
Pirrotta.282
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3500 Mbp of DNA containing perhaps 40,000 protein-
coding genes.  However, ~ 97% of the genome is repet-
itive DNA and other DNA that, at present, has no
recognizable function.  The genome project will reveal
all of these sequences and will doubtless provide us
with many surprises.

A primary goal of the genome project is to under-
stand the relationships between gene sequences and
human diseases and health.  Until recently little was
known about the locations or structures of genes in
human chromosomes.  Human genetic diseases pro-
vided the first clues.  Although systematic genetic
experiments cannot be done with human beings,
almost the entire population is under some kind of
medical care.  Genetic defects are being detected more
and more often, and the inheritance within families is
traced with increasing frequency.  Consequently, a
huge body of knowledge of mutations to the human
genome is available.293  By 1995 ~4500 human genetic
disorders had been discovered.294  Many more have
been found since then.

The first mapping of human genetic defects came
with the recognition that sex-linked traits are encoded
on the X-chromosome.  Some linkage analysis was also
possible from studies of inheritance within families.
For example, among individuals who have two X-
linked traits, e.g., color blindness plus one other,
naturally occurring crossing-over occasionally breaks
the linkage in some individuals within the family.
Somatic cell fusion191 provided an additional
approach.  Human lymphocytes can be fused with
rodent cells under the influence of inactivated Sendai
virus, which causes the cells to adhere and then to
fuse.  From such human– mouse or human– hamster
hybrid cells, strains in which the nuclei have also
fused can be selected.  Although such cell lines can be
propagated for many generations, they tend to lose
chromosomes, especially those of human origin.  By
observing loss of particular human enzymes or other
proteins (separable from the hamster enzymes by
electrophoresis), it was possible to assign genes to
specific chromosomes.  This also required identifica-
tion of the chromosomes lost at each stage in the ex-
periment.  New staining techniques made it possible
to identify each of the 22 pairs of human autosomes
as well as the X and Y chromosomes (Fig. 26-15).295

Using a variety of techniques, 500 loci in human chro-
mosomes had been mapped by 1983.296

Separation of individual human chromosomes
with a fluorescence-activated cell sorter (Box 3-B)299

permitted the preparation of libraries of cloned DNA
from individual chromosomes.  Fragments, of an
average length of 4 kbp, from digestion by EcoR I or
HindIII were packaged into the Charon 21A cloning
vehicles and “amplified” by culturing infectious phage
particles in E. coli.282  However, this approach was
inadequate for sequencing the entire genome.  By 1987

the use of yeast artificial chromosomes (YACs)300 and
later bacterial artificial chromosomes (BACs)301,302 and
radiation hybrid mapping104,303 provided the means
for sequencing the 34- to 260-Mbp human chromo-
somes.288,304  Also essential was the development of
high-speed automatic sequencing machines305– 305b and
of computers adequate to assist in compiling the se-
quences.302,306,306a  Sets of overlapping and redundant
clones define a continuous sequenced segment that is
called a contig.  As the contigs are enlarged the gaps
are filled.

In 1987, the first global genetic linkage map of the
human genome was published.288,307  It was based on
403 polymorphic loci, of which 393 were RFLPs stud-
ied in 21 three-generation families.  By 1996 a linkage
map containing 5264 loci, in the form of polymor-
phism in short tandem repeats (AC/TG)n represent-
ed by microsatellite DNA, was available.304  Also
mapped by 1998 were 2227 single nucleotide poly-
morphisms (SNPs), where the two alternative bases
occur with a frequency >1%.308  This was increased
to 1.4 million by 2001.308a  As many as 5.3 million
common SNPs may occur, each with a frequency of
10– 50%.  On the average there may be one SNP for
every 600 base pairs.308b  These SNPs account for a
large fraction of the diversity in human DNA.  By 1995
a physical map with >15,000 sequence tagged sites
(STSs) with an average spacing of 199 kb had been
constructed.303,309  An STS is defined as a cloned frag-
ment in a YAC (or BAC) library that has been ampli-
fied by PCR and tested to establish that it contains a
known locus.  DNA sequences known as expressed
sequence tags have also been mapped (see p. 1490).
Using STSs, RFLPs, ESTs, and the growing contigs,
more than 16,000 human genes had been mapped by
1996.310  By 1998 more than 1,060,000 ESTs had been
reported.311  In 1999, the nucleotide sequence of the
smallest human chromosome, the 33.4-Mbp chromo-
some 22, was completed.  It contains at least 545 genes
and 134 pseudogenes.312  In the entire genome >1000
seed contigs had been assembled, and completion of
the first phase of the Human Genome Project was in
sight.313  In 2001 a whole-genome clone-based physical
map was published.313a

2.  Understanding Gene Sequences

The vast array of sequence data  coming from the
human genome and from genes of other species are
deposited, as they are reported in the scientific litera-
ture, in the Human Genome Central.  It can be found
on the Web at the National Center for Biotechnology
Information (NCBI) at http://www.ncbi.nlm.nih.gov/
genome/guide and European Bioinformatics Institute
(EBI) at http://www.ensembl.org/genome/central/.
The  data have been doubling every 15 months.  By
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2000 almost 1.3 million human ESTs were included
as were sequence data on more than 25,000 other
species.311,314  A problem is that there are many errors
in the data with some seriously incorrect sequences.315

It is hard to manage the mass of new data, but in
time most of the errors will probably be corrected.
Books316–319 and computer programs320,321– 321c are
available to help understand genomes.  The widely
used programs BLAST and FASTA, available on the
Web or in computational packages, routinely compare
protein-coding genes with known genes in order to
predict function.322– 325  An inexpensive high-powered
desktop computer and an internet connection will
enable a person to do complex biocomputing.325a  See
also Chapter 5, Section H,7.

Genes must be transcribed, and most transcripts
must be spliced, modified, and translated by the ribo-
somal machinery.  Genes cannot be fully understood
without considering these processes, which are dealt
with in Chapters 28 and 29.

Human variation.  Between any two unrelated
human beings there are on the average one base pair
that is different out of every 500 – 1000 nucleotides.
This amounts to ~ 4 × 106 differences in the whole
genome.305,326  In addition to these single nucleotide
polymorphisms (SNPs) there are many differences in
the >100,000 nearly randomly dispersed short tandem
repeats of microsatellite DNA.189,327  The latter form
the basis of DNA fingerprinting (Box 5-D), and togeth-
er with the SNPs are helpful in tracking genetic dis-
eases.  One of the more difficult goals is to identify
genes that confer increased susceptibility to cancer
and to the complex syndromes of diabetes and mental
problems.  Searching for correlations with SNPs has
proved difficult.327a,b  A new approach termed haplo-
type mapping may permit correlations of disease
susceptibility with larger blocks of conserved DNA
sequence known as haplotypes.327c,d  Some contro-
versy surrounds possible uses of these maps, as also
is the case for proposals to conduct extensive genetic
testing of populations including newborn infants.327e,f,g

Another planned project is the sequencing of 1000
individual human genomes.327h

Studies of DNA have also shed light on human
evolution.328  Mitochondrial DNA,329 as well as a vari-
ety of nuclear genes,330 is being studied in attempts
to establish approximate dates of evolutionary diver-
gence.  If we assume a constant rate of incorporation
of nucleotide substitutions during evolution, we can
use sequence data as a molecular clock to construct
phylogenetic trees such as that of Fig. 1-5, which is
based on the gene for 16S ribosomal RNA.  A problem
is that mutation rates of genes are not all the same,
and there are not yet enough data to draw firm conclu-
sions.  Estimates based upon the maternally transmit-
ted mitochondrial DNA (see Chapter 18) suggest that

we are all descended from Africans who lived 100,000
to 200,000 years ago.  Limited data from the Y chromo-
some, which is transmitted through males, agree with
the mitochondrial DNA data.328,328a  However, study
of the pyruvate dehydrogenase gene has been inter-
preted to indicate a more ancient divergence of African
and other peoples.331  Analysis of DNA from a fossil
bone shows that the mtDNA of Neandertal people
differed from modern mtDNAs in an average of 26
positions.  From this figure the mitochondrial DNA
molecular clock predicts that the extinct Neandertal
line diverged from ours ~ 550,000 to 690,000 years ago.
The most ancient mtDNA found is Australian.331a,b

Unfortunately, DNA in fossils is very unstable and has
not been recovered from older fossils, e.g., from dinosaurs.
However, the search for ancient DNA goes on.331c,d

We diverged from our closest ape relative, the
chimpanzee, about 4 – 6 million years ago.196,332  Chim-
panzee and bonobo DNA sequences are ~98.8% identi-
cal to those of humans.332a–e  If differences in inserted
and deleted segments of genes are included, however,
the identity drops to 95%.332f  One of the longest DNA
sequences to be compared among humans and apes is
a 7-kb length around the pseudogene in the β globin
cluster (Fig. 27-10).  In this sequence chimpanzees are
closest to humans with gorillas being the next clos-
est.195  We may well ask in what way we differ from
these apes?  Some specific differences have been
found.  Notably, human beings do not hydroxylate
the glycolyl groups of sialic acids (Chapter 4) to form
N-glycolylneuraminic acid residues on glycopro-
teins.328,333  Could this really be the most important
difference between us and the apes?  More genomic
analysis may tell.

What does DNA analysis tell us about race?  Most
investigators conclude that there is only one human
race with no detectable boundaries between the group
commonly referred to as races.334– 336  As Pääbo put it,
“in terms of the variation at most loci, we all seem to
be Africans, either living on that continent or in recent
exile.”328  The differences in skin color seem to reflect
adaptation to the environment in which people live.336a

Variations in the level of melanocyte-stimulating
hormone receptor, one regulator of skin color (Box
25-A), are especially high in Africans.328

DNA analysis has also been useful in tracing hu-
man migration.337–338e  For example, a genetic marker
in the Y chromosome is carried by 85% of native
Americans, suggesting that they are all descended
from a man who lived ~ 20,000 years ago, probably an
immigrant from Siberia.339  Contrary to usual assump-
tions women, more often than men, seem to have
spread their DNA to new locations in the world.327b

Studies of cattle and of the wild ox reveal information
about domestification of these animals about 10,000
years ago in Europe, Asia, and Africa.340

G.  The Human Genome Project
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Other evolutionary relationships. Studies of
chromosome banding, chromosome maps, restriction
fragments, and detailed sequences provide many
insights into relationships among species.  For exam-
ple, the chromosome banding pattern and also DNA
sequences show close similarities between human
beings and the mouse.194,312  The latter is often regard-
ed as the premier organism for the study of mammali-
an genetics and development.291a–c,341  Dense genetic
maps are available for both the mouse and rat as are
moderate-resolution maps for livestock, companion
animals, and other mammals.327,342,343  Comparative
gene maps are being constructed for more than 40
mammals344 and other species of animals, plants, and
fungi.  Comparisons of these genomes reveal much
of interest.  For example, the pufferfish Fugu rupripes
has a genome only 1⁄9 the size of the human genome.
However, both species seem to contain about the same
number of genes.  Many of them can be directly corre-
lated and some human-disease-causing mutations
have been identified first in the Fugu.344a

Evolutionary history is being rewritten in molecu-
lar terms.  Comparison of sequences of individual pro-
teins allows evolutionary relationships of their genes
to be traced.  Many families of homologous genes can
be identified.344b  These include both orthologs, genes
in different species that have evolved from a common
ancestor, and paralogs, genes related by gene duplica-
tion within a genome.  Orthologs have the same func-
tion in different organisms, but paralogs have different
functions within a single species.345

Sophisticated molecular clock studies suggest
that the evolution of metazoan organisms began earli-
er than had been supposed.  Ancestral primates ap-
peared at least 65 million years ago.344  Gene sequence
data for many species suggest that a great variety of
mammals lived 100 million years ago in the age of
dinosaurs,346 a view also supported by new fossil
evidence.344,347  Metazoans appeared earlier than the
“Cambrian explosion” generally thought to have
occurred ~ 550 million years ago.348  New geochem-
ical data suggest that cyanobacteria diverged from
other bacteria as early as 2.1 x 109 years ago.349

Gram-negative bacteria diverged from gram-positive
microbes ~ 3.2 x 109 years ago,350 Salmonella from
Escherichia only 0.1 x 109 years ago.  However, DNA
analysis shows that within this latter time period
many genes from other microorganisms have been
inserted into the E. coli chromosome and into other
bacterial chromosomes.351,352  Some of these transfers
have occurred with the help of bacteriophages.353  A
puzzle is the fact that among eukaryotic cells the
enzymes catalyzing the genetic information transfer
via transcription and protein synthesis resemble those
of archaea.  However, operational enzymes that
catalyze other basic metabolic processes tend to be
more similar to those of eubacteria such as E. coli.353,354

So much gene transfer between organisms has oc-
curred that it is difficult to establish the earliest parts
of a phylogenetic tree of the type shown in Fig. 1-5.
Another factor that confuses our study of bacteria is
that less than 1% of all living microorganisms have
been grown in pure cultures.355,356

We are still dangerously ignorant of the complex-
ity of the microbial world, which both threatens us
with diseases and sustains our environment.  We do
have complete genome sequences for more than 60
different bacteria with hundreds more expected with-
in a few years.356,356a  They contain from 0.58 Mbp
(Mycoplasma genitalium) to 8.7 Mbp for the antibiotic-
producing Streptomyces coelicolor,356b a size shared by
the legume symbiont Bradyzhizobium japonicum.356c

The latter is one of many bacteria that have genomes
split into two or more parts, often a major chromo-
some plus one or more plasmids.  For example, the
6.7-Mbp genome of Sinorhizobium melitoti, an alfalfa
symbiont, comprises a 3.65-Mbp chromosome and
1.35- and 1.68-Mbp megaplasmids.356d  The 5.67-Mbp
genome of Agrobacterium tumefaciens, much used in
genetic engineering (Section E,4), consists of a circu-
lar chromosome, a linear chromosome, and two
plasmids.146a– c  The genome sequence revealed a close
similarity to those of the above-mentioned legume
symbionts.

Sequences of many pathogenic bacteria are
known.356e– o  These include the causative agents of
cholera,356c typhoid fever,356f plague,356g brucellosis,356h

leprosy,356i tuberculosis,356i and anthrax.356j  Also in-
cluded is a virulent strain of Streptococcus pneumonia
(respiratory infections, ear aches, meningitis),356k

Pseudomonas aeruginosa (a common “opportunistic”
pathogen),356l Listeria monocytogenes, which causes a
severe food-borne disease (Box 19-C),356m the patho-
genic E. coli 0157:H7 (see Fig. 1-2),356n and a tiny
mucosal pathogen Ureaplasma urealyticum.256o  Many
surprises were found in the genome sequences.  For
example, E. coli 0157:H7 is related to the laboratory
strain E. coli K-12, and the two strains share a ~4.1
Mbp common “backbone” sequence.  However, the
pathogenic strain has hundreds of “islands” of addi-
tional DNA spread throughout the genome and
amounting to ~1.54 Mbp.  Many of these carry genes
associated with virulence.356n

Specialized features appear in virtually every
genome.356a  For example, the mycoplasma U. urealyti-
cum contains genes for enzymes that allow the bacteri-
um to obtain almost all of its ATP from hydrolysis
of urea.356o  Both Caulobacter crescentus356p and E. coli
develop specialized structures involved in motility
(Figs. 19-3, 32-1). C. crescentus and also spore-forming
bacteria have alternative developmental plans (Fig.
32-1).  At the low end of the genome size range are
species of Buchnera, which are endocellular symbionts
of aphids.356q  Their genome is only slightly larger than
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that of M. genitalium.  The extremely salt-tolerant
Halobacterium356r and the heat-tolerant Thermoplasma
volcanium356s are among the archaea for which
complete genome sequences are known. Species of
Xanthomonas, whose genomes have been sequenced,
are economically important plant pathogens.  Xanth-
omonas campestris is also grown commercially to pro-
duce xanthan gum (p. 179).358a  Determination of the
genomes of mycobacteria has been challenging.356i,t

Among these slow-growing organisms is Mycobacteri-
um tuberculosis, the causative agent of human tubercu-
losis.  A large fraction of its ~ 4000 coding genes is
devoted to metabolism of lipids and to the synthesis
of unusual proteins and lipids of its cell wall.356t

The larger genomes code for many proteins of
unknown function, but over 80% of the “ORFs” (pre-
sumed genes) of Haemophilus influenzae have been
identified, as have their presumed functions.357,358  The
encoded proteins appear to catalyze 488 metabolic
reactions on 343 different metabolites.  Together these
systems provide a metabolic genotype.357  Results of
such analyses are accumulating in metabolic data-
bases.359,359a  What is the minimum number of meta-
bolic reactions needed for support of life?  Transposon
insertions can inactivate all but from 265 to 350 of the
protein-encoding genes of M. genitalium without kill-
ing the bacteria.360  From comparisons of a variety of
bacterial chromosomes it seems likely that ~ 256 of
these genes are truly essential.350,361  This conclusion
leads to an interesting question.  Is it ethical to now
try to generate such a minimal bacterium?361a  Are
there hazards, e.g., that its escape might endanger our
health or the environment?  On the other hand, genetic
engineering of bacteria, which is already practiced,
can provide useful improvements in bacteria used in
foods and in industry.362,362a

Modeling with the aid of data available on the
World Wide Web is leading to development of new
mathematical descriptions of metabolic networks.359a

An ambitious new project is to model the entire E. coli
cell.  Many experimental data will be required and it
has been estimated that ten years will be needed.  The
effort involves investigators in many laboratories and
will be at least ten times as complex as the determina-
tion of the human genome.362b

Metabolic studies of eukaryotic cells. The
yeast, Saccharomyces cerevisiae, contains ~ 6200 genes
of  which, until recently, only 40% had been assigned
a function.  Now a variety of methods are being em-
ployed to understand this little fungus.363– 365  A useful
approach is to systematically inactivate or “knock out”
genes.  Davis and associates363 used a PCR-based
strategy to delete one gene at a time of 2026 yeast
genes.  Of these genes 1620 were found not essential
for growth in a rich medium.  Ross-McDonald and
coworkers engineered a transposon, a 274-bp deriva-

tive of the E. coli Tn3, and allowed it to be inserted into
the genes of yeast cells by homologous recombination
(Chapter 27, Section D).  The transposon carried DNA
for a short peptide tag in the form of a specific immu-
nological epitope that could identify the transformed
cells.  More than 11,000 strains with disruptions in
nearly 2000 genes were obtained.  These and other
deletion mutants are now available for study.364a,365  A
second yeast, Schizosaccharomyces pombe, has assumed
major scientific importance in studies of the cell cycle
and of metabolism.365a  Its 13.8-Mbp genome is only a
little smaller than that of S. cerevisiae, but it has ~1400
fewer recognized genes, a total of 4824.365b  There are
smaller eukaryotic genomes.  That of the tiny marine
chordate Oikopleura dioica may be only 51 Mbp.  How-
ever, there may be a total of ~15,000 genes.365c

Transposon-induced mutations have also been
created in nearly one-fourth of the ~ 12,000 genes of
Drosophila melanogaster.283  Studies of the expression
of genes in both Drosophila and in the nematode Cae-
norhabditis elegans are directed toward understanding
of development and differentiation.  Of the nema-
tode’s predicted 19,293 genes, only 7% have been
studied at the biochemical level.  To understand what
happens during development we need methods for
studying simultaneously the expression of all of these
genes.  One approach is to look at messenger RNAs
that are formed at different times during development.
More than 9000 mRNAs have been identified in cells
of C. elegans, and their patterns of expression have
been observed using DNA microarrays.366,367  A similar
technique has been applied to yeast.  DNA sequences
of fragments of ~ 6400 yeast genes were amplified by
PCR and printed onto a glass plate to form a “DNA
chip.”  From mRNAs formed at different times during
growth, fluorescent cDNA copies were made, and
their amounts were checked by use of the DNA
chip.368  Another approach is to look directly at the
proteins formed.  Walhout and coworkers have de-
vised a large-scale automated system for cloning all
of the genes of C. elegans, expressing the protein prod-
ucts, and testing them in the yeast two-hybrid system
(Box 29-F) for protein–protein interactions.369 Another
project is to use large-scale sequence comparisons
between proteins of C. elegans and of other organisms
to identify nematode genes that encode extracellular
matrix proteins involved in cell adhesion and to trace
their evolution.370

The genomes and the metabolism of the two in-
sects Drosophila melanogaster and Anopheles gambia370a

can now be compared.  Many differences can be seen
but almost half of the genes are orthologs.  Many of
these can be related also to those of pufferfish,
mice,370b humans, and other species.

Among plant genomes that of Arabidopsis thaliana
has been studied most.  The sequences of its five chro-
mosomes have been determined and analyzed.371–375c

G.  The Human Genome Project
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About 25,498 genes encoding proteins from 11 differ-
ent families have been found.375a  More than 14,000
ESTs were established from cDNAs.375b  Many of the
genes represent new families, some of which may be
peculiar to plants.  However, many others are homolo-
gous to those of C. elegans and H. sapiens.  For exam-
ple, developmentally important homeotic genes,
marked by a homeo sequence as in animal genes,
are present as are thousands of cell surface receptors.
However, only Ser / Thr and histidine kinases are
present in Arabidopsis.  No tyrosine kinases have been
identified.375

The ~ 125-Mbp Arabidopsis genome is tiny com-
pared to the 3000 Mbp of DNA present in the genomes
of maize and of many other plants.374  However, the
rice genome, only ~15% as large as that of maize,376

has been chosen for complete sequencing.375d,e  Draft
sequences for the genomes of two subspecies of rice
(Oryza sativa L.), ssp. indica375f and ssp. japonica,375g

were published in 2002.  The much larger genomes of
other cereal grains (2500, 4900, and 16,000 for maize,
barley, and wheat, respectively) will probably all be
sequenced within a few years.  The genes of maize are
being mapped and studied using transposon-tagging

Figure 26-15  (A)  Numbering and staining patterns (G-banding)
of human chromosomes.  The horizontal line marks the centromeres.
Chromosomes 13, 14, 15, 21, and 22 have nucleolar organizers
located at the constrictions in their short arms.  From Alberts et al.297

Adapted from U. Franke.298  (B) Map of genetic defects identified in
X chromosomes by 1995.  From McKusick and Amberger.294
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One of the commonest of genetic diseases, 
cystic fibrosis affects persons all over the world.
The incidence is unusually high in persons of north-
ern European descent, about one in 2500 children
being born with the defect.  The inheritance pattern
showed that cystic fibrosis is recessive and is caused
by a single-gene defect that is carried by almost 5%
of white Americans.  In the United States there are
~30,000 persons with the disease.  Many die in early
childhood and even with careful treatment only 50%
live into their late twenties or beyond.a,b  Through
extensive linkage analysis the cystic fibrosis gene
was mapped to chromosome 7, and its location was
narrowed further to a 1600-kbp region between the
oncogene met and another marker designated J3.11.c

Random searching located closer markers, and
“chromosome walking and jumping” led to identifi-
cation and characterization of the gene in 1989.c,d

The large 250-kbp gene contains 27 exons.  The
transcribed mRNA is 6129 bp     in length, and the
gene product is a 1480-residue amino acid protein,e

which is known as the cystic fibrosis transmem-
brane conductance regulator (CFTR).f

Children with cystic fibrosis lose excessive
amounts of salt in perspiration and become dehy-
drated readily.  A salty taste of the skin and an
elevated chloride concentration of sweat are tradi-
tional diagnostic symptoms.a  More serious prob-
lems arise from progressive respiratory failure and
inadequate pancreatic secretion.  Lung infections
with Pseudomonas aeruginosa are the major cause of
death.g  The CFTR gene is expressed in many tis-
sues, especially those of the mucous membranes.
An alternatively spliced isoform may form chloride
channels in heart.h,i  As mentioned in Chapter 8,
Section C,5 the CFTR protein is a member of the

BOX 26-A  CYSTIC FIBROSIS

ATP-dependent ABC transporter family.  However,
it is atypical because it also contains a regulated
chloride channel.j  In secretory epithelia of intes-
tines, pancreas, lungs, sweat glands, and kidneys
Cl– enters epithelial cells through their basolateral
surfaces using an Na+ + K+ + 2 Cl – cotransporter
and exits the cells through their apical surfaces
using the CFTR channel.  Absorptive epithelia also
contain both the cotransporter and the CFTR chan-
nel, but Cl– flows into the cells from the exterior
surface, and the distribution of the cotransporter
and CFTR between basolateral and apical surfaces is
opposite to that in secretory cells.f

From the amino acid sequence the CFTR protein
is predicted to form two 6-helix transmembrane
domains, two ~240-residue cytosolic ATP-binding
domains, and a cytosolic regulatory (R) domain that
contains at least five serine residues that may be
phosphorylated by the cAMP-dependent protein
kinase A (Chapter 11, Section C; Fig. 11-4).k,l,m  See
adjacent scheme.  The two ATP-binding domains
resemble those of myosin and other ATP-hydrolyz-
ing proteins.  The chloride channel, which is proba-
bly formed by helices M1, M3, and M6,f remains
closed unless serine residues of the regulatory do-
main are phosphorylated.  However, opening of the
channels also requires binding of ATP in the nucle-
otide-binding domains.  Binding of either vanadate
or BeFx stabilizes the open state of the channels.k

There are four small 55- to 65-residue cytosolic
loops, labeled 1–  4 in the diagram.  Transmembrane
loop 3 also appears to function in regulation of the
channel,n which involves a complex regulatory
mechanism.  Two sites of N-linked glycosylation
are present in the short extracellular loop between
helices M7 and M8.

methods.377  The smaller, more compact genomes may
have just as many genes as the longer ones but have
less repetitive DNA.378  Some ferns have 307,000 Mbp
of DNA, nearly 100 times that of a human; bony fishes
have ~ 307,000 Mbp and the ameba >200,000 Mbp.
These organisms appear to lose unneeded repetitive
DNA faster than those with smaller genomes.378

3.  Understanding Human Genetic Diseases

Genetic diseases have always been with us, but
it was not until 1949 that the first disease, sickle cell
anemia (Box 7-B), was understood at the molecular
level.  A single base substitution in DNA and the
resultant single amino acid substitution in hemoglobin

causes this disastrous disease.  It was soon recognized
that defects in single proteins are causes of other inher-
ited diseases.  Many of the hundreds of other known
genetic disorders201,203,379 are discussed elsewhere in
this book.  Among them are muscular dystrophies and
cardiomyopathies (Box 19-A),380 lysosomal deficiency
diseases (Chapter 22), problems with ion transport-
ers381– 383 and channels (cystic fibrosis, Box 26-A),
defective collagens (Box 8-E),384 neurological disorders
(Chapter 30), and defects in defense systems (X-linked
granulomatous disease, Chapter 18, Section G).  Many
of these were first recognized by their frequent occur-
rence in boys.  Some of these X-linked deficiencies are
mapped in Fig. 26-15B.

One insight into molecular disease was the recog-
nition that mutations that cause many diseases, e.g.,

G.  The Human Genome Project
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BOX 26-A  CYSTIC FIBROSIS  (continued)
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The CFTR protein can undergo endocytosis into
clathrin-coated vesicles as part of its regulatory
mechanism.o  Since HCO3

– is usually exchanged for
Cl– in epithelial ion transport, regulation of HCO3

–

uptake is also a significant aspect of CFTR
function.p

Mutations that cause cystic fibrosis are found at
many locations in the gene.  However, ~ 70% of the
mutations are caused by the absence of phenylala-
nine 508, as a result of a three-nucleotide deletion, in
the first nucleotide-binding domain.e,k,p  This dele-
tion causes misfolding of the CFTR to give an inac-
tive protein.p  Hundreds of other mutations, some in
the regulatory domain and some in the cytosolic
loops,q,r also cause the disease.  Cystic fibrosis is one
of the diseases for which targeted gene transfer may
become an effective treatment.a,s  Cystic fibrosis
induced in mice by targeted disruption of the CFTR
gene has been successfully treated by gene therapy.t

However, the gene is large and efficiency of transfer
into animals is low. Nevertheless, human gene
therapy for cystic fibrosis is being pursued
cautiously.s

The CFTR protein has additional medical signif-
icance.  Its stimulation by bacterial toxins is  respon-
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cystic fibrosis, while affecting a single protein, occur at
many places in the gene that encodes the protein.  Not
all mutations are caused by base substitutions; they
are often a result of deletion or insertion of DNA.  A
whole group of diseases are caused by accumulation
of repetitive DNA, often of nucleotide triplets, within
genes or in control regions of genes.  Another impor-
tant insight is that understanding a newly discovered
and very rare disease may help us to understand other
related disorders.  For example, after the Duchenne
muscular dystrophy gene was located, the encoded
protein dystrophin was found to have mutations
resulting in other milder dystrophies (Box 19-A).

Mutations are only rarely beneficial, but we know that
many mutations alter the properties of proteins very
little.  We can anticipate that most genes may undergo
mutations that cause some loss of good health and
vitality without being diagnosed as causing disease.

We have also come to understand that many
complex diseases such as diabetes, polycystic ovary
syndrome,385 Crohn’s disease (inflammatory bowel
disease),386 and schizophrenia are in fact multiple
diseases.  Diabetes is a syndrome that can arise from
causes such as defective insulin receptors or defective
glucose transporters or from as yet unknown meta-
bolic problems (Chapter 17).387  Many cancers have a

sible for secretory diarrhea, which kills 3 million
young children annually.f
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Fragile X syndrome (FRAXA) (C G G)n  XD by 5' side of gene FMR-1
+ CpG island methylation

Type E (FRAXE) (C G G)n  XR 5' side of gene FMR-2

Synpolydactyly (G C G)n HOXD13 gene (polyalanine)

Myotonic dystrophy (DM1) (C T G)n AD 3' untranslated region of gene
for cAMP-dependent protein kinase

DM2 (CCTG)n AD Intron in a zinc finger protein gene

Friedreich ataxia (G A A)n AR Intron in frataxin, a mitochondrial protein

Huntington disease (HD) (C A G)n AD Huntingtin (polyglutamine)

Spinocerebellar ataxia, SCA-1 (C A G)n AD Ataxin-1 (polyglutamine)

SCA-2 (C A G)n AD Ataxin-2 (polyglutamine)

Machado–Joseph disease (SCA-3) (C A G)n AD Ataxin-3

SCA-6 (C A G)n AD Calcium channel

Spinobulbar muscular atrophy (C A G)n XR Atrophin (androgen receptor)
(Kennedy disease; SBMA)

Dentato-rubro-pallido-luysian (C A G)n AD
atrophy  (DRPLA)

Progressive myoclonus epilepsy (G + C)-rich Cystatin B
oligonucleotide repeat

TABLE 26-4
Some Human Triplet Repeat and Related Diseasesa

Name Repeat sequence Transmissionb Location
(5' to 3')

a See Mandel, J.-L. (1997) Nature (London) 386, 767– 769 and Richards, R. I., and Sutherland, G. R. (1997) Trends Biochem. Sci. 22, 432 – 436
b XD, X dominant; XR, X recessive; AD, autosomal dominant; AR, autosomal recessive

strong hereditary component, and many of these are
being mapped to specific DNA locations.388  Some
specific proteins, such as Ras (Chapter 11) that are
mutated in many cancers were first recognized as
avian oncogenes.  The tumor suppressors Rb (retino-
blastoma protein, Box 11-D)388,389 and p53 (Fig. 11-
15)390,391 are major sites of mutation in cancer.  See also

Chapters 11 and 31.  Since cancers contain multiple
mutations, they are complex diseases.  However,
many specific susceptibility loci are being located,
including some for breast cancer (Box 11-D),392 pros-
tate cancer,393 and familial adenomatous polyposis, a
hereditary disease leading to colon cancer.388,394

Cancer has long been known to be associated with
chromosome instability including
deletion and insertion mutations at
simple repeat sequences, frame-shift
mutations,395 DNA breakage, translo-
cation,396 and losses or gains of whole
chromosomes.397

From a practical viewpoint the
understanding that we are gaining will
help us to provide better treatments of
genetic diseases.  At present almost
every human genetic disease can be
mimicked in a knockout mouse.291a,398

A turnabout is that rare human hair-
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less people have a mutation in a gene homologous to
the well-known hairless gene of mice.399  Genes homol-
ogous to those of many human genetic defects have
also been identified in yeast.400  Studies of both mutant
mice and of mutant yeast cells can also help in under-
standing diseases and in devising therapies.

Triplet repeat diseases.  With the exception of
Down disease (extra chromosome 21, affecting 1 in 600
children) the most prevalent cause of mental retarda-
tion is the fragile X syndrome, which affects ~1 of
2000 newborn males.  A fragile site,401,402 where the X
chromosome breaks easily, marks the location of the
defect.  Identification of nearby RFLPs led to cloning
of the gene in 1991.  The defect was found to be a
repeated trinucleotide sequence 5'-(CGG)n  in the
DNA.  The value of n varies, in most healthy individu-
als averaging ~ 30.  However, for some normal individ-
uals n may be 200 – 300.  These persons may transmit
the fragile X disease to their offspring in whom n
increases from one generation to the next with increas-
ing severity of the disease.  There may be 2000 or more
CGG triplets.403  The defect lies at the 5' end in an
untranslated part of the gene for the fragile X mental
retardation protein (FMRP).  A cytoplasmic RNA-
binding protein, FMRP, may enter the nucleus and
have an as yet uncertain function.  In rare cases the
fragile X syndrome arises from deletions or missense
mutations in the FMRP gene.404  There are actually two
similar genes FMRP1 and FMRP2.  Mutations in the
latter are associated with a milder form of fragile X
disease.  FMRP genes with expanded (CGG)n tracts are
not expressed, evidently because the mutation induces
methylation of an adjacent “CpG island” (see Chapter
27) as well as of sites within the FMRP gene.  Both
FMRP proteins are apparently needed for normal
brain function.  The FMRP1 defect is genetically domi-
nant, and female heterozygotes also suffer from the
fragile X syndrome.  However, FMRP2, also encoded
on the X chromosome, is recessive.405  FMRP appears
to function in neuronal dendrites (Chapter 30) where it
binds to polysomal aggregates and participates in
regulation of translation of mRNA.405a– c  Like DNA,
mRNA may contain G quartets (Fig. 5-8, p. 227).405d

Twelve or more additional triplet repeat diseases,
many with neurological symptoms, have been identi-
fied (Table 26-4).405– 407a  These involve other trinucle-
otide repeats 5'-(GCG)n, 5'-(CTG)n, 5'-(GAA)n, and
5'-(CAG)n.  In synpolydactyly, an inherited develop-
mental defect causing malformation of hands and feet,
an expansion of a GCG trinucleotide occurs within the
gene HoxD13.  This results in incorporation of a poly-
alanine tract near the N terminus of the protein.408

Myotonic dystrophy DM1 (Box 19-A) results from
expansion of C T G to 6 kbp or more within the un-
translated 3' region of a gene for cAMP-dependent
protein kinase.405  The mRNA transcripts accumulate

in the nucleus and may bind to a CUG-binding pro-
tein that is involved in splicing other mRNAs, thereby
poisoning the cell.409  DM2 is caused by expansion of a
CCTG quartet in an intron of a zinc-finger protein.408a

Expansion of the GAA triplet is associated with the
neurological disease Friedreich ataxia, which has a
prevalence of ~1 in 50,000.  The defect lies within an
intron found in the gene for the 210-residue mitochon-
drial protein frataxin.  The function of the protein is
unknown.409a  However, the defect in Freidrich ataxia
leads to a deficit in mitochondrial ATP synthesis.409b

Studies of a corresponding protein in yeast suggests
that frataxin is an iron storage protein.409c–e  Apparent-
ly the DNA defect in the intron interferes with splicing
of the mRNA transcript.410– 413  The polyGAA strand in
the triplet repeat region of the DNA is able to form
various alternative structures including a parallel
(GAA)•(TTC) duplex.410a  Such structures in mRNA
may interfere with proper splicing.

A defect in an α-tocopherol-transfer protein causes
a similar set of neurological symptoms.  Oxidative
damage may therefore be a component of this
disease.410b

Expansion of (CAG)n sequences causes a series of
neurodegenerative diseases (Table 26-4),413–416c  the com-
monest of which is Huntington disease (HD).414–414c

In Huntington’s disease the (CAG)n tract is found in
the huntington gene.  The protein is enormous, with
over 3140 residues.  It is essential for nerve develop-
ment, but the function remains uncertain.  The first
exon at the HD gene encodes a polyglutamine tract of
6–35 residues, which when expanded to 36–100 or
more causes the disease.  A similar situation holds for
the spinocerebellar ataxias (SCA) and other (CAG)n
diseases (Table 26-4).414,417–417b  The encoded proteins
have a variety of functions.  The SCA-1 protein ataxin-
1 functions in the nuclear matrix.418  The X-linked
spinobulbar muscular atrophy (SBMA) gene en-
codes an androgen receptor protein.414,417  The poly-
glutamine sequences inserted in those proteins seem
to be toxic, but the mechanism of toxicity is uncertain.
It may result from aggregation of the proteins within
cells.414  It has also been suggested that cleavage of
these chains by caspases (cysteine proteases; Chapter
12) may produce truncated proteins, which induce
apoptosis.415

A form of epilepsy (Table 27-4) appears to be a
result of repeats of a (G + C)-rich sequence that may be
a dodecamer.405  Dinucleotide repeats and other “mini-
satellite” DNA sequences are also associated with
instability of DNA and may undergo expansion.419– 421

A pentanucleotide repeat (CCTTT)n is associated with
increased expression of the nitric oxide synthase gene
NOS2A.  Persons with n = 14 were found to have
enhanced resistance to development of diabetic retin-
opathy.  This seems to be a case of a beneficial “gain of
function” mutation.422
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How do repeat sequences expand from one gener-
ation to the next?  There is probably more than one
mechanism.  One is strand slippage during DNA rep-
lication.  If single-strand loops are present at any time
one strand could be displaced (slipped) relative to the
other.  Replication could then either expand the repeti-
tive sequence or cause a deletion (Eq. 26-4).405,423–425

Expansion could also occur by gene conversion during
homologous recombination (Chapter 27, Section
D)401,426 or during DNA repair.421,425  Repeat sequences
may also prevent proper formation of nucleosomes.402

Cloned genes and diagnosis.  The first areas in
which cloned DNA has affected medicine are in the
diagnosis of genetic diseases and in the production of
medicinally useful proteins in bacteria, yeast, or cul-
tured cells.  One of the first applications was for the
diagnosis of the sickle-cell trait by use of PCR on DNA
isolated from blood.43  This was followed quickly by
methods for recognition of other inherited diseases
and by automated procedures.  Intense efforts are now
being made to develop DNA “chips” (usually small
glass plates with an array of DNA fragments bound to
the surface) that can recognize a great variety of de-
fects.  For example, DNA polymorphisms in the 16.6-
kbp human mitochondrial genome can be recognized
by a plate containing 135,000 oligonucleotide probes
assembled in a regular grid by photolithography and
solid-state synthesis (Chapter 3).427  Cancers may be
classified quickly.428  Many systems are under devel-
opment for binding and recognizing genomic DNA,
cDNA, or mRNA using microchip arrays of up to
400,000 or more oligonucleotides on a 2 cm x 2 cm
plate.429– 430b  One chip combines PCR with use of “zip-
code primers” that direct the PCR products to specific
zip-code addresses on the chip to give a universal
array able to detect low abundance of mutations in
any gene of interest.431  Mass spectrometry is also
being harnessed to identify oligonucleotides bound at
any address on a chip.432 Commercial chips are expen-
sive, $100 – 2000 apiece, and good for only one use.
The price will fall.  To build a machine to make your
own chips go to http//cmgm.stanford.edu/pbrown/
mguide/.433,434

An alternative to DNA chips is to miniaturize
DNA sequencing and analysis machinery.  Using
nanoliter droplets of fluid passing through microchan-
nels built by photolithographic techniques of comput-
er chip construction, these nanolaboratories may be
the size of a credit card but able to cleave DNA and
conduct PCR reactions, gel electrophoresis, and se-
quence determinations.435,436

Vaccines, hormones, and other medicines. A
myriad of products of recombinant DNA technology
are already in use in medical diagnostics.437  In the
past problems have arisen because vaccines and hor-

mones can cause allergic reactions and may harbor
viruses.  A small percentage of diabetics are allergic to
animal insulins, but human insulin produced in bacte-
ria is now available.  A number of children receiving
human growth hormone isolated from cadavers con-
tracted the fatal Creutzfeld–Jakob disease,438 a neuro-
logical disorder caused by a prion (Chapter 29).  One
way in which AIDS has been spread is through con-
tamination of the blood-clotting factors VIII or IX
needed by hemophiliacs.  These sources of contamina-
tion are being eliminated by the use of bacterially
produced proteins.439

Recombinant DNA techniques can be used in two
ways in the production of vaccines.  The first is to find
a protein in the virus or other infective agent that is a
good inducer of antibody formation, i.e., a good anti-
gen.  This protein, or even a fragment of it, can then
be produced from its cloned gene or can be made
synthetically.  Since the cloned protein can be purified
highly, it may make a superior vaccine to those made
from killed cells, inactivated virus particles, or mix-
tures of proteins.440  The first commercial vaccine of
this type was against viral hepatitis B, a major cause
of liver cancer.441  Particles consisting of viral envelope
proteins can be produced in yeast and be used for
vaccination.  A DNA encoding these proteins has been
transferred, using the Ti plasmid (Section E, 4), into
lettuce.  Human volunteers produced anti-hepatitis
antibodies after eating the lettuce.442  This suggests
that vaccination through ingestion of antigenic pro-
teins in food crops may be feasible.  Injection of a
small piece of DNA carrying the gene may also lead to
antibody formation.443,444  Using either purified anti-
gens, proteins, or DNA, it may be possible to develop
effective vaccines against Rocky Mountain spotted
fever,445 a rickettsial disease, and against malaria, for
which there are no satisfactory vaccines.

The vaccinia virus, formerly used to vaccinate
against smallpox, has been engineered for use against
other diseases.446  Much of its 187-kb DNA can be
excised and replaced with passenger DNA.  The virus
particles are stable and highly infectious.  The vaccinia
virus is unusual in carrying genes for both RNA and
DNA polymerases and other proteins that permit it to
undergo replication and transcription of its own genes
in the cytoplasm of the infected cells.  One application
of a recombinant vaccinia virus is oral vaccination of
wild foxes and racoons against rabies.447

A major advance based on cloned genes is the
production of new medicines previously unavailable
or available in only small amounts.  Among these are
the interferons287 (Chapter 31) and many hormones
such as the interleukins produced by lymphocytes448

and the atrial natriuretic hormones (Chapter 23).
Another candidate is the �1-protease inhibitor
(Chapter 12).  Perhaps better inhibitors than the
natural one can be devised and produced in bacteria.449

G.  The Human Genome Project
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4.  Gene Therapy

A few years ago it seemed like fantasy, but there is
little doubt that we will soon be able to routinely treat
some genetic illnesses by introducing new copies of
genes into the body.  A current goal is to insert cloned
genes into body cells (somatic cells) to correct specific
hereditary defects.  For example, juvenile diabetics
would benefit from introduction of genes for insulin
production into cells that could replace their atrophied
pancreatic beta cells.  At present we don’t know how
to do this.  However, genes have been transferred
into human beings lacking adenosine deaminase
and showing severe combined immunodeficiency
(Chapter 31) and those lacking hypoxanthine guanine
phosphoribosyltransferase and displaying the Lesch–
Nyhan syndrome (Chapter 25, Section E,2).  Correc-
tions of Gaucher disease and other deficiencies of
lysosomal enzymes is also an early goal (Chapter 20,
Section G,2).

By 1986 more than 5000 children had received
bone marrow transplants from close relatives to cor-
rect severe combined immunodeficiency caused by a
defective adenosine deaminase gene.450  However, the
patients must receive chemotherapy or irradiation to
suppress their immune system before the transplanta-
tion.  Hospitalization may last for 30 – 60 days.  Using
genetic therapy some bone marrow cells can be re-
moved from the patient with a needle.  The cells can
be treated to introduce the corrected genes using a
suitable retrovirus.  Clones of corrected bone marrow
stem cells, which will give rise to lymphocytes in the
body, can be selected, cutured and reintroduced into
the patient.  As discussed on p. 1498, retrovirus vehi-
cles that locate and become integrated at appropriate
sites in the genome have been developed.216,451  Use of
homologous recombination (Chapter 27) introduces
the cloned gene into its normal chromosomal loca-
tion.452  The first children were treated by transfer of
the adenosine deaminase gene in 1991.  The procedure
has been partially successful.453,454

By 1999 more than 400 clinical gene therapy trials
were planned or in progress.455  Nevertheless, devel-
opment of suitable vehicles for gene delivery has been
slow.456,456a  Uncertainty about the safety of adenovirus
vectors is one problem.160a,454,457,457a  Poor efficiency of
gene transfer is another.  A glycogen storage disease of
knockout mice has been cured by transfer of human α-
glucosidase (Box 20-D) using an adenovirus vector.458

Mice have also been used in developing gene therapy
for hemophilia,456a,457a sickle-cell disease,458a and
aspartylglycosaminuria.458b  However, gene targeting
in animals other than the mouse has been difficult.459

Genetic therapy may be most effective when the gene
is transferred into stem cells, which can then take up
residence within the body (Chapter 32).  Young stem
cells, which can be obtained from unbilical cord blood

at birth, can be used.460,461  For many diseases therapy
will probably be best soon after birth, or even prior to
birth during the second trimester of pregnancy.455

An alternative approach is to synthesize highly
specific hydrolysis-resistant DNA analogs that can
form triple helical structures with DNA (Chapter 5).
If these can be made specific enough they might bind
to a targeted DNA site, such as the sickle cell anemia
locus and induce a “back mutation” from the faulty
A•T base pair (see Fig. 7-23) to a T•A pair in at least
some of the hematopoietic cells that give rise to hemo-
globin.462  Another possibility is to make oligonucle-
otide analogs that serve as mimics of antisense RNA
(discussed in Chapter 28).  This could impede transla-
tion of bad mRNAs, such as that giving rise to poly-
glutamine chains in the triple repeat diseases.

At this time no effort is being made to alter the
DNA in human germ cells.  It seems undesirable to
experiment with such changes.160a,462a  However, as
methods are developed for genetic therapy of somatic
cells, we will rear more and more healthy carriers of
serious genetic defects.  Eventually we may need to
develop therapy for germ cells.

5. Genetic Engineering of Bacteria, Plants,
and Animals

Many improvements in bacteria used in industrial
fermentations have been made.463  The number of
copies of a useful gene may be increased, and re-
pressed genes may be made more active by deletion
mutations in regulatory genes (Chapter 28).  New
genes are being transferred between bacteria and into
plants and animals.  For example, Bacillus thuringensis
produces crystalline protein toxins, which are harm-
less to mammals but active against many insects.  The
Bt gene for this toxin has already been transferred into
many different plants and is having a major effect on
agriculture in allowing for decreased use of insecti-
cides.464,465 Genetic engineering may allow the toxin to
be made more specific for particular insect species.

Genetic engineering of plant genes466 may im-
prove the quality of storage proteins in cereal grains467

and the flavors of fruits,468 provide more drought-
resistant plants,469 and offer increased resistance of
crop plants to particular herbicides464  (Chapter 25,
Section A,1) and to viruses.470  Many things can be
done to enhance the nutritional qualities of foods.464

For example, rice has been engineered to produce
and store β-carotene in the grain, a development that
may benefit 400 million people in the world deficient
in vitamin A and often suffering from infections and
blindness.471  (See also p. 1240.)  Specialty products
such as poly-β-hydroxybutyrate and many others can
also be produced in plants.472  Genetic engineering of
animals has produced not only knockout mice but the
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possibility for nutritional improvement156 and for
production of useful products such as vaccines in
milk.

6.  Ethical Problems

With a host of new medicines and agricultural
products coming and with the ability to alter genomes
at will, we face new ethical problems.  For example,
who owns the human genome?473– 475  Should patent-
ing of human genes be allowed?476,477  How private
are genetic data?478  Who has access to human DNA
data?479  Insurance companies?480,481  Should routine
screening with new genetic tests be used (as is now the
case for phenylketonuria, diabetes, and others), even if
no effective treatment is available?482,483

Ethical questions arise in application of experi-
mental forms of genetic therapy to patients dying of
inherited disorders.  What if the therapy simply pro-
vides a longer life of suffering to patients?  Some
biologists foresee a future in which human beings
learn to control their own genes and prevent genetic
deterioration resulting from the accumulation of harm-
ful mutations.  They find it exciting to think that we
can, in an intelligent way, elect to continue our evolu-
tion in a desired direction.  Others caution that our
present knowledge is such that attempts to eliminate
all “bad” genes from the population might be disas-
trous.484  They point to the hemoglobin S gene (Box
7-B) and the role it once had in preserving life in a
malaria-infested environment and urge that at this
stage we allow maximum heterogeneity of genetic
types.  There are other dangers in allowing genetics to
control human lives.  In the past “eugenic” doctrines
have been used to justify racist laws and (in Nazi
Germany) genocide.

Problems have resulted from the availability of
hormones and other products of genetic engineering.
For example, should parents be allowed to request
human growth hormone for short children who do not
have a pituitary deficiency?  Should it be available to
athletes and to aging people?  Use of stem cells in
genetic therapy raises another set of questions.
Present guidelines of the National Institutes of Health
(NIH), which supports much of the gene therapy
research, allows use of stem cells in therapy but

G.  The Human Genome Project

doesn’t allow their use in reproductive cloning or
the combining of human stem cells with animal em-
bryos.485  Dangers from retroviruses may lurk in at-
tempts to transplant animal organs (e.g., pig hearts)
into people.486– 488

In attempting to improve crop plants, proteins
causing allergic reactions in some individuals may
be tranferrred.489  This is a compelling reason that
mandatory monitoring and labeling of genetically
modified foods is recommended.490  The danger is
emphasized by the highly popularized contamination
of foods with “starlink” maize.

Should we rush commercial developments of
genetic engineering to increase food supply at a time
when there is an excess worldwide?  Should we engi-
neer increased herbicide-resistance into plants when
drinking water supplies are being contaminated by
herbicides already in use?  On the other hand, less
toxic herbicides effective at low levels can be used on
plants engineered to resist them.465  Will we generate
superweeds resistant to herbicides by gene transfer?
With so many genes being engineered, are there other
dangers in their release into the environment?465  A
terminator technology that produces plants with
sterile seeds has been rejected because it would force
poor farmers to purchase seeds year after year from
multinational corporations.  Yet, it could eventually
have beneficial consequences in preventing cross-
fertilization with genetically modified plants.491  Since
plants with the Bt gene kill insects, will their wide-
spread use decimate populations of butterflies or of
various beneficial insects or adversely affect soil or-
ganisms in the rhizosphere?492,493

The darkest prospect may be the possibility that
military organizations will develop new biological
warfare weapons using recombinant DNA methods.494

An international treaty bans such weapons.  However,
governments often respond with the argument “We
must do it because we know that ‘they’ are doing it.”
Couldn’t such an attitude bring on unparalleled disas-
ter?  Could new types of viruses spread throughout
the world and literally tear the human genome to
bits?  Does any kind of imagined danger justify prepa-
ration to attack populations with new viruses or new
toxins?  What about the smallpox virus?  Should re-
maining stocks in the United States and Russia be
destroyed?495,496
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Study Questions

1. The two chromatids in Fig. 26-13G are said to be
coiled with opposite handedness.  Can you draw
this conclusion from Fig. 26 alone?  What are the
biological implications for mitosis?280  Does the
DNA have a differing chirality at the molecular
level?  Compare this observation with the exist-
ence of snail shells or flowers497  with both right
and left handedness within the same species.

2. Will the sequencing of the human genome ever be
complete?

3. Should patenting of human genes be allowed?
Under what circumstances should patents be
allowed on genetically engineered genes?

4. Should the human genome be regarded as a
common heritage such that there is a guarantee
that the medical and other benefits arising from
genetic research are available to all persons on
earth?  See Human Genome Organization Ethics
Committee.498

5. DNA testing (Box 5-D) is widely used by police
throughout the world.  It has been estimated that
if ten loci in the DNA are tested the chance of a
random match between two people is one in a
billion.  In the United Kingdom it is planned to
hold DNA profiles on record for one of every 15
people.  Is this wise?  Or should DNA profiles be
recorded for all people?499  If DNA profiles are on
record how can we be sure that they are not used
dishonestly?  Should police have access to DNA
data bases?  See Adam.500

6. Should “race” be used as a variable in biomedical
studies?  See Aldhous.501

7. Should insurance companies be allowed to have
access to genetic information about insured
people?  Companies usually obtain other medical
information.  See Rothenberg and Terry,502

Adam,500 and Nowlan.503

8. Should genetically engineered fish be allowed in
“farms” that are set up in ocean waters?  See
McDowell504 and Stokstad.505

9. Do transgenic trees pose a threat to natural eco-
systems?  See Kaiser.506

10. Should we attempt to replace wild populations
of mosquitoes with genetically engineered mos-
quitoes that can not transmit malaria?  See
Enserick507 and Clarke.508

11. Could dispersal of pollen from genetically modified
plants lead to undesirable “genetic pollution” of
the environment?  See Rieger et al.509

12. To what extent is genetic modification of plants
and animals equivalent to changes made by con-
ventional breeding?  See Spurgeon.510

13. Choose one of the ethical questions that can be
raised about application of our new knowledge
about the genome (e.g., see pp. 1518, 1519,
Chapter 32, and study questions on this page).
Study literature available to you and prepare a
recommendation to the public, Congress, or to
local regulatory agencies.  Follow a scientific
approach.  Try to find true facts that can be verified.
Consider all viewpoints.  State some of the uncer-
tainties in your recommendation.  Present your
proposal to a class or to a friend for criticism.
Then publish your view in a newspaper if you
wish to.
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1528 Chapter 27.  Organization, Replication, Transposition, and Repair of DNA

Contents

Many proteins interact with DNA.  These include polymerases that replicate DNA, helicases
that unwind double helices, topoisomerases that cut and reseal DNA strands to avoid entan-
gling, and enzymes that repair damage to DNA.  At left is a motor complex consisting of the
tetrameric binding protein RuvA (light shading) and the hexameric helicase RuvB (two copies
in darker shading). See also Fig. 27-26B.  From Putnam et al. (2001) J. Mol. Biol., 311, 297–310.
Right bacterial protein (from Thermus aquaticus) MutS recognizes mispaired bases in DNA and
initiates their removal.  The DNA is bound in a bent conformation.  In this duplex one strand
contains an unpaired thymine (at top of bend), which would cause a mutation if not removed.
From Obmolova et al. (2000) Nature, 407, 703–7.
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Organization, Replication,
Transposition, and Repair of DNA 27

Both the replication and transcription of DNA are
complex processes.  Although the basic chemistry is
relatively simple many enzymes and other proteins
are required.  In part this reflects organizational and
topological problems1 associated with the huge
amount of DNA present as a single molecule within
a chromosome.

A.  The Topology and Environment of DNA

Although we can isolate DNA in the form of sim-
ple double helical fragments, the topology of natural
DNA is always more complex.  Covalently closed
circular DNA such as that in plasmids, mitochondria,
and bacterial chromosomes is supercoiled (Chapter 5)
and bound to proteins.  The DNA of chromosomes and
bacteriophage particles is folded further into more
compact forms.  For example, the chromosome of E.
coli contains DNA about 1.5 mm in length folded
within a cell that is only 2 µm long.  The diploid length
of DNA in a 20 µm cell of a human is about 1.5 meters.
At the time of cell division human DNA must all be
replicated and packaged into chromosomes, 23 pairs in
each cell.  The density of the compacted DNA varies.
A bacterial nucleoid may contain 10–30 mg / ml of
DNA.2  In chromatin of a eukaryotic nucleus there
may be 200 mg / ml of DNA and in nucleosomes 330–
400 mg / ml.2a  The tightly compacted head of the T4
bacteriophage (Box 7-C) contains 520 mg / ml.3

1.  DNA in Viruses

In the simplest filamentous DNA viruses such as
M13 the DNA is coated by a helical protein sheath
(Fig. 7-7), as it is extruded from a cell.  The sheath is
peeled off as the virus enters another cell.  However,
in the large tailed phage (Box 7-C), which contains
~ 160 kb of polynucleotide chains, the DNA is closely
packed within the heads.  In a model that seems to
accommodate most experimental results, the DNA
rod bends sharply into a series of folds, which are
laid down around the long axis of the head in spirally
arranged shells (Fig. 27-1).4,4a   The end of the DNA
that enters the phage head first appears to be located
in the center with successive shells of DNA around it.4

In the large bacteriophage G the DNA appears to be
folded to form 12 icosahedrally arranged pear-shaped
rings in the corners of the capsid.5  The 2.0 nm diame-
ter double helical segments of DNA lie roughly paral-
lel and are separated by only 0.5 – 1.0 nm of solvent,6

which contains cations such as the polycation of sper-
midine.  Another possibility is that the DNA may be
wound as on a spool of thread.7  The DNA chains have
an external diameter of ~ 2 nm with 0.6 nm additional
for a hydration layer.  In a phage head the adjacent
parallel chains are 2.6 – 2.7 nm apart.  Thus, the pack-
ing is very tight.  Even so, capsids tend to be only
about half filled with DNA.  An exception is provided
by the tobacco mosaic virus (Fig. 7-8) in which the
RNA genome is held precisely by protein subunits,
which dissociate to release the RNA during infection.3
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1530 Chapter 27.  Organization, Replication, Transposition, and Repair of DNA

Figure 27-1  Possible ways of packing DNA into the heads
of bacteriophage particles.  (A) Spiral-fold.  (B)  Concentric
shell model  From Black et al.4

2.  Bacterial Chromosomes and Plasmids

Most DNA in living organisms, whether bacteria
or eukaryotes, is underwound.  That is, the superhelix
density (Chapter 5) is about – 0.05 or one supercoil per
200 base pairs.  In eukaryotes this negative supercoil-
ing can be accounted for by the winding of DNA
around the histones within the nucleosomes (Figs.
5-21, 27-4).  The situation in bacteria is not as clear.
There are many bacterial DNA-binding proteins,8,9 but
one of them known as HU is particularly abundant.8–12

In E. coli it exists as mixed dimers and tetramers of 9.5
(α) and 9.2 (β) kDa subunits.  Each HU tetramer can
bind ~ 60 bp of DNA.  There are about 60,000 HU
monomers per cell, enough to coat ~ 20% of the ge-
nome.  Possible modes of interaction with DNA have
been proposed on the basis of the X-ray structure of
HU.8,13–14a  Binding to HU causes the DNA to be more
tightly wound, introducing additional negative super-
coils.  The resulting unreleased torsional stress may be
important in the functioning of the DNA.15–17a  Bind-
ing is strongest to four-way junctions,17a and to DNA
with nicks and gaps or to structures induced by
supercoiling.17b  Other basic histonelike proteins may
also bind to the DNA.  However, there are no struc-
tures that resemble eukaryotic nucleosomes.

If bacterial cells are lysed under certain conditions,
e.g., in 1 M NaCl or in the presence of a “physiologi-
cal” 5 mM spermidine, the entire bacterial chromo-
some can be isolated.10  The DNA in these isolated
chromosomes retains some torsional tension that,
however, can be relaxed by nicking with nucleases or
by γ-irradiation.  However, a single nick relaxes the
DNA very little.  The explanation appears to be that
the DNA is held by proteins of the nucleoid matrix in
a series of loops (Fig. 27-2).  A single nick relaxes just

one loop.  On this basis there are 43 ± 10 loops per
genome with ~ 100 kb of DNA per loop.18  A 136-
residue protein H-NS is involved in condensation of
bacterial DNA.18a  It may act as a scaffolding protein,
but it also functions in controlling transcription.18b

A

B

Figure 27-2  Electron micrograph of a bacterial nucleoid.
The DNA is usually contained within the ‘cage’, but has
been spread, using Kleinschmidt’s procedure, to yield a
surrounding skirt.  The cage contains a protein network
which includes elements of the cytoskeleton, enclosing the
residual nuclear substructures.  The denser fibrils radiating
from this cage disappear to nuclease digestion and are
probably aggregates of DNA fibers which merge with indi-
vidual DNA strands at the extremities of the skirt.  These
strands are highly supercoiled, indicative of intact DNA.
From Jackson and Patel, provided by Dr. S. J. McCready.19
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3.  Protamines, Histones, and Nucleosomes

Within bacterial cells the negatively charged phos-
phate groups of the DNA are neutralized to a large
extent by the positively charged polyamines,19a by
cations such as K+ and Mg2+, and by basic proteins
such as HU.  Within the mature heads of sperm cells
of fish, the tightly packaged DNA is neutralized by
the protamines, small ~ 5-kDa proteins rich in
arginine.4a,20–21a  Similar basic proteins are found in
mammalian sperm.22,23  However, within most eukary-
otic cells, the charges on DNA are balanced principally
by a group of basic proteins, first isolated and named
histone by Kossel in 1884.24

There are five classes of histones, which range in
molecular mass from ~ 11 to 21.5 kDa:25,26

All of the core histones share a conserved 65-residue
histone fold.27,28  The arginine-rich histones have a
strongly conserved amino acid sequence, histone H4
from pea seedlings differing from that of the bovine
thymus by only two amino acids.  On the other hand,
the lysine-rich H1 is almost species-specific in its
sequence.  Differentiated tissues contain at least seven
variant forms of histone H1 including proteins desig-
nated H10, H1t, and H5.29– 31

The N-terminal 25 – 40 amino acids of the core
histones are positively charged and highly con-
served.32  The 135-residue histone H3 of calf thymus
carries a net charge of +18 within the first 53 residues.
This is probably the portion that binds to DNA.  On
the other hand, the carboxyl terminal end is hydropho-
bic and only slightly basic.33  Histones undergo sub-
stantial amounts of micromodification including
phosphorylation, acetylation, and methylation.33a,b

Mono-, di-, and tri-methyllysine residues may be pres-
ent.33c,d  The core histones all undergo acetylation on
specific lysyl side chains.  Nuclear histone acetyltrans-
ferases34– 38b transfer acetyl groups from acetylCoA and
hydrolytic deacetylases may remove them.39– 40b  The
amount of acetylation varies during different stages of
the cell cycle, suggesting a regulatory role.41  Acetyla-
tion sites in H3 and H4 are highly conserved in all
eukaryotes.42

A small fraction of histone H2A undergoes phos-
phorylation and dephosphorylation continuously,43

but H1 and H3 are phosphorylated and dephosphor-
ylated at specific stages of the cell cycle.  Phosphoryl-
ation of H1 has been thought essential for “condens-
ation” of chromatin,44,45 the folding into the tightly
packed chromosome structures.  However, more re-
cent experiments point to the N terminus of histone
H2B as the required site of phosphorylation for chro-

H1 (including H10, H5; lysine-rich “linker” histone)
H2A, H2B (moderately lysine-rich)

“core” histones
H3, H4 (arginine-rich) }

mosome condensation.45a  In addition, histone H1 may
interact with membrane lipids.46  Histone H2A exhib-
its the greatest heterogeneity and appears to function
in regulation of transcription, of gene silencing, and of
repair of double-strand breaks in DNA.46a  Each of the
histones appears to be regulated separately.  In animal
chromatin ~ 10% of histone H2A and small fractions
of H2B and of tissue-specific histones are covalently
linked to ubiquitin (Box 10-C).  However, this monou-
biquitination may not be related to proteolytic degra-
dation.47  Archea contain histones that dimerize and
bind DNA to form nucleosomes.47a,b

Nucleosomes. An early idea of the function of
histones was that they serve as gene repressors.  To
some extent this view is still valid.  However, the large
quantity of histone and uniform distribution over the
DNA suggested some other role.  This was clarified
when electron micrographs showed that chromatin
fibers form nucleosomes,48– 50 regular repeating struc-
tures resembling beads on a string.  The same struc-
ture is seen in the “minichromosomes” formed from
virus SV40 (Fig. 27-3).51– 53  Two molecules each of
histones H2A, H2B, H3, and H4 form the core of the
nucleosome around which ~ 146 bp of dsDNA is coiled
into approximately two negative, left-handed toroidal
superhelical turns (Figs. 5-21, 27-4).

Digestion of chromatin by nucleases causes rapid
cleavage into ~ 200-bp fragments and slower cleavage
to 146 ± 20-bp fragments.  This suggested that ~ 200-bp
segments of DNA are folded around a histone octo-
mer, contracting the 68 nm extended length of relaxed
B-DNA into a 10-nm nucleosome.  A short linker re-
gion of variable length, up to 80 bp, lies between the
nucleosomes.54  The fifth histone, H1 (or H5 in some
species), may bind to this linker DNA.  A nucleosome
with bound H1 is sometimes called a chromato-
some.55

The superhelix density of ~ 0.05 observed for DNA
extracted from eukaryotic cells is just equal to one
negative superhelix turn per nucleosome.  For exam-
ple, the number of nucleosomes seen in the minichro-
mosome of Fig. 27-3 matches the numbers of super-
coils in the SV40 DNA (Fig. 5-20).  If there are two
negative supercoils per nucleosome, as shown in Fig.
27-4, the DNA in the nucleosome must be wound
more tightly than in relaxed DNA (10.0 bp per turn
instead of the 10.6 of relaxed DNA).56  NMR data
suggest that within the nucleosome the regular base
pairing in the DNA may be partially disrupted and
that some parts of the histone have a high degree of
mobility.57

Although nucleosomes are distributed rather
evenly along the DNA of a cell, there are some DNA
sequences that favor nucleosome formation.  The
resulting positioned nucleosomes are often found in
the vicinity of gene promoters, enhancers, and other

A.  The Topology and Environment of DNA
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1532 Chapter 27.  Organization, Replication, Transposition, and Repair of DNA

Figure 27-3  (A) Electron micrograph of “minichromosome” formed from virus SV40 growing in monkey cells in culture.51  In
this native form the nucleoprotein fiber is ~ 11 nm in diameter and ~ 210 nm in length.  (B) Beaded form of minichromosome
observed when the ionic strength was lowered.  The 20 beads have diameters of ~ 11 nm and are joined by bridges roughly 2
nm in diameter and 13 nm long.  Deproteinization and relaxation of the DNA revealed that the overall length of the DNA
present is seven times the length of the native minichromosome.  (C) Electron micrograph of chromatid of a blastoderm-stage
embryo of Drosophila melanogaster in the process of replication.  Nucleosomal particles are visible immediately adjacent to the
replication forks.  Courtesy of Steven L. McKnight and Oscar L. Miller, Jr.
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Figure 27-4  (A)  A nucleosome is formed when dsDNA, shown schematically as a tube, wraps roughly twice around a
histone octomer.  This complex, or nucleosomal core particle, includes at its center two copies of histone H3, two of histone
H4, and two H2A–H2B dimeric pairs, one of which is not visible.  Ends of each histone molecule are thought to protrude like
tails from the core, ready to interact with other molecules.  In many organisms, histone H1, portrayed at left in one possible
position, helps to anchor DNA to the core and promotes further compaction of the DNA into a 30-nanometer fiber.  See Grun-
stein.49  (B)  Nucleosome core particle: 73-bp half.  The view is down the superhelix axis with the pseudo dyad axis aligned
vertically.  The central base pair through which the dyad passes is above the superhelix axis location labeled 0.  Each addition-
al numerical label 1–7 represents one further DNA double helix turn.  The complete histone proteins (except for the tail re-
gions) that are primarily associated with the 73-bp superhelix half are shown.  The two copies of each histone pair are
distinguished as unprimed and primed, where the histone fold of the unprimed copy is primarily associated with the 73-bp
DNA half and the primed copy with the 72-bp half.  Four-helix bundles are labeled as H3', H3, and H2B, H4; histone-fold
extensions of H3 and H2B are labeled as αN’, αN, and αC, respectively; the interface between the H2A docking domain and
the H4 C terminus as β; and N- and C-terminal tail regions as N or C.  From Luger et al.50
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control sequences.58– 61a  It seems likely that position-
ing of nucleosomes is related to control of transcrip-
tion or of other activities.  The same basic structure for
chromatin has been found in animals, fungi, and green
plants.

The linker histones.  A nucleosome is pictured in
Fig. 27-4A as if held in a compact configuration by the
binding of histone H1 at a position that marks a pseu-
do twofold axis that lies in the plane of the nucleo-
some.  However, this is only one of several possible
locations for linker histones of the H1, H5 family.62– 67

The structure of the linker histones
is somewhat different from that of
core histones.  They have an 80-
residue globular domain with long
N-terminal and C-terminal chains,
both of which are rich in basic resi-
dues and evidently available for
binding to DNA.68  Perhaps they
bind both to the DNA entering the
nucleosome and to that leaving the
nucleosome, reducing electrostatic
repulsion of those two parts of the
DNA superhelix.69

Another possible location for
histone H1 or H5 is above the his-
tone surface as shown in Fig. 27-4
and inside the DNA loop.65  A third
suggested location for the globular
linker core is between the two turns
of the DNA strand.66  While one
function of the linker histones may
be to stabilize mononucleosomes,
they may also play a role in compac-
tion of the DNA into the 30-nm
fibers universally seen in nuclei of
cells.62,64–64b

Histone H1 can also be regarded
as a general repressor, holding
chromatin tightly folded and pre-
venting transcription.  The possible
roles of acetylation, phosphoryla-
tion, methylation, ubiquitination,
and other modifications of histones
in controlling transcription, replica-
tion, and DNA repair are receiving
increasing attention.70– 73 Active
chromatin, where transcription is
occurring, has an altered nucleo-
some structure and increased sus-
ceptibility to nuclease action.  It
appears to be less tightly packed
than inactive chromatin and to
contain regions called hypersensi-
tive sites that are accessible to
nucleases or chemical modification

reagents.74– 76  There seems to be a direct link between
increased acetylation of histones and enhanced initia-
tion of transcription by RNA polymerase II.35,38,77– 82

Conversely, deacetylation is associated with repression
of transcription.  Both histone acetylase and deacety-
lase activities have been found in transcriptional regu-
lators.80– 82

The observation that H1 becomes phosphorylated
during the initiation step of mitosis suggests another
control mechanism for its repressor functions.83  Sever-
al multiprotein complexes that “remodel” chromatin
have been identified.73,84  These complexes contain

A.  The Topology and Environment of DNA

Figure 27-5  (A, B)  Two possible models of the 30-nm chromatin fiber.55  (A)
Thoma et al.85 (B) Woodcock et al.64,87  The fully compacted structure is seen at
the top of each figure.  The bottom parts of the figures illustrate proposed
intermediate steps in the ionic strength-induced compaction.  (C)  Possible
organization of the DNA within a metaphase chromosome.  Six nucleosomes
form each turn of a solenoid in the 30-nm filament as in (A).  The 30-nm
filament forms ~ 30 kb-loop domains of DNA and some of these attach at the
base to the nuclear matrix that contains topoisomerase II.  About ten of the
loops form a helical radial array of 250-nm diameter around the core of the
chromosome.  Further winding of this helix into a tight coil ~ 700 nm in diame-
ter, as at the top in (C), forms a metaphase chromatid.  From Manuelidis91.
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ATP-dependent helicase activities that open up DNA
for transcription (see Chapter 28, Section B).

Folding of nucleosome chains; chromosomes.
Electron microscopy shows that chromatin is packed
into the nucleus largely as fibers of ~ 30- to 36-nm
diameter.55,84a  Thoma et al.85 proposed that the fibers
could be formed by winding the string of nucleosomes
into a simple one-start helix with six nucleosomes per
turn and a pitch of ~ 11 nm (Fig. 27-5A).  The H1 mole-
cules would be close together in the center. An alterna-
tive model, one of several suggested,55,86 is shown in
Fig. 27-5B.  Its zigzag pattern of adjacent nucleosomes
would generate a two-start helix.64,87,88  Another alter-
native model envisions larger solenoids with interdigi-
tated nucleosomes.89

A somewhat similar structure appears to be
present in the specialized eukaryotic lampbrush
chromosomes (Fig. 27-6), which are observed during
the meiotic prophase of oocytes.  They have been
studied intensively in amphibians such as Xenopus.  A
lampbrush chromosome is actually a homologous pair
of chromosomes, each one in turn consisting of two
closely associated chromatids.  The chromosomes are
highly expanded, and about 5% of the DNA is extend-
ed in the form of ~ 4000 perfectly paired loops visible
with an electron microscope.  Each loop consists of
~ 50 µm or ~ 150 kb of extended DNA.  No evidence of
any breaks in the DNA is seen, a fact that supports the

belief that a single DNA molecule extends from one
end of the chromosome to the other through all of
the loops.

Like the puffs of polytene chromosomes (Chapter
28), which may have a similar structure, lampbrush
chromosomes appear to be actively engaged in tran-
scription.  Approximately 3% of the DNA may be
functional in producing mRNA that is accumulated
within the oocyte and is used as a template for protein
synthesis during early embryonic development.90

A different arrangement is present in metaphase
chromosomes, which appear as two dense parallel
sister chromatids of ~ 700-nm diameter.91  The DNA
must be highly folded.  In the model shown in Fig.
27-5C the 30-nm fiber is folded into ~ 30-kb loops, each
one formed from ~ 25 turns of the 30-nm helix.  The
loops then form a helical array 250 nm in diameter
with ~ ten loops (300 kb) per turn.  This helix is further
wound into a tight helix of ~ 700-nm diameter.  A
single turn of this helix may contain as much as 9 Mb
of DNA.91  About four hundred coils (an average of 18
coils per human haploid chromosome) could accom-
modate the entire genome.  A group of five proteins,
some of which are designated SMC (structural main-
tenance of chromosomes) proteins, form a complex
called cohesin. SMC proteins, large multidomain
proteins found in all eukaryotes, are also present in
bacteria.91a,b

Interphase chromatin must be much less tightly

Figure 27-6  (A) Photomicro-
graph of a lampbrush chromo-
some from the nucleus of an
oocyte of the newt Triturus.  From
L. M. Mays, Genetics, A Molecular
Approach, Macmillan, New York,
1981, p. 227.  (B–D) Diagrammatic
views of lampbrush chromo-
somes.  (B) The two homologous
chromosomes (left) are held
together by two chiasmata.  A
portion of the central chromosome
axis (right) shows that two loops
with identical morphology emerge
at a given point, evidence that
each chromosome has already
split into two chromatids.  (C)
Accidental stretching of a chromo-
some reveals the continuity of the
loop axis with the central axis.  (D)
A single loop pair, showing the
single DNA molecules on which
RNA chains (indicated by fuzzy
shading) are being transcribed.
From J. Gall, Brookhaven Symp.
Biol. 8, 17 (1955).
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packed and contains regions in which large loops, e.g.,
of 20–120-kb size, are uncoiled enough to allow tran-
scription factors and other proteins to locate their
target sequences.91c  Many models of interphase chro-
matin have been proposed.92,93

4.  The Cell Nucleus

It has been clear for many years that the nucleus
has a well-organized structure.  However, techniques
such as fluorescent labeling have only recently been
used to provide important details.  These studies show
that individual interphase chromosomes occupy dis-
crete territories within the nucleus.94– 96  Parts of the
chromosomes may be unfolded and active in tran-
scription, while others are more tightly coiled.  Some
parts, known as heterochromatin,97–98a are very
tightly coiled and metabolically almost inert.  These
regions include the highly repetitive DNA of telomeres
and centromeres as well as other regions and complete
inactivated female X chromosomes.  Replication,
transcription, and RNA splicing complexes are found
at distinct locations within cells.99– 102a  They are
apparently fixed, perhaps attached to the inner nu-
clear membrane, while the DNA passes through the
complexes.

The nuclear matrix. The lipid bilayers, the
histones and other soluble proteins, and the DNA can
all be removed from nuclei by extraction and enzymat-
ic digestion.  An insoluble residue, the nuclear ma-
trix, is left.103– 107  Largely protein in nature, this matrix
is spread throughout the nucleus.  Remnants of the
membranes remain in the form of proteins that were in
or along the bilayer.  The nucleolus is clearly defined.
The DNA appears to be bound to the nuclear matrix
proteins.  A specific 320-kb piece of a Drosophila chro-
mosome has been mapped and used to locate nontran-
scribed scaffold (or matrix) attachment regions of
DNA bound to matrix proteins.  These were found at
intervals of 26 – 112 kb, the intervening loops contain-
ing up to five or more genes.105,106,108,109  A 120-kDa
protein together with topoisomerase II (Section
C,2)102,104 may be components of a nuclear scaffold
that constrains the loops of DNA.  The scaffold may
also provide locations for the complexes of proteins
involved in replication and other processes.103  The
matrix attachment regions (MARs) may also act as
insulators that shield promoters for transcription
within certain loops from control elements such as
enhancers that may be present in adjacent loops.91b,110

At least one nuclear matrix component becomes
phosphorylated and moves to the nuclear poles dur-
ing mitosis.111

Other nonhistone nuclear proteins. Poly-
acrylamide gel electrophoresis revealed more than
450 components in HeLa cell nuclei.  Most are pres-
ent in small amounts of <10,000 molecules per cell
and   are not detectable in cytoplasm.112  Among the
more acidic proteins are many enzymes including
RNA polymerases.  There are also gene repressors,
hormone-binding proteins, protein kinases, and topoi-
somerases.113  Among the six most abundant nonhis-
tone nuclear proteins in the rat are the cytoskeletal
proteins myosin, actin, tubulin, and tropomyosin.114

A group of small (<30 kDa) proteins, the high
mobility group (HMG) proteins,112,115 can be ex-
tracted from chromatin with 0.35 M NaCl.  Two pairs,
HMG-1 + HMG-2 R (renamed HMGB)115a,b and
HMG-14 + HMG-17 (renamed HMGN),115b,c are
present in nuclei of all mammals and birds.  HMG-14

A.  The Topology and Environment of DNA

Figure 27-7  Native nuclear lamina of Xenopus oocytes.
Freeze-dried metal-shadowed nuclear envelope extracted
with Triton X-100, revealing the nuclear lamina meshwork
partially covered with arrays of nuclear pore complexes.
Inset, relatively well-preserved area of the meshwork of
nearly orthogonal filaments from which pore complexes
have been mechanically removed.  Bar, 1 µm.  From Aebi
et al.121
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and HMG-17 appear to be concentrated where active
transcription is occurring.  HMG-17 undergoes a
variety of modifications including acetylation, methyl-
ation, phosphorylation, ubiquitination, glycosylation,
and ADP-ribosylation, suggesting that it may assist in
regulation of transcription.  Other members of the
HMG family bind more specifically to certain DNA
sequences or structures.115d,e

Nuclear membrane, pores, and lamina.  The
nuclear membrane consists of two bilayer membranes
separated by a 40- to 60-nm perinuclear space.116,117

Both of the membranes and the intervening space
are penetrated by large proteinaceous nuclear
pores.118 – 120b  The two membranes are fused together
around the pores.  On the inside of the innermost
nuclear membrane is a relatively insoluble meshwork
of intermediate filaments, the nuclear lamina (Fig.
27-7).  It acts as a scaffold for the pores and may also
interact with chromatin.113,121 – 123a  Three proteins, the
lamins A, B, and C, are the major components of the
nuclear lamina.  The A and C lamins, which differ only
at their C termini, are homologous to cytoplasmic

intermediate filament proteins and may exist as a
network of coiled-coil polymers.124  Lamins are phos-
phorylated, and the lamina is disassembled during the
prophase of mitosis, apparently under the influence of
the cdc2–cyclin B complex (Eq. 26-3),125 and reappears
in telophase at the end of mitosis.

Nuclear pores consist of octameric rings of pro-
tein subunits with a complex structure and an outside
diameter of 120 nm and an inside diameter of ~ 80 nm
(Fig. 27-8).  A pore may consist of as many as 80 to
100 different proteins and have a mass of ~ 125
MDa.119,126,126a,b  The pores are sometimes seen to be
blocked by ~ 35 nm granules, perhaps pre-ribosomes.
Transport through nuclear pores occurs in both direc-
tions.  Numerous proteins enter the nucleus where
many bind to RNA and are then exported as riboso-
mal subunits.  Transfer RNAs and messenger RNAs
must also be exported.  A family of nuclear transport-
ers known as importins and exportins mediate
the movement of protein and RNA through the
pores.119,126b,127– 130  They depend upon the G protein
Ran, which also functions in spindle formation
(p. 1503), and the hydrolysis of GTP.131–132b  Large

Figure 27-8  Electron micrographs of
nuclear pores from a Xenopus oocyte.
(A)  Cytoplasmic face of a detergent-
extracted membrane.  Stereo view
showing structure of a single pore.
Lamin fibers are seen in the back-
ground.  (B)  Nucleoplasmic face of a
trypsin-treated sample.  The trypsin-
resistant basket is clearly visible.
Arrows point to the triangular pieces
of the nucleoplasmic ring.  (C)  Dia-
gram illustrating various structural
features of the pores and the way in
which they may fit together.  From
Goldberg and Allen.120  Courtesy of
Martin W. Goldberg.
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conformational changes may be linked to the transport
cycle133,134 and also have been observed in response to
changes in the Ca2+ level.135,136

The nucleolus.  This organelle is a dynamic struc-
ture, which breaks down and reforms in each mitotic
cycle.  It is organized around clusters of genes for the
28S, 18S, and 5.8S ribosomal RNA subunits.  Both
chromatin and ribonucleoproteins that transport the
rRNA out to the cytoplasm are present.95,137  The major
nucleolar protein nucleolin is characterized by its
glycine-rich C terminus, which contains seven repeats
of GGRGG and also contains Nγ,Nγ-dimethylargin-
ine.138,139  Nucleolin may control transcription of the
DNA that carries the rRNA genes.  It appears to be
required for ribosome synthesis (Chapter 29) and for
attachment to the nuclear matrix.  A variety of other
proteins in smaller amounts are also needed in nucleo-
li.  In addition to the true nucleoli other regions de-
scribed as speckles and coiled bodies may develop
around RNA splicing centers.95,139a

B.  Organization of DNA

A vast amount of new information on DNA se-
quences and structures is available for yeast, Arabi-
dopsis,140 Drosophila, the nematode Caenorhabditis
elegans,141 human beings, and other species (see Chap-
ter 26).  Nevertheless, it may be worthwhile to consid-
er older discoveries, some dating back 20 years or
more.

When DNA is cut into ~ 10-kb fragments by shear-
ing and the fragments are denatured by heat, the
renaturation of the resulting single-stranded frag-
ments upon cooling takes place in two or more steps.
Some material reforms double helices rapidly, whereas
other material is slow to renature (Fig. 5-46).  At least
four kinetically distinct fractions have been recog-
nized:  (1) About 70% of mammalian DNA appears to
exist largely as single copies, i.e., with unique sequenc-
es.  (2) About 20% of the total DNA is moderately
repetitious, containing sequences that may be present
103–105 times.  (3) About 5% reassociates very rapidly
and is identified as highly repetitive satellite DNA of
which there may be ~ 106 copies.  (4) A smaller fraction
contains long palindromic sequences. As a conse-
quence, the single-stranded pieces can fold back al-
most instantaneously to form hairpin structures.142,143

These differences also show up in density gradient
centrifugation in CsCl, whether on large pieces of
DNA144 in the presence of ligands such as Ag+ or on
smaller restriction fragments which have often been
studied by polyacrylamide gel electrophoresis.

If there are ~35,000 human genes, protein or RNA
coding sequences must occupy only 2–3 % of the ge-
nome.145  The pufferfish Fuga rubripes probably has

almost as many genes as we but only ~ 13 % as much
DNA.  In further contrast the newt Triturus cristatus
has six times as much DNA as a human.146  The com-
pact genome of the green plant Arabidopsis thaliana
occupies only 120 Mb.  In contrast are the 415-, 2500-,
and 5300-Mb genomes of rice, maize, and barley,
respectively.147  What is the function of all of the ap-
parently noncoding DNA present in some organisms?
It is often viewed as “junk,” whose only function may
be to facilitate evolutionary changes in the genome.
However, there is doubtless important undiscovered
information in these regions.145  It has been very hard
to determine sequences, in part because of the large
amount of highly repetitive DNA.  Some regions have
been “unclonable” in prokaryotic systems because of
the presence of transposon-like sequences or “kink-
able” elements (TG·CA steps), palindromes, etc.145a,b

1.  Repetitive DNA

Rapidly renaturing DNA fragments often have a
different base composition than the bulk of the DNA
and, consequently, often separate as small satellite
bands upon centrifugation in a CsCl gradient.  Satellite
DNA is usually associated with regions of the chromo-
some that do not unravel in telophase as does the bulk
of the DNA.  Satellite DNA usually consists of short
highly repetitive sequences,148 which occur in large
clusters of up to 100 Mb of DNA, often near cen-
tromeres or telomeres or on a Y chromosome.146  The
DNA of a satellite band from the kangaroo rat contains
the sequence 5'-GGACACAGCG-3' repeated so often
that it accounts for 11% of the entire DNA of the cell.
Longer repeating sequences ~ 170 bp are also often
present as are microsatellites of 2- to 5-base-pair
repeats.  At least 30,000 microsatellite loci are present
in the human genome.149

Centromeres.  The attachment of spindle fibers
to chromosomes depends upon the segments of DNA
known as centromeres to organize the attached kineto-
chores.  In the yeast Saccharomyces cerevisiae a 120-bp
region containing three short conserved sequences
is present in the centrosomes of all ten chromo-
somes.150,151  This may fold into a distinctive looped
structure.152  Human centrosomes are large and com-
plex,153 but the DNA is highly repetitive, giving rise
to �-satellite DNA.154– 157b  Sequences such as
(TGGAA)n are repeated many times.  Such sequences
can form self-complementary looped structures con-
taining some unpaired guanines that intercalate and
stack between sheared G·A pairs.158,158a  Complex re-
gional centromeres involving kilobases or megabases
of DNA have also been identified in fission yeasts,
Drosophila, and green plants.156,157  The great variabili-
ty indicates that centromeric sequences undergo rapid

B.  Organization of DNA

Chapter 27 IND page pa-E 2/14/03, 2:10 PM1537



1538 Chapter 27.  Organization, Replication, Transposition, and Repair of DNA

evolution.  This may be related to the fact that of the
four cells formed by female meiosis only one becomes
an egg.158b  A series of unique centromeric proteins
(CENP-A to CENP-G) bind to the DNA sequences of
centromeres159– 162a and direct the formation of the
kinetochores.  Even for the simpler centromere of
budding yeasts, kinetochores have a complex struc-
ture.150  The CENP proteins were first identified as
autoantigens in sera of patients with the autoimmune
disorder scleroderma (Chapter 31).160,162

Telomeres. The DNA sequences at the chro-
mosome ends have a TG-rich strand, such as the
(TTGGGG)50–70 (Tetrahymena)163 and the (TTAGGG)n
of both human and trypanosome chromosomes.164– 166

The complementary DNA strand is CA-rich.  The
S. cerevisiae telomers have ~ 350 base pairs containing
the sequences (TG1–3/ C1–3A) as well as one or more
copies of a 6.7-kb nonrepetitive sequence and other
elements.166,167  In many species the repetitive telo-
meric sequences have 3' poly(G) tails at the ends of
the DNA molecules.  These tails are able to form G
quartet structures (Fig. 5-26 and Chapter 5, Section
C,4).  A variety of telomere-binding proteins have been
isolated.167a–d  Some of these bind to G quartet struc-
tures168–169a and some, such as RAP1 of yeast,170– 171a

to double-stranded telomere repeat regions.  Special
problems associated with replication of telomeres are
discussed in Section C,8.

Short interspersed sequences (SINES). Much
of the reiterated DNA is present in repeated segments
100– 500 bp in length that lie between 1- to 2-kb seg-
ments of unique DNA.172– 174  The best known example
is the human Alu family,175– 177b so-called because it
contains a site for cleavage by restriction enzyme AluI.
Sequences of the Alu family also exists in other pri-
mates and in rodents.  The ~ 300-bp Alu sequence
is reiterated over 500,000 times in the human
genome with various sequence alterations, but
an 80 – 90% homology.  This sequence (Fig. 27-9)
consists of two similar ~ 130-bp segments called
the “left monomer” and “right monomer.”  The
right monomer contains a 31-bp insertion and
the left end carries a poly(dA) sequence.  In
addition there is a short 7- to 20-bp sequence,
which is variable between different Alu se-
quences but is directly repeated at each end of a
given Alu sequence.

The Alu sequence has strong homology
with the 7S RNA (Table 5-4) that is part of the
signal recognition particle involved in transport
of newly synthesized peptide chains across the
membranes of the ER (Chapter 10). Alu se-
quences are transcribed into hnRNA, the pre-
cursors to mRNA.  Some Alu sequences are
present in intervening sequences (introns)

within genes and others are in noncoding sequences
between genes.  Sharp176 suggested that specific pro-
teins in the nucleus may bind to the Alu sequences,
preventing hnRNA from leaving the nucleus before it
has been processed to remove introns and other se-
quences absent in mRNA.  However, the presence of
the poly(dA) regions and the direct terminal repeats
suggests that the whole Alu sequence is pseudogene
derived from a retroposon, a type of transposon that
originated from an RNA molecule.  Alu and other
SINES contain an RNA polymerase III promoter and
are transcribed.  Active retroposons form reverse
transcripts (cDNAs) that can be integrated at various
points in the genome (see Section D,4 and Chapter 28).
One theory is that retroposons have no biological
function but have invaded the genome at random
locations.

Many SINES and other families of repetitive se-
quences have been characterized by the presence of
a restriction enzyme cleavage site in each copy of
the sequence. EcoRI cuts the previously mentioned
α-satellite DNA.177  A 319-bp reiterated sequence in
the human genome surrounds a Hinf site,178 and
Sau3A cleaves a 849-bp sequence with ~ 1000 copies
per haploid genome.179  In the hermit crab 30% of the
genome consists of repeated sequences, one 156-bp
unit occuring ~ 7 million times.  Many identical 14-bp
GC-rich inverted repeats are present.180 Neurospora
and yeast both contain many copies of the GC-rich
palindromic sequence 5'-CCCTGCAGTACTGCAGGG-
3', which contains the two underlined PstI sites.181

Some repetitive sequences such as the CAT family and
the homeodomain sequence (Chapter 28, Section
C,6) are found in the control regions preceding the 5'
ends of groups of genes that are regulated coordinate-
ly.182  Some repetitive sequences seem to be unstable
in the genome and may be excised and lost or may
increase in number during aging.183  Repeated DNA
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Figure 27-9  Structure of human and rodent Alu sequences in
DNA.  From Ullu.175
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sequences have apparently originated not only with 7S
RNA but also from mRNA or tRNA molecules.172  A
characteristic SINE in rodent DNA is known as the ID
(identifier) sequence because it was once thought to be
a marker for genes transcribed in neural tissues.  Rat
DNA contains ~ 130,000 copies of the ID sequence.172a

Other clustered repeats are frequently found be-
tween genes that are present in large numbers.  These
include the genes for ribosomal RNA, tRNA, small
nuclear RNAs, and histones.  Triplet repeats are con-
sidered in Chapter 26, Section G,3.

Long interspersed repeat sequences (LINES).
These moderately repetitive sequences may be several
kb in length.  Just one type seems to be abundant in
each mammalian species.122  The human L1 sequence
is over 6 kb in length.  Like the Alu sequence it has a
poly(dA) sequence at the 3'-end, but it does not con-
tain short terminal direct repeats.  These interspersed
repeat sequences usually contain genes which may be
functional, but many of the copies contain pseudo-
genes or genes that are randomly truncated, having
lost a segment from the 5' end.  These sequences, too,
seem to have been dispersed throughout the genome
by retroposons.122,184,185  Human chromosome 22,
sequenced in 1999, contains within its 33.4 Mb of
euchromatin at least 545 genes, 134 pseudogenes, and
8043 L1 sequences (9.7% of the DNA), as well as 20,188
Alu sequences (16.8% of the DNA) and many other
interspersed repeats.186  Repetitive DNA sequences are
less common in prokaryotes, but they do exist.  For
example, many dispersed and clustered repeating
units are present in Halobacterium DNA.187

2. Genes for Ribosomal RNA and Small RNA
Molecules

Most genes are present as one copy each per hap-
loid genome.  However, there are many copies of the
genes for ribosomal RNA and tRNA.  In Xenopus DNA
there are ~ 450 repeats of the 28 S and 18 S rRNA genes
on one chromosome and ~ 24,000 copies of the 5 S
RNA genes at the ends of the long arms of most of the
chromosomes.188  Nontranscribed spacer regions lie
between the repeats of the 28S and 18S gene pairs, as
can be seen with the electron microscope in Fig. 28-17.
The gene for 5 S RNA has a high GC content.  A dena-
turation map of the DNA shows easily melted regions
separated by shorter 120-bp sequences, apparently of
high GC content and presumably coding of the 5 S
RNA.  The easily denatured AT-rich spacers are ~ 630
bases long.  Using restriction enzymes much of this
DNA can be cut into segments that contain repeats
within repeats.  One 15-unit polynucleotide contains
the sequence A4CUCA3CU3G repeated about 30
times.189

About 200 copies of rRNA genes per haploid
genome are located at the constrictions in the short
arms of human chromosomes 13, 14, 15, 21, and 22
(Chapter 26, banner).  As in Xenopus, clusters of tan-
demly repeated 5S RNA genes are found at the ends of
the long arms of most chromosomes.  A similar organi-
zation of rRNA genes is found in the rat.190 The ten
different chromosome ends carrying rRNA genes in
the human diploid nucleus come together to form
the nucleolus, the site of synthesis of ribosomal sub-
units.191  At first there are ten small nucleoli, but these
fuse to form the single highly structured but mem-
braneless nucleolus.  The rRNA genes of the macronu-
cleus of Tetrahymena have been “amplified” and are
found on linear 21-kb palindromic molecules, about
104 copies being present per cell.  Initiation of tran-
scription begins near the center and proceeds outward
in both directions.192  These short chromosomes con-
tain typical telomeric ends.

Genes for the tRNAs are spread throughout the
genome of bacteria, mitochondria (Fig. 18-3), chloro-
plasts,193 and eukaryotic nuclei.  They sometimes
occur in clusters but more often are far apart.  In
Drosophila there are probably at least 600 tRNA genes,
many occurring in pairs of opposite polarity, i.e., as
inverted repeat sequences.  The genes for small nucle-
ar RNAs U1– U6 (Chapter 28) are organized in a vari-
ety of ways.  The ~ 100 human U1 genes occur on a
single chromosome, perhaps organized in a tandem
array and interspersed with as many as 10,000 defec-
tive pseudogenes.194

3.  Other Gene Clusters and Pseudogenes

Closely related structural genes often occur in
clusters.195  Among these are clusters of immuno-
globulin genes (Fig. 31-17) and clustered genes for
the α and β globins (Fig. 27-10), which encode the
protein sequences for the hemoglobins.  The human
α globin gene cluster occupies about 30 kb on chromo-
some 16 and the β globin genes 60 kb on chromosome
11.196–197d  The α1 and α2 genes (Fig. 27-10) encode
identical peptides, while the related ζ gene encodes
the corresponding subunit of embryonic hemoglobin.
The β cluster includes, in addition to the adult gene,
a pair of fetal globin genes (γG and γA ) differing by
only one amino acid (Gly vs Ala) at position 136, the
embryonic ε chain, and the minor adult δ chain.

Besides the functional genes the globin cluster
contains pseudogenes, which are given the prefix ψ
in Fig. 27-10.  These are nonfunctional genes, which
appear to encode peptides homologous to the known
globins.  However, they contain mutations that pre-
vent expression.  For example, deletion of a single
nucleotide near the beginning of the pseudogene will
scramble the genetic message by changing the reading

B.  Organization of DNA
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frame.  Globin pseudogene ζψ has a nonsense muta-
tion at codon 6, ψα1 contains a whole set of mutations
that prevent transcription and translation, while ψα2
is mutated almost to the point of being unrecognizable
as a globin relative.198

Do pseudogenes have a physiological function?
The presence of pseudogenes in close proximity to
functional genes suggests that there may be an as yet
unrecognized controlling function.198  On the other
hand, they may be relics of evolution.  If a gene family
arises by duplication and mutation of duplicated
copies, we may expect to find gene copies that have
not been selected as useful but are still present in the
genome.

There are regions of the genome that seem to
be largely single copy DNA with few reiterated se-
quences or gene clusters.144  While some gene families
exist as clusters others are dispersed throughout the
genome.

4.  Introns, Exons, and Overlapping Genes

A major difference between prokaryotes and
eukaryotes is the presence of intervening sequences
(introns) between the coding sequences (exons) in
eukaryotes.  Introns are especially numerous in higher
organisms.  For example, the gene for the myosin
heavy chain present in rat embryonic skeletal mus-
cle199 encodes a 1939-residue peptide but occupies
a length of 22 kb of DNA.  The gene is split into 41
exons, whose transcribed RNA must be cut and
spliced at 40 places to form the mRNA.  By compari-

son the corresponding gene from the nematode Cae-
norhabdatis elegans is far less fragmented.  It is not clear
why some genes have so many introns and others so
few.  The very compact chromosomes of viruses and
most bacteria do not contain introns.  However, they
are sometimes present in mitochondrial and chloro-
plast genes.

A surprise, which was first recognized in viral
RNA and DNA, is that genes sometimes overlap.  For
example, two proteins, one long and one shorter, are
synthesized starting at the same point in the RNA
genome of phage Qβ.200  In the DNA of phage φX174
the third nucleotide of the stop signals for some genes
are also the first nucleotides for the start signal for
translation of the next gene.  Pairs of genes have been
found in which one of the genes of the pair is found
completely inside the other gene but is translated in a
different reading frame.

A four-base overlap between dihydrofolate reduc-
tase and thymidylate synthase has been found201 in
the DNA of phage T4.  A transposable DNA insertion
sequence (see Section D,5) in E. coli encodes two genes,
one of which is contained within the other and which
is transcribed from the opposite strand of DNA.202

The double-stranded RNA of a reovirus produces two
peptides from the same sequence using two different
AUG initiation codons in different reading frames.203

Overlapping obviously limits severely the muta-
tional alterations that are allowable.  Perhaps it is for
this reason that eukaryotic genes seem to be dispersed
in widely separated locations and overlap is rare.
However, the human type IV collagen genes for the α1
and α2 chains are encoded on opposite strands with
their 5' flanking regions overlapping.204  Some introns
contain genes.205,206  Chlorarachniophyte algae contain
a multimembraned chloroplast thought to be a vesti-
gial remnant of an endosymbiont.  Its 380-kb genome
consists of three short chromosomes that encode over-
lapping genes and contain the shortest introns (18 – 20
base pairs) known.207

5.  DNA of Organelles

Mitochondrial DNA (mtDNA), discussed in Chap-
ter 18, varies in size from < 6 kb to 367 kb.208  The small
circular mtDNA of animals is extremely efficiently
packed with genes for tRNAs, rRNA, and a small
number of protein subunits (Fig. 18-3).  However, the
78-kb yeast mtDNA contains many long AT-rich spac-
ers as well as long introns, some of which contain
genes for splicing enzymes.  Otherwise, it is similar to
animal mitochondrial DNA.  Mitochondrial genomes
of higher plants are much larger; that of maize is a
570-kb circle, which contains both direct and inverted
repeat sequences.  Recombination between these
sequences is apparently the origin of smaller incom-

Figure 27-10  Organization of the globin genes on human
chromosomes 11 and 16.  The composition of the various
embryonic, fetal, and adult hemoglobins is also indicated.
Closed boxes indicate active genes and open boxes pseudo-
genes.  The triangles (   ) indicate Alu repetitive sequences
and their orientation.  The shaded boxes indicate Kpn repeat
sequences and the half-arrows their respective orientation.
The Kpn sequence between the ε and γG genes in fact con-
sists of two tandemly linked Kpn repeats.  From Karlsson
and Nienhuis196 and Proudfoot.197
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plete circular genomes that are also present.  Plant
mtDNA appears to contain the genes present in animal
mitochondria plus additional genes.  For example,
one encodes a 5S RNA.  The most unusual mtDNA
is found in hemoflagellates such as Trypanosoma and
Leishmania.  The single large mitochondrion or kineto-
plast located near the base of the flagellum contains
a network of catenated circular DNA molecules (Fig.
5-16).209,210  The genetic makeup is similar to that of
other mtDNA, but the rRNA genes are unusually
short.  Chloroplast DNA, which varies in size from 120
to 160 kb, is discussed in Chapter 23.

6.  Methylation of DNA

As mentioned in Chapter 5, a significant fraction
of the pyrimidine and purine bases in DNA is methyl-
ated.  One function of such methylation in bacteria,
discussed in Chapter 26, is to protect against the action
of restriction endonucleases.211  For example, the gene
for the well-known EcoRI endonuclease is carried in
E. coli cells by an R factor.  This plasmid also carries
(just 29 base pairs away) the gene for a 326-residue
N6-adenine methylase.212– 213a  This enzyme uses
S-adenosylmethionine (AdoMet) to methylate the two
adenines (marked by asterisks) in the six-base-pair
recognition sequence 5'-G A A* T T C / 3'-C T T A* AG
converting them to N6-methyladenines (m6A).  Other
DNA methyltransferases place methyl groups on N-4
of cytosine or on C-5 of cytosine.214– 215a  The latter
utilizes a mechanism illustrated in Eq. 12-4.216,217  Such
enzymes are components of both type II and type I
restriction–methylation systems.218  However, most of
the m6A in the E. coli chromosome arises from action
of a different methylase, one that recognizes the palin-
dromic sequence 5'-GATC and methylates adenines
in both chains.219  This DNA adenine methylase, a
product of the dam gene, plays an important role in
mismatch repair, transposition, regulation of transcrip-
tion, and initiation of DNA replication.220  The same
methylase regulates at least 20 genes induced during
infection by Salmonella typhimurium.  Some of these
genes are essential to virulence.221  A similar methyl-
transferase appears to control differentiation of the
stalked Caulobacteria cells.220

CG doublets. The only modified base commonly
found in eukaryotes is 5-methylcytosine,222,223 which
upon deamination becomes thymine (Eq. 27-1).  Most
methylation occurs when C is followed by G.  Usually
60– 90% of all 5'-CG sequences (CpG sequences) in
eukaryotic DNA are methylated.  However, the frac-
tion of methylated cytosine varies from almost zero
for Drosophilia, Caenorhabditis, and Saccharomyces to as
much as 30% in higher plants.224

When CG pairs are methylated on both cytosines,

an interesting result arises upon replication of the
DNA.  The methyl groups don’t prevent replication,
but only one of the DNA strands in each daughter
duplex is methylated (Eq. 27-2).  However, additional
methylation of DNA occurs within three hours of
DNA replication by a maintenance methyltrans-
ferase that recognizes methylated CpG sequences in
the old DNA strand and methylates the cytosine in the
3’-GpC of the newly synthesized strand.220,225,226

Mammalian cells contain at least three different DNA
(cytosine-5) methyltransferases.227– 229b  Enzymatic
demethylation, which converts m5C residues back
to cytosine, may also occur.230– 233  It has been difficult
to demonstrate233a but enzymatic demethylation of
5-methylcytosine has been reported.233b,c  The ob-
served loss of methylation during embryonic devel-
opment (Chapter 32) may be a result of loss of the
maintenance methylase.  Most CpG doublets are
found in large “islands” of several hundred bases to
about 2 kb in length, which are unusually rich in G +
C.234,235  These islands lie near the 5' ends of ~ 60% of
all human genes236 and near origins of replication.237

They are also found in regions of the DNA that are
compacted into heterochromatin.  The genes in meth-
ylated regions tend to be “silent,” i.e., they are not
actively transcribed.236  Demethylation may permit
transcription.

The degree of methylation of the CG doublets is
variable both in position within a chromosome and
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with stage of development.  Cytosine methylation is
essential to embryonic development,238 and mice
lacking the maintenance DNA methytransferase are
developmentally retarded and die at mid-gestation.239

Not all CG sequences are methylated and various
patterns of DNA methylation are generated at differ-
ent stages of development by rounds of methylation
and by the action of demethylases.232  The mainte-
nance methylase (Eq. 27-2) ensures that a stable meth-
ylation pattern persists until altered by new rounds of
methylase or demethylase action.  A parallel is found
in the prokaryotic Caulobacter in which three chromo-
somal sites are fully methylated in swarmer cells,
become hemimethylated in stalked cells, and are fully
methylated again just prior to cell division.220  See
Fig. 32-1.

DNA methylation affects transcription, either
directly by preventing the binding of transcription
factors or indirectly via a series of binding proteins
specific for methylated CG doublets.  In early stages
of embryonic development there is very little methyla-
tion, but some genes are quickly silenced as methyla-
tion takes place.  Heterochromatic regions including
inactivated X chromosomes are heavily methylated.
However, additional alteration in chromatin is re-
quired for complete silencing of genes.236,240  Recent
studies indicate that an abundant mammalian protein
binds to the methylated DNA along with a histone
deacetylase.239,241– 244  The latter acts on acetylated
histones to free lysine side chains, which may interact
in an inhibitory manner with the DNA.

In female mammalian cells most of the genes
on one of the two X-chromosomes are completely
inactivated.  DNA methylation plays a major role in
this process.244,245  A perfect correlation has been ob-
served between 5'-methylation of cytosines in CpG
islands and inactivation of X-chromosome genes.246

Methylation may also play a role in recombination and
repair.247  Methylation of DNA decreases with increas-
ing age.248  It increases as a result of oncogenic trans-
formation of cells.249  Some other modifications of
DNA largely limited to bacteriophages are discussed
on p. 234.247,250

Imprinting.  With the exception of X-linked genes
each person has two copies of each gene, one of mater-
nal and one of paternal origin.  Both copies of most
of these genes are expressed.  However, a few of the
genes receive from one parent or the other an imprint,
a mark that distinguishes the parental origin.251– 253

Such imprints are maintained in cells through embry-
onic development but are erased in embryonic gonads
to allow for a new imprint in the germ cells.  Imprint-
ing depends upon DNA methylation, and all imprint-
ed genes show the presence of differentially methyl-
ated regions.253 See also Chapter 32, Section A,1.

C.  Replication

Following the discovery of the double helix and
the enthusiasm that it engendered many people
thought that the synthesis of DNA was simple.  The
nucleotide precursors would align themselves along
separated DNA template strands and perhaps sponta-
neously snap onto the growing chains.  In fact, replica-
tion is a complex process that requires the cooperative
action of many different gene products and perhaps an
association with membrane sites.  The matter is made
more complex by the fact that some of the enzymes
involved in replication are also required in the pro-
cesses of genetic recombination, in repair of damaged
DNA molecules, and in defensive systems of cells.

1.  Early Studies

That the DNA content doubles prior to cell divi-
sion was established by microspectrophotometry.  It
was clear that both daughter cells must receive one or
more identical molecules of DNA.  However, it was
not known whether the original double-stranded DNA
molecule was copied in such a way that an entirely
new double-stranded DNA was formed or whether,
as we now know to be the case, the two chains of
the original molecule separated.  The latter is called
semiconservative replication, each of the separated
strands having a new complementary strand syn-
thesized along it to form the two identical double-
stranded molecules.

The first definitive evidence for semiconservative
replication was reported by Meselson and Stahl254 in
1958.  Cells of E. coli were grown on a medium con-
taining isotopically pure 15NH4

+ ions as the sole source
of nitrogen.  After a few generations of growth in this
medium the DNA contained exclusively 15N.  Then the
cells were transferred abruptly to a medium contain-
ing 14NH4

+ and were allowed to grow and to double
and quadruple in number.  At various stages DNA
was isolated and subjected to ultracentrifugation in a
CsCl gradient.  Small but easily detectable differences
in density led to separation of dsDNA molecules
containing only 15N from those containing partly 15N
and from those containing only 14N.  At the beginning
of the experiment only DNA containing entirely 15N
was present.  However, after one generation of growth
in the 14N-containing medium, the density of all the
DNA was such as to indicate a content of one-half 14N
and one-half 14N.  After a second generation of growth
half of the DNA still contained both nitrogen isotopes
in equal quantity, whereas half contained only 14N,
exactly the result expected for semiconservative repli-
cation.  A similar experiment using 5-bromodeoxyuri-
dine, a thymidine analog, is shown in Fig. 27-11.
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Autoradiography.  Later a technique of direct
autoradiography of DNA using 3H-labeled thymi-
dine255 was applied by Cairns.256,257  Cells of E. coli
were grown on a medium containing the radioactive
thymidine for various times but typically for 1 h (~ 2
generations).  The cells were then ruptured, the DNA
was spread on a thin membrane filter, and autoradio-
grams were prepared.  When the DNA contained
[3H]thymidine the exposed trace in the autoradiogram
could be followed around the entire 1.1–1.4 mm cir-
cumference of the spread DNA molecule.  Molecules
partially labeled and in the process of replication
could also be identified.  After two hours of growth in
the presence of 3H-labeled thymidine about half of the
bacterial DNA was fully labeled, but half contained
regions that were labeled only half as heavily.  They
presumably contained 3H label in a single strand and,
therefore, represented unreplicated regions.  All of the
molecules had undergone one round of replication
with tritiated thymidine to yield lightly labeled mole-
cules; parts of the molecules had not completed the
second round.  The more heavily labeled regions were
interpreted as fully replicated.  The shapes of the
“replication figures” suggested that DNA is synthe-
sized in a continuous manner starting from one point
and continuing around the circular molecule at a
constant rate.  Although subsequent experiments
(considered in Section 4) show that replication is usu-
ally bidirectional, the experiments of Cairns were
important because they introduced a technique for
direct visualization of replication in vivo.
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The chemistry of DNA polymerization.  What
are precursors of DNA?  Early experiments showed
that the nucleoside [3H]thymidine was efficiently
incorporated into DNA, but for energetic reasons it
seemed unlikely that thymidine was an immediate
precursor.  Evidence favoring the nucleoside triphos-
phates was provided in 1958 when Arthur Kornberg
identified a DNA polymerase from E. coli.  Kornberg’s
enzyme, now known as DNA polymerase I, was
isolated in the amount of 600 mg from 90 kg of bacteri-
al cells258,259 (over 400 molecules of enzyme per cell).
The 928-residue enzyme displayed many of the prop-
erties expected of a DNA-synthesizing enzyme.  It
requires a template strand of DNA as well as a short-
er primer strand.  As indicated in Eq. 27-3, the en-
zyme recognizes the 3' end of the primer strand and
binds the proper nucleoside triphosphate to pair with
the next base in the template strand.  Then it catalyzes
the displacement of pyrophosphate, at the same time
linking the new nucleotide unit onto the 3' end of the
primer strand.  Continuing in this way, the enzyme is
able to turn a single-stranded template DNA into a
double-stranded DNA in which the newly synthesized
strand contains, at each point, the base complementary
to the one in the template strand.259a

Although the action of the DNA polymerase I,
according to Eq. 27-3, provided a straightforward way
to form a complementary strand of DNA, it did not
explain how double-stranded DNA could be copied.
One problem is that the two strands must be separated
and unwound.  If unwinding and replication occured
at a single replication fork in the DNA, as indicated
by Cairns’ experiment, the entire molecule would have
to spin at a speed of 300 revolutions per second to
permit replication of the E. coli chromosome in 20 min.
It also required that some kind of a swivel, or at least a

C.  Replication

Figure 27-11  (A)  Human chromosomes after one replica-
tion in the presence of 5-bromodeoxyuridine (BrdU).  Both
chromatids of each chromosome contain BrdU in one strand
of the DNA duplex and normal thymidine in the other.  (B)
After two replications in the presence of BrdU one chromatid
of each chromosome contains BrdU in both strands of the
duplex and stains strongly with a special differential staining
procedure.  The other chromatid contains only normal
thymidine in one strand of the duplex and is not stained.
Courtesy of Carolina Biologicals.
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nick in one chain, be present
in the chromosome as indicat-
ed in the following drawing.

Another problem was
posed by the fact that the two
chains in DNA have opposite
orientations.  Thus, at the
replication fork one of the
new chains might be expected
to grow by addition of a new
nucleotide at the 3' end, while
the other chain would grow at
the 5' end. If so, there should be
two DNA polymerases, one
specific for polymerization at
each of the two kinds of chain end.  Nevertheless,
despite intensive search the only DNA polymerases
found added new units only at the 3' end.

Discontinuous replication and RNA primers.
In 1968, Okazaki reported that during the time that
replication of DNA is taking place bacterial cells con-
tain short fragments of DNA.  These are now called
Okazaki fragments or replication fragments.260  A
second development was the discovery of the enzyme
DNA ligase,261,262 which is able to join two pieces of
DNA to form a continuous chain.  These two discover-
ies provided an explanation for the lack of a second
kind of DNA polymerase.  One strand, the leading
strand, of the replicating DNA could be synthesized
continuously in the 5' to 3' direction while the other
strand, the lagging strand, would have to be synthe-
sized in segments (the Okazaki fragments), which
could then be joined by the DNA ligase.  In 1971 Brut-
lag et al. reported that initiation of synthesis of the
DNA of phage M13 in E. coli required formation of a
short segment of RNA as a primer.263  It was subse-
quently shown that with few exceptions priming by RNA
synthesis is always required for replication.

Newer studies have revealed great complexity in
the mechanisms of replication.  As for synthesis of
any polymer there are distinct steps of initiation, elon-
gation, and termination.  Topological problems associ-
ated with the unwinding and rewinding of the double
helices and with disconnection of catenated circles
and untying of knots are solved with the aid of special
enzymes, the helicases and topoisomerases. Repli-
cation requires both DNA and RNA polymerases, a
ligase, and ancillary proteins, some of whose functions
aren’t yet clear.  Many of these proteins associate to
form large multiprotein complexes, which are given
names such as primosome (for priming) and repli-
some.  Many bacteriophages and plasmids also repli-
cate within cells of E. coli utilizing bacterial proteins
as well as proteins encoded in the viral or plasmid
genome.

2.  DNA Polymerases

Immediately after its identification DNA poly-
merase I was generally assumed to be the principal
chain elongation enzyme.  However, an amber mutant
of E. coli deficient in DNA polymerase I (gene polA;
Fig. 26-4A) synthesized DNA normally.  This finding
stimulated an intensive search for new polymerases.
Two were found:  DNA polymerases II (gene pol B)264

and III.  Both are present in amounts less than 25% of
that of DNA polymerase I.265,266  Both have properties
similar to those of polymerase I, but there are impor-
tant differences.  By now DNA polymerases have been
isolated from many organisms, many genes have been
cloned and many sequences, both of bacterial and
eukaryotic polymerases are known.  Comparisons of
both sequences and three-dimensional structures,266a,b

a few of which are shown in Fig. 27-12, suggest that
the polymerases belong to at least six families (Table
27-1).  These include the RNA-dependent DNA poly-
merases known as reverse transcriptases as well as
some RNA polymerases.267– 268b

Some of the polymerases exist as single polypep-
tide chains, while others function only as large com-
plexes.  In every case a two-metal ion catalytic
mechanism with in-line nucleotidyl transfer,269 illus-
trated in Fig. 27-13, appears to be used by the en-
zymes.267,270  Two-metal ion catalysis is also observed
for phosphatases and ribozymes (Chapter 12).

Exonuclease activities, proofreading, and edit-
ing. DNA polymerase I not only catalyzes the growth
of DNA chains at the 3' end of a primer strand but
also, at about a 10-fold slower rate, the hydrolytic
removal of nucleotides from the 3' end (3'- 5' exonu-
clease activity).  The same enzyme also catalyzes
hydrolytic removal of nucleotides from the 5' end of
DNA chains.  This latter 5'- 3' exonuclease activity,
the DNA polymerase activity, and the 3'-5' exonuclease
activity all arise from separate active sites in the pro-
tein.  DNA polymerases II and III do not catalyze
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TABLE 27-1
Families of DNA Polymerasesa,

a  Based on reviews by Burgers, P. M. J. et al. (2001) J. Biol. Chem. 276,
43487– 43490 and Steitz, T. A. (1999) J. Biol. Chem. 274, 17395–
17398

b Kiefer, J. R., Mao, C., Braman, J. C., and Beese, L. S. (1998) Nature
(London) 391, 304 – 307

c Eom, S. H., Wang, J., and Steitz, T. A. (1996) Nature (London) 382,
278– 281

d Li, Y., Korolev, S., and Waksman, G. (1998) EMBO J. 17, 7514 – 7525
e Doublié, S., Tabor, S., Long, A. M., Richardson, C. C., and

Ellenberger, T. (1998) Nature (London) 391, 251– 258
f Sousa, R., Chung, Y. J., Rose, J. P., and Wang, B.-C. (1993) Nature

(London) 364, 593 – 599
g Sastry, S., and Ross, B. M. (1999) Biochemistry 38, 4972 – 4981
h Wang, J., Yu, P., Lin, T. C., Konigsberg, W. H., and Steitz, T. A.

(1996) Biochemistry 35, 8110 – 8119

Molecular mass (kDa)

A E. coli polymerase I (Pol I) DNA excision repair 103
Klenow fragment 68

Bacillus subtilis Pol Ib DNA excision repair
Thermus aquaticus DNA DNA excision repair

polymerase (Taq)c,d

T7 DNA polymerasee Virus replication  80
T7 RNA polymerasef,g 99
Eukaryotic Pol γ (gamma) Mitochondrial replication
Eukaryotic Pol θ (theta) DNA repair

B Eukaryotic Pol α (alpha) DNA replication 180 (core)
Eukaryotic Pol δ  (delta) DNA replication
Eukaryotic Pol ε  (epsilon) DNA replication
Eukaryotic Pol ζ  (zeta) Bypass synthesis
Bacteriophage T4 DNA Pol DNA replication 43

+ accessory proteinsh,i

E. coli Pol IIj 90

C Bacterial DNA Pol IIIp

+ accessory proteins DNA replication ~ 900 (holoenzyme)

D Euryarchaeotic Pol II

X Eukaryotic DNA Pol βn,o DNA repair 39 x 2
Eukaryotic Pol λ (lambda) Base excision repair
Eukaryotic Pol µ (mu) Non-homologous end-joining
Eukaryotic Pol σ (sigma) Sister chromatid cohesion

Y E. coli UmuC protein SOS response
Eukaryotic Pol η (eta, XP-V, RAD 30) Bypass synthesis
Eukaryotic Pol ι (iota) Bypass synthesis
Eukarytoic Pol κ (kappa) Bypass synthesis

Reverse transcriptase family
HIV reverse transcriptasek,l

Telomerasem

RNA-dependent RNA polymerases

Class Name Function

i Jing, D. H., Dong, F., Latham, G. J., and von Hippel, P. H. (1999)
J. Biol. Chem. 274, 27287– 27298

j Cai, H., Yu, H., McEntee, K., Kunkel, T. A., and Goodman, M. F.
(1995) J. Biol. Chem. 270, 15327– 15335

k Morris, M. C., Berducou, C., Mery, J., Heitz, F., and Divita, G.
(1999) Biochemistry 38, 15097– 15103

l Rodgers, D. W., Gamblin, S. J., Harris, B. A., Ray, S., Culp, J. S.,
Hellmig, B., Woolf, D. J., Debouck, C., and Harrison, S. C. (1995)
Proc. Natl. Acad. Sci. U.S.A. 92, 1222 – 1226

m Lundblad, V. (1998) Proc. Natl. Acad. Sci. U.S.A. 95, 8415 – 8416
n Sawaya, M. R., Pelletier, H., Kumar, A., Wilson, S. H., and Kraut, J.

(1994) Science 264, 1930 – 1935
o Sawaya, M. R., Prasad, R., Wilson, S. H., Kraut, J., and Pelletier, H.

(1997) Biochemistry 36, 11205 – 11215
p Kornberg, A., and Baker, T. A. (1992) DNA Replication, 2nd ed.,

Freeman, New York

C.  Replication

Chapter 27 IND page pa-E 2/14/03, 2:10 PM1545
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Figure 27-12  (A)  Stereoscopic MolScript ribbon drawing showing
three-dimensional structure of the 605-residue Klenow fragment of
E. coli DNA polymerase I and illustrating the characteristic “right
hand” structure of DNA polymerases.  Fingers and thumb domains
are marked.  The polymerase active site is between these in the palm
region and involves essential catalytic residues Asp 705, Asp 882,
and Lys 758.  The 3'-5' exonuclease domain is in the foreground.
From Astatke et al.271  Courtesy of  Catherine M. Joyce.  (B) Ribbon
drawing of rat DNA polymerase β with dATP in the active site.
From Sawaya et al.273  Courtesy of Michael R. Sawaya.  (C) Ribbon
drawings of two views of the HIV reverse transcriptase with a DNA
fragment in the active site.  The 3' end of the primer is adjacent to
the catalytic triad Asp 110, Asp 185, and Asp 186 (dark spheres).
From Singh and Modak.272  Courtesy of Kamlendra Singh.  (D)
Ribbon drawing of PCNA, the eukaryotic processivity factor or
“sliding clamp” (see pp. 1549, 1562).  Courtesy of John Kuriyan.272a
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hydrolysis from the 5' end.
Treatment with proteolytic enzymes cuts a 323-

residue piece containing the 5'-3' exonuclease from
DNA polymerase I leaving a larger C-terminal piece
known as the Klenow fragment.  This fragment
retains the polymerase activity as well as the 3'-5'
exonuclease activity and is widely used in genetic
engineering.  Its three-dimensional structure271,275 is
shown in Fig. 27-12A.  In the Klenow fragment the
large C-terminal domain contains the polymerase.
The N-terminal domain contains the 3', 5'-exonuclease
activity, which is thought to fulfill a proofreading and
editing function.275a  The polymerase acts at the 3' end
of the growing DNA chain.  Before moving on to the
next position, the enzyme verifies that the correct base
pair has been formed in the preceding polymerization
event.  If it has not, the exonuclease action removes
the incorrect nucleotide and allows the polymerase to
add the correct one.  Thus, each base pair is checked

twice, first before polymerization and then after poly-
merization.

A puzzle was the fact that structural studies indi-
cate that the editing center is over 3 nm away from the
catalytic center in Pol I.267  The proposed solution to
the puzzle is illustrated in Fig. 27-14.  When the cata-
lytic center “identifies” a nucleotide triphosphate as
able to form a proper Watson–Crick nucleotide pair, it
catalyzes the formation of the new nucleotide linkage.
Then it releases the 3'-chain end, which sometimes
“melts” and over a 10- to 100-ms time interval is able
to reach over into the exonuclease site where the new-
ly added nucleotide may be hydrolytically removed.
However, if the newly formed nucleotide is properly
paired, it will be less likely to melt, and the new nucle-
otide will be more likely to be retained.259a,265,267  DNA
polymerase I and other related polymerases utilize
processive mechanisms, moving from one site to
the next without diffusing away from the DNA.  The
schematic picture shown in Fig. 27-14 also indicates
how the 5'-3' exonuclease activity can come into play,
when the polymerase reaches the end of a single-
stranded gap.

Other Class A polymerases.  The Thermus aquati-
cus (Taq) polymerase is best known for its widespread
use in the polymerase chain reaction (PCR; Fig. 5-47).
Like E. coli I the enzyme is a large multidomain pro-
tein.  The structure of the catalytic domains of the two
enzymes are nearly identical, but the Taq polymerase
has poor 3'-5' editing activity.276  The enzyme has been
carefully engineered to improve its characteristics for
use in the PCR reaction.277

Some bacteriophage encode their own DNA poly-
merases.  However, they usually rely on the host cell
to provide accessory proteins.  The sequence of the
DNA polymerase from phage T7 is closely homolo-
gous to that of the Klenow fragment and the 3D struc-
tures are similar.  The 80-kDa T7 polymerase requires
the 12-kDa thioredoxin from the host cell as an addi-
tional subunit.  It has been genetically engineered to
improve its usefulness in DNA sequencing.278

About 45% of the sequence of the RNA poly-
merase encoded by phage T7, which transcribes RNA
from the phage DNA, is also similar to that of the
Klenow fragment.  Sequences of these DNA poly-
merases are distantly related to those of reverse tran-
scriptases.279,280  The 136-kDa polymerase γ functions
in mitochondria but is encoded in a nuclear gene.  It is
the only DNA polymerase that is inhibited by antiviral
nucleotide analogs such as AZT (Box 28-C).280a,b

Polymerases of Class B.  Although E. coli poly-
merase II is a member of this family, relatively little is
known about its function.  It may participate in DNA
repair in the “SOS” response (Section E).265

The catalytic subunits of the major eukaryotic DNA

Figure 27-13 Proposed mechanism and transition state
structure for the synthetic nucleotidyltransfer activity of
DNA polymerase β (and other DNA polymerases).  The
chain-terminating inhibitor dideoxy CTP is reacting with the
3'-OH group of a growing polynucleotide primer chain.  This
– OH group (as – O –) makes an in-line nucleophilic attack on
Pα of the dideoxy-CTP.  Notice the two metal ions, which
interact with the phospho groups and which are held by
three aspartate side chains.  Two of the latter, Asp 190 and
Asp 256, are present in similar positions in all of the poly-
merases.  The active centers for the hydrolytic 3'-5' and 5'-3'
exonuclease activities of some of the polymerases also
appear to involve two-metal catalysis and in-line displace-
ment.  See Sawaya et al.274

Asp 256

OO –

H2O

O

O
O

–

–

–
Primer

O
2’

3’

N O

N

NH2

O

O

O

O
2’

3’

N O

N

NH2

ddCTP

O

O
O

O

O
O

–

–

–O

O

Mg2+

Asp 190

Asp 192

P

P γ

Mg2+

OH2

P
α

β

O

Chapter 27 IND page pa-E 2/14/03, 2:10 PM1547



1548 Chapter 27.  Organization, Replication, Transposition, and Repair of DNA

polymerases as well as of archaeal DNA polymerases
are members of the B family.267,281– 282a  Eukaryotic cells
contain at least 13 DNA polymerases which are desig-
nated by Greek letters (Table 27-1).  Polymerases α, δ,
and ε are essential for nuclear DNA synthesis.283– 286b

They function together with accessory proteins in pri-
mase and replisome complexes considered in Section
8.  Others participate in DNA repair (pp. 1583, 1584).

Phage T4 encodes a DNA polymerase much used
in the laboratory because of its ability to polymerize
using a long single-stranded template.  It also depends
upon accessory factors provided by the bacterial host
(Section 5).287,287a

Other DNA polymerases. Reverse tran-
scriptases synthesize DNA using an RNA template
strand.  They are best known for their function in
retroviruses (Chapter 28).  The HIV reverse tran-
scriptase is a heterodimer of 51- and 66-kDa subunits.
The larger subunit contains a ribonuclease H do-
main.288–289a  The enzyme is a prime target for drugs
such as AZT and others.290,291  A different reverse
transcriptase is found in all eukaryotic cells in telom-
erase, an enzyme essential for replication of chromo-
some ends.  Reverse transcriptases have also been
found in rare L1 sequences that are functioning ret-
rotransposons (Section D).292

The ~ 335-residue catalytic subunit of eukaryotic
polymerase � , which has a DNA repair function, is
the simplest known DNA polymerase.  The active

enzyme (Fig. 27-12B) is as small as 38 kDa.  It lacks
proofreading and is less accurate than the eukaryotic
replicative polymerases listed in Table 27-1.293– 293c

Structural analysis revealed a folding pattern (Class X)
related to that of a nucleotidyltransferase super-
family that includes enzymes such as terminal deoxy-
nucleotidyltransferase (Chapter 12) and the glutamine
synthase adenylytransferase (Fig. 24-7).294  However,
its active site (Fig. 27-13) is similar to that of other
DNA polymerases.

DNA polymerase III.  This Class C enzyme is
the major bacterial polymerase for DNA replication.
In its complete holoenzyme form it can synthesize new
DNA strands at rates as high as ~1 kilobase s–1 without
dissociation from a template.294a  A genetic approach
has provided important information about DNA
replication.265,266  A series of temperature-sensitive
mutants of E. coli unable to carry out DNA synthesis
were obtained.  From these mutations, genes dnaA, F,
G, I, J, K, L, P, I, X, and Z were identified and located at
various points on the chromosome map.  Genes C and
D map close together at 89 min, and it now appears
that they are one gene.  Gene F encodes a ribonucle-
otide reductase (Eq. 16-22).  The functions of genes A–

E, G, X, and Z are discussed in the following sections.
None of these genes code for DNA polymerase I, but
gene dnaE was identified as that of DNA polymerase
III, which is now known to be the major polymerase in
bacterial DNA replication.265,295  To obtain rapid error-

Figure 27-14  Schematic representa-
tion of DNA polymerase action on a
nicked strand of DNA in which the
nick has been enlarged.  At the cata-
lytic center new nucleotide units are
added at the 3' end of a growing
strand.  At the 3'-5' exonuclease site
the 3' terminal nucleotide may be
removed hydrolytically.  This will
happen to the greatest extent if the
nucleotide is poorly paired in the
duplex.  At the 5'-3' exonuclease site
nucleotides are hydrolytically re-
moved from the 5' end of a strand in
the chain.265,267
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free synthesis it must be combined with a number of
other subunits to form polymerase III holoenzyme
(or replisome).  Ten different subunits, some as two or
more copies, form the holoenzyme.294a,296– 299  Subunits
are listed in Table 27-2.  The polymerase catalytic
center is in the 132-kDa α subunit.  The 27.5-kDa ε
subunit contains the 3'-5' exonuclease editing activi-
ty.298,300,300a  Mutation in its gene (dnaQ) leads to a high
spontaneous mutation rate in bacteria.  Together with
the θ subunit, α and ε form the polymerase III core.
This complex has polymerase activity and improved
proofreading ability but is still unable to act rapidly,
accurately, and processively.  Full catalytic activity
requires at least the additional β, γ, δ, and τ subunits
(Table 27-2).  The presence of the τ subunit causes the
core complex to dimerize to form Pol III’ (Eq. 27-4,
step a).  Pol III’ can add only about ten nucleotides to a
growing DNA chain before it dissociates.301  The pres-
ence of the β2 dimer, known as the processivity factor
or sliding clamp,301a,b is essential for highly proces-
sive polymerization.  The β protein forms a ring
around the duplex DNA and interacts with the poly-
merase clamping it tightly to the DNA.  Putting the β2
clamp onto the DNA is an ATP-dependent process that
first involves binding of the �-complex or clamp
loader (Eq. 27-4, step b), ATP-dependent opening of
the β2 ring, and insertion of the DNA duplex (step
c).301a,c  This complex may form a replisome structure
that acts simultaneously on the leading and lagging
strands (see Fig. 27-19).302,303  The Bacillus subtilis
replisome appears to contain two different catalytic (α)
subunits, perhaps one for each strand.303a

3. Other Replication Proteins

DNA ligases.  These enzymes, which are essential
to replication, have a specific function of repairing
“nicked” DNA.261,304– 307a  Such DNA, as indicated in

Eq. 27-5, has a break in one strand and contains a
3'-hydroxyl group and a 5'-phosphate group, which
must be rejoined.  The ligase from E. coli activates the
phosphate group in an unusual way by transfer of an
adenylyl group from NAD+, with displacement of
nicotinamide mononucleotide (Eq. 27-5, step a).  The
reaction is completed by displacement of AMP as
indicated in Eq. 27-5, step b.  Cells infected by bacte-
riophage T4 synthesize a virally encoded ligase, which
utilizes ATP rather than NAD+ as the activating re-
agent.  The ~ 190-kDa mammalian DNA ligase I has
been found deficient in some patients with the Bloom
syndrome, a condition associated with poor DNA
repair and a high incidence of cancer (see also
p. 1550).304

Single-strand binding proteins.  Genetic analy-
sis of replication of the DNA of phage T4 within cells
of E. coli revealed that at least five genes of the virus
are required.  One of these, gene 43 specifies the T4
DNA polymerase, while gene 32 codes for a single-
strand binding protein, also known as the DNA un-
winding, melting, or helix-destabilizing protein.  It has
a greater affinity for ssDNA than for dsDNA and binds
to a length of ssDNA causing unwinding of the double
helix and exposure of the purine and pyrimidine bases
of the template strand.308  The protein is required for
replication, genetic recombination, and repair of DNA.
Similar proteins are encoded in the genomes of many
viruses.309  The 87-residue single-strand binding pro-
tein encoded by gene 5 of phage M13 forms a dimer,
which completely coats newly synthesized ssDNA
preventing the DNA polymerase system of the host

C.  Replication

a

b

c

Pol III core (α ε θ)

Connector τ 

Pol III’  (α ε θ)2τ

γ-complex or
clamp loader,
γ2 δ δ’χ ψ              

Pol III* (α ε θ)2τ γ2δ δ’χ ψ)

DNA + primer

Sliding clamp β2

ATP

ADP + Pi

DNA • β2 • (α ε θ)2τ

γ2δ δ’χ ψ

(27-4)

a

b

5’

3’ 3'
O

P OH
O

O
–

HO
5'

via enzyme
adenylate

NAD+

(ATP)

Nicotinamide
mononuceotide

(PPi)

5’

3’ 3'
O

P

O
O

–

HO
5'

O P

O

O

O–
Adenosine

5’

3’

AMP

(27-5)

Chapter 27 IND page pa-E 2/14/03, 2:10 PM1549



1550 Chapter 27.  Organization, Replication, Transposition, and Repair of DNA

bacteria from converting it into dsDNA.  The polynu-
cleotide chain binds into a groove in the protein with
one tyrosine intercalated between the DNA bases.310,311

The E. coli single-strand binding protein, another
helix-destabilizing protein that is usually called simply
SSB, is a tetramer of 18.5-kDa subunits.265,312,313  It is
essential to DNA replication.  About 35 nucleotides
may bind to each tetramer.314  The situation is not
as clear in eukaryotes where DNA is largely coiled
around histones in the nucleosomes.  Several single-
strand binding proteins have been identified,315 but
the need for SSB proteins in eukaryotic nuclear replica-
tion is uncertain.316  A human mitochondrial SSB
resembles that of E. coli.317

Helicases and topoisomerases.  Cells of E. coli
contain at least 12 DNA-dependent ATPases that cause
unwinding of DNA at the expense of hydrolysis of
ATP.318  The activity of these helicases is essential to
replication, repair, and recombination of DNA in all
organisms.319–320b  The primary replicative helicase of
E. coli, which unwinds DNA ahead of the replication
fork, is encoded by gene dnaB.  The active form is a
hexamer, which exists in at least two conformational
states.321,321b  A segment of ~ 20 nucleotide units of
DNA binds to one hexamer.322  Helicases have ATPase
activity, and the dnaB hexamer contains six ATP-
binding sites.  However, only three of them may be
occupied.323,324  Many helicases have a hexameric
ringlike structure; that of Bacillus subtilis is seen clearly
in electron micrographs.325  Three-dimensional struc-
tures are known for some.321a,325a  Although these
enzymes may bind to duplex DNA, they also bind to
and move along single-stranded DNA in either the
5'→3' or 3'→5' direction.  The directionality of a heli-
case can be determined by annealing two small pieces
of ssDNA to the 5' and 3' ends of a longer strand of
ssDNA.  A  5'→3' helicase will translocate along the
long ssDNA and displace the oligonucleotide annealed
at the 3' end of the strand, while a 3'→5' helicase will
displace the oligonucleotide annealed at the 5' end.265

The dnaB protein is a 5'→3' helicase.  However, the
first helicase identified, the product of the E. coli rep
gene, is a 3'→5' helicase.  It is one of the host proteins
needed for the propagation of phages such as φX174
and M13.  It catalyzes the unwinding of the double-
stranded replication forms of these viruses.  It binds to
a stretch of ~ 20 nucleotides in a single-stranded region
of nicked DNA.  The hydrolysis of ATP moves the
enzyme along the bound strand in a 3' to 5' direction
opening up the DNA at a replication fork.  Another
E. coli 3'→5' helicase is protein priA (also called n’), a
component of some primasome structures involved in
replication of viruses.318

The bacteriophage T4 gene 41 protein, a 5'→3'
helicase, functions together with the gene 61 primase
in replication of that virus.326–326b  The phage T7 gene 4

protein and virus SV40 large T antigen are also hexam-
eric ringlike helicases.  The E. coli protein RecQ is
required for various aspects of recombination and is
the prototype of a large group of helicases present in
both prokaryotes and eukaryotes.326c  The bacterial
ruvB protein is a hexameric helicase that propels
branch migration in Holliday junctions (Fig. 5-28)
during genetic recombination,327–327b while helicase
rho is required for termination of RNA synthesis.328

Numerous eukaryotic helicases have been identified
and purified.329– 331  Helicase DNA2 is needed for DNA
replication in nuclear extracts from yeast.332  Human
3'→5' DNA helicases, members of the RecQ family, are
defective in some patients with Bloom syndrome and
Werner Syndrome332a (Box 27-A).  Bloom syndrome
causes growth retardation, immunodeficiency, sensi-
tivity to sunlight, and a predisposition to skin cancers
and leukemias.331a,b  The yeast (S. cerevisiae) genome
contains genes for 134 different proteins that are prob-
ably helicases.332b  RNA helicases are also known.333

A characteristic of all helicases is their ATPase
activity, which apparently provides energy for “melt-
ing” the DNA.  The mechanisms are not clear, but
rapid separation of the stacked and hydrogen-bonded
base pairs may be impossible without some assistance
from an ATP-dependent process.  In the case of the
rep protein hydrolysis of two molecules of ATP seems
to be required to melt one base pair.323  It isn’t clear
whether one strand of DNA passes through the center
of the oligomeric ring, as shown in Fig. 27-15, or
whether both strands pass through.  Helicases vary in
their amino acid sequences, but they all possess sever-
al characteristic signature sequences including the
Walker A and B motifs found in other ATPases, in

5’

3’

Figure 27-15  Model of DnaB hexamer proposed by Jezews-
ka et al.322  The arrow indicates the direction of movement of
the DNA relative to the position of the helicase.
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Polymerase I (also has 3'-5' polA 103   87
and 5'-3' exonuclease, and
RNase activities)

Polymerase III
   Core

α subunit (polymerase) dnaE 130      4
ε subunit (3'-5' exonuclease) dnaQ   27.5      5
θ subunit hol E 10

   Sliding clamp, β2 dnaN 37 × 2     83
   Connector τ (ATPase) dnaX 71
   Clamp loader (γ complex)

γ subunit dnaX 47.5 × 2     11
σ subunit 35
σ’ subunit 33
χ subunit 15
ψ subunit 12

DNA binding proteins
  Single-strand, SSB ssb 18.5 × 4     92
  Double-strand, HU

α subunit   9.5 × 2
β subunit   9.5 × 2

Helicases (ATP-dependent)
   Primary replicative dnaB  52 × 6     92
   Dna C protein dnaC     99
   PriA (n’), primosome priA  76 88
   Rep rep  76.4 85

Initiation and priming proteins
   Dna A protein dnaA  52      83
   Primase (an RNA dnaG  60      67

       polymerase)
PriB (n) primosome priB       96
PriC (n’’) primosome priC

   DnaT (primosome assembly) dnaT 99

Ribonuclease HI rnhA
DNA ligase lig  75       52

Topoisomerases
   Type I topA 28
   Type II, DNA gyrase (α2β2)

Subunit α gyrA 97
Subunit β gyrB 90

TABLE 27-2
Some Proteins of DNA Replication in E. colia

Name Gene Mass of
monomer

(kDa)

Map
location

(min)
Fig. 26-4

a In large part from Kornberg, A., and Baker, T. A. (1992) DNA

Replication, 2nd ed., Freeman, New York

sequences related to the E. coli recA proteins (Section
D) and in synthases (Chapter 18).328,334

While helicases can cause the unwinding of linear
DNA duplexes, they cannot alter the linking number
of covalently closed circular double-stranded DNA.
The latter is the function of topoisomerases, which
have been found in organisms from bacteria to higher
plants and animals and may also be encoded by virus-
es.265,335– 337  There are two basic types of DNA topoi-
somerase.  Those of type I change the linking number
in steps of 1.  One way that this might be accom-
plished is for an enzyme to nick one strand in the
DNA allowing one of the cut ends to swivel around
the unbroken strand, then to reseal the chain.  How-
ever, it was found that topoisomerases can also cause
catenation or decatenation of circular duplex DNA
as long as at least one of the reacting DNA molecules
is nicked.  This observation suggested that a topoi-
somerase binds to a single-stranded region at a nick
and cuts the chain but does not release the ends.  This
permits either a single strand or a duplex to pass
through the broken strand, which is then resealed.

Topoisomerases of type I usually act most rapidly
on negatively supercoiled DNA.  They relax it by
decreasing the number of negatively supercoiled turns
one at a time.  Negative supercoiling presumably
facilitates binding of the enzyme to a single-stranded
region by unwinding of the duplex.  No ATP or other
obvious source of energy is needed by type I topoi-
somerases.  The chain cleavage involves a simple
nucleophilic displacement by an – OH group of a
tyrosine side chain (Tyr 319 of E. coli topoisomerase
I),338 which attacks a phosphorus atom in the DNA
chain (Eq. 27-6).  The result is covalent attachment of
the enzyme to the 5'-end of the cut strand in type IA
topoisomerases and at the 3'-end in type IB topoi-
somerases.336,337,339  After the passage of the other
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1552 Chapter 27.  Organization, Replication, Transposition, and Repair of DNA

strand through the gap in the cut strand of a type IB
topoisomerase (Fig. 27-16) the free 3'-OH oxygen atom
(or 5'-OH) attacks the phosphorus atom in the phos-
photyrosine diester to reform the chain and release the
enzyme.  X-ray diffraction studies show that both the
Type IA E. coli topoisomerase I and the human type IB
topoisomerase339–341a are large proteins with holes of
appropriate diameter for a DNA double helix.  As
illustrated in Fig. 27-16B, the protein may open to
allow a double helix to enter and occupy a suitable
position for cleavage of one chain by the active-site
Tyr 319.  Topoisomerases are metalloenzymes, usually
functioning best with Mg2+. E. coli topoisomerase I
also contains 3 – 4 tightly bound Zn2+ ions.

Topoisomerases of type II change the linking
number by 2 in either the positive or negative direc-
tion and hydrolyze ATP in the process.  The best
known of these is the E. coli DNA gyrase, an α2β2
dimer of 97-kDa (α) and 90-kDa (β) subunits.343,344

The enzyme catalyzes the ATP-dependent introduc-
tion of negative supercoils into DNA.  It also relaxes
negatively supercoiled DNA slowly in the absence of
ATP.  Type II topoisomerases are found in all organ-
isms.335,345  They are encoded by some bacteriophage
such as T4346 and by plasmids.347  However, most
differ from bacterial DNA gyrase in not coupling DNA
supercoiling to ATP hydrolysis.  They require ATP but
like topoisomerase I cause a relaxation of the super-
coiling.  Strands of one segment of DNA (called the
“gate” or G-segment) are cleaved by the enzyme with
staggered cuts four base pairs apart.  Another segment
of DNA (the “transport” or T-segment) is then passed
through the gate and is thought to be released from a
second gate in the complex (Fig. 27-16C).342,348  The
enzyme subunits bind through phosphotyrosine link-
ages as in Eq. 27-5 to the 5' phospho groups of the two
cleaved chains, while the subunits bind ATP and may
like tiny muscles twist the DNA.349  Topoisomerases II
are large dimeric proteins.  The subunits of yeast
topoisomerase II (Fig. 27-16C) are 1200-residue multi-
domain proteins.342,350  Mechanisms of DNA cleavage
by types I and II topoisomerases appear to be relat-
ed.351  However, the ATP-dependent conformational
changes involved in a two-gate mechanism are unique
to topoisomerases II.348,348a  The bacterium Sulfolobus
contains a type I topoisomerase that is called reverse
gyrase because it utilizes ATP to introduce positive
supercoils into DNA.352  This is in contrast to gyrase,
a type II topoisomerase that introduces negative
supercoils.

Type II topoisomerases are essential and func-
tion in replication, DNA repair, transcription, and
chromosome segregation at mitosis.345,349  Yeast with
a top2 mutation dies during mitosis with hopelessly
entangled daughter chromosomes.353  A fluorescent
antibody to eukaryotic topoisomerase II binds to
chromosomes, probably at the bases of the radial loops

present during mitosis,353 and also to centrosomes353a

Higher organisms contain more than one topoi-
somerase II.354  Their specific functions are uncertain,
but one appears to be to unknot entangled chromo-
somal DNA.  In the crowded conditions of a cell nucle-
us topoisomerase can also cause inadvertent formation
of knots.355

The functional role of topoisomerases of type I
is less clear.  Staining with fluorescent antibodies to
the enzyme has revealed its presence in the transcrip-
tionally active “puffs” of polytene chromosomes (p.
1635)356 and in centromeres of mitotic cells.357  A cur-
rent hypothesis is that in E. coli class I topoisomerases
act to relax negatively supercoiled strands of DNA
behind transcription complexes, while gyrase acts to
generate superhelical twists, which favor opening of
the duplex ahead of transcription complexes.354,358

Transcription of a supercoiled rRNA gene in vitro is
diminished by the selective topoisomerase I inhibi-
tor camptothecin, one of a group of antitumor
drugs directed against topoisomerase of both types
I and II.349,354,359

In the autoimmune diseases scleroderma and
systematic lupus erythematosus antigens to nuclear
proteins or nucleic acids are present in the blood.
Many patients with severe scleroderma have an anti-
body against topoisomerase I.360

Primases, initiator proteins, and ribonucleas-
es.  The priming segment needed for initiation of DNA
replication is either a short segment of RNA or an
oligonucleotide containing a mixture of ribonucleotide
and deoxyribonucleotide units.  The enzyme forming
the primer is an RNA polymerase called primase.  In
E. coli it is encoded by gene dnaG.361–362a  Under some
circumstances other RNA polymerases can act as the
primase.  Bacteriophages and plasmids may also
encode primases (Table 27-1).  For example, gene 61 of
phage T4 (Fig. 26-2) encodes a primase, which together
with the T4 helicase forms the priming particle or
primosome.363  The phage T7 gene 4 encodes a 63-kDa
mutlifunctional protein that is both a primase and a
helicase.364– 366b  The primase active site is on the out-
side of the hexameric ring.   Additional proteins repre-
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senting products of genes dnaA and C are also re-
quired for initiation of replication in E. coli.  Several
molecules of the dnaA initiator protein bind to a
specific DNA origin sequence and participate in
assembling a primosome that also contains the hexam-
eric dnaB helicase and, transiently, protein dnaC.367– 370

Replication of some single-stranded phages, such as
φX174, in E. coli also require the E. coli priA, priB, and
priC proteins (Table 27-2).265,371,372  For successful
completion of replication chaperonins the products of
genes dnaJ and grp E are needed373 as is a ribonuclease

Figure 27-16  (A)  Ribbon drawing of a large 67-kDa fragment of the 97-kDa (864-residue) E. coli topoisomerase I showing
the position of the active-site tyrosine 319 and an adjacent arginine.  From Lima et al.341  Courtesy of Alfonso Mondragon.  (B)
Schematic diagram indicating a way in which topoisomerases of type 1 may pass one strand of DNA through another.  The
protein is shown binding to a single strand of a DNA duplex.  This binding is facilitated by negative supercoiling.  The en-
zyme then cuts the same strand by means of a nucleophilic displacement on a phosphorus atom using a tyrosinate side chain.
The other cut end is held noncovalently by the enzyme, while the second strand passes through the gap.  Then the gap is
resealed by a reversal of the cleavage reaction.  From Lima et al.341 (C)  Schematic model of a type II topoisomerase bound to a
G-segment of DNA.  This double helix is cut and another double helical strand, the T-strand, enters the N-gate.  The gate then
closes, and the central gate opens to allow the T-strand to pass through and exit through the C-gate.  The shapes of the three
domains are based on crystallographic data for the yeast enzyme.  The ATPase, B’, and A’ domains consist of residues 1 to  409,
410  to  660, and 660 to 1200, approximately.  From Olland and Wang.342  Courtesy of James C. Wang.  See also Champoux.340c
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that digests the primer segments after they have been
used as replication initiators.374– 376

4.  Replication of Bacterial DNA

The basic mechanisms of replication implied in Eq.
27-3 seems to be universal, but several questions had
to be asked. “Is replication initiated at a fixed point or
points in a chromosome?” and “Does replication occur
in one direction only or do two forks form at the point

C.  Replication
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of origin and travel in opposite directions?”  To an-
swer these questions both genetic methods and elec-
tron microscopy have been employed.

Directions of replication.  One technique for
establishing the direction of replication in E. coli was
to insert a λ prophage at the att site (Fig. 26-4, 17 min)
and DNA from phage Mu-1 at a variety of other sites
around the chromosome.377  Phage Mu-1 was especial-
ly useful because it can be integrated at many different
locations within the well-mapped genome.  Integra-
tion within a gene inactivates that gene (an addition
mutation) and allows the localization of the Mu
prophage.  Bacteria were prepared containing both λ
and Mu-1 prophage, the latter at various sites.  The
bacteria were also auxotrophic for certain amino acids.
Because of this, replication could be stopped by amino
acid starvation.  The bacteria usually completed any
replication cycle in progress and then stopped.  When
the missing amino acids were added, replication be-
gan, again starting from the replication origin.  Bro-
mouracil, which enters DNA in place of thymine, was
added at the same time.  Consequently, the newly
synthesized DNA strands were denser than the parent
strands (see Fig. 27-11).  After various times of replica-
tion the newly formed strands were separated by
centrifugation in a CsCl gradient and were tested for
hybridization with both λ and Mu-1 DNA.  Since the
cells did not all begin replication at the same time after
addition of amino acids, a variety of lengths of newly
replicated DNA were present.  Nevertheless, from the
observed ratios of Mu-1 DNA to λ DNA for the vari-
ous strains it was possible to map the progress of
replication beginning at an origin oriC near gene ilv at
74 min (Fig. 26-4).  Replication was found to progress

bidirectionally around the chromosome and to termi-
nate between genes trp and his at ~ 25 min.

The use of autoradiographic methods confirmed
bidirectional replication.  Strains of amino acid aux-
otrophs with small nucleoside triphosphate pools
were used.  The addition of amino acids after starva-
tion led to initiation of replication with only a 6-min
lag.  The cells were labeled with [3H]thymidine, and
after the replication forks had moved a short distance
from the origin of replication the cells were given a
pulse of “super-hot” [3H]thymidine.  Using autorad-
iography it was possible to observe the clearly bidirec-
tional replication forks378 (Fig. 27-17).  Replication in
other bacteria is also bidirectional.

Origins of replication.  Replication of the E. coli
chromosome begins and proceeds bidirectionally from
its defined origin oriC.  Replication of linear phage T7
is also bidirectional and begins at a point 17% of the
way from one end.265  In mammalian mitochondrial
DNA the origin of replication for the H-strand is in
the D-loop but that for the L-strand is 2 / 3 of the way
around the circular chromosome within a cluster of
tRNA genes (Fig. 18-3).381,382  The single-stranded
circular DNA genomes of Ff, φX174, and G4 phage also
have distinct origins for initiation of replication to give
RF circles.265

Most origins have quasi-palindromic nucleotide
sequences, perhaps so that DNA can be looped out
from the main duplex as is shown in Fig. 27-18A and
B.  The lengths of ori sequences vary, as does the com-
plexity of their possible folding patterns.  Plasmids
have been constructed which not only contain the E.
coli origin, but are dependent upon that origin for their
own replication.382a  Study of those plasmids indicate

Figure 27-17  Bidirectional replication.
(A) Replication forks in the E. coli chromo-
some. The autoradiographic pattern was
produced by a chromosome that  initiated
replication with [3H]thymine (5 Ci / mmol)
and was subsequently labeled with
[3H]thymidine (52 ci / mmol) for 6 min.
The total length of the grain track is 370 µm.
From Kuempel et al.379  (B) Fragment of
replicating chromosomal DNA from cleav-
age nuclei of Drosophila melanogaster.  The
DNA, which was spread in the presence of
formamide, contains several “eyes” formed
where the DNA has been replicated.  From
Kriegstein and Hogness.380
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B

Chapter 27 IND page pa-E 2/14/03, 2:11 PM1554



1555

that a 245-bp oriC sequence is essential.265,383,383a  This
sequence, which is shown in Fig. 27-18, contains sev-
eral repeated oligonucleotides including 11 GATC
sequences, which are sites of adenine N6-methylation
(see Section B, 6), and four “9-mers” (commonly
known as dnaA “boxes”) with the consensus sequence

These appear in both 5' to 3' and 3' to 5' orientations,
allowing them to form two base paired “stems.”  In
addition, there are three direct repeats of a 13-residue
consensus sequence 5'-G A T C T N T T N T T T T (shaded
in green in Fig. 27-18), which form an AT rich duplex.
Other bacterial replication origins often follow a

pattern similar to that in Fig. 27-18.384  However, the
origin for Mycoplasma genitalium has been hard to de-
tect.385  Replication origins of archaea have character-
istics similar to those of bacteria and of organelles.385a

Priming and initiation of DNA synthesis.  The
first step in initiating a new round of replication and a
new cell cycle in E. coli appears to be the binding of the
initiator protein, dnaA, to the 9-mers in the negatively
supercoiled origin.295,383,386– 388  The resulting complex
is visible in an electron microscope and may consist of
a core of up to 20 – 40 molecules of dnaA protein with
the DNA wrapped around them (Fig. 27-19).  ATP is
also required and is bound to the protein where it
hydrolyzes slowly.  Similar initiator proteins are found

C.  Replication

T A CT TA
C A CA

C

Figure 27-18  Nucleotide sequences and proposed secondary structures for some origins of replication.  (A) Bacteriophage
φX174.  The ends of the neighboring genes F and G are shown.  From Kornberg and Baker.265 (B)  Human mitochondrial
DNA; origin of replication of the L strand.  The sequence shown is for the H strand.  The arrow indicates the direction of
replication.  From Hixson et al.381 (C) Bacterial ori region.  The  consensus sequence of origins of replication that will function
in E. coli.  Derived from sequences from E. coli, Salmonella typhimurium, Enterobacter aerogenes, Klebsiella pneumoniae, and Erwinia
carotovora.  In the consensus sequence a large capital letter means that the same nucleotide is present in all six origins; a lower-
case letter means that the same nucleotide is present in three of the five origins; n means that any of the four nucleotides may
be present; – represents a deletion, G being present here in the Enterobacter origin.  Underlined are dam methylation sites.
Green shaded sequences, three 13-mers in a region that undergoes easy opening of the duplex for insertion of replication
proteins; gray boxes with arrows, four 9-mers that are specific sites for binding of replication protein A.  Brackets enclose a
245-bp minimum origin.  From Kornberg and Baker.265  Data from Zyskind et al.390
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oriC
A

C

G

n

dnaC

dnaB
helicase

Primase

SSB
ATP

Ribonucleotide
triphosphates

C

C
2

4

3’

5’

1 2 3 R1 R5 R2 R3 R4

oriC

C

G

A

III

Dna initiator protein

Dna B helicase

Dna C protein

Dna G primase (RNA polymerase)

Pol III

Gyrase
(+) (–)

oriC

1 2 3

1 2 3

Pol III
DNA gyrase Deoxyribonucleotide

triphosphates

III

321

G
G

GIII

G
III

SSB

RNA

Figure 27-19  Hypothetical scheme for initiation of bidirectional replication in
E. coli.  The closed boxes R1 through R5 represent the 9-residue recognition
sequences for the E. coli dnaA protein.  The open boxes 1, 2, and 3 represent the
three 13-residue repeats, possible sites for binding of the dnaB-dnaC protein
complex.  From McMacken et al.383  Redrawn in simplified form.

in many bacteria and are encoded by some viruses and
plasmids.  In archaea, as well as in humans, the initia-
tor proteins seem to combine functions of the E. coli
dnaA protein with those of SSB.391,391a

Following the binding of the dnaA protein the
hexameric helicase dnaB (Fig. 27-15) is loaded onto the
adjacent DNA in the region of the 13-residue repeated

sequences, which are labeled 1, 2, and 3 in Fig. 27-19.
As shown in this figure introduction of the helicase is
assisted by protein dnaC, which forms a complex with
the helicase.  Additional binding of protein HU and a
temperature of >30°C are essential for tight binding of
the proteins.  Although the dnaC protein is needed for
formation of the prepriming complex, it dissociates

after the dnaB protein becomes
firmly bound.  One dnaB hexamer
binds to each single strand of the
DNA duplex with opposite orienta-
tions (Fig. 27-19).383a  With the dnaB
helicase in place on each strand, this
ATP-driven enzyme processes along
the DNA, unwinding the duplex in
both di-rections. (Perhaps it may be
more accurate to say that the DNA
moves through the helicase.)  The
resulting “bubble” is held open by
binding of SSB tetramers.  The
primase (dnaG protein) then binds
adjacent to the helicase and synthe-
sizes the RNA primer along each
strand of DNA.  As the helicase
processes to the right in the fork
shown in Fig. 27-19, the complex
with the dnaA protein dissociates,
permitting primer synthesis into the
origin region.  Alternatively, RNA
polymerase (Chapter 28) can prime
replication by initiating transcrip-
tion on both strands of the DNA.
Suitable promoters are present and
oriented in opposite directions on
the two strands.392

It has long been postulated
that the bacterial chromosome is
attached to the plasma membrane.
At least one such attachment site
may be at or near the origin of
replication.393  Furthermore, the
exchange of ADP for ATP in the
dnaA protein is catalyzed specifi-
cally by cardiolipin and phosphati-
dylglycerol containing the unsatur-
ated oleic acid.386,393  Inositol poly-
phosphates may also play a role.394

Elongation of DNA chains.
DNA polymerase III in its holoen-
zyme form is the major polymerase
for DNA replication.  It elongates
the primer chains rapidly and pro-
cessively leaving only very small
gaps at the ends of single-stranded
regions.  The rate of elongation,
which is ~ 3 nucleotides / s for 8 kb
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oriC plasmids, may be determined by the rate of action
of the dnaB helicase.  A completely unwound oriC
plasmid, bound to SSB, undergoes primer elongation ~
10 times faster.383  However, the rate  for the intact E.
coli replisome is nearly 1000 nucleotide s–1 with a rate
of misincorporation of only one in 109 nucleotides.394a

Small oriC plasmids need to be primed at only one
location, but the large bacterial chromosome must
undergo priming at many sites on the lagging strand
to permit DNA polymerase III to act on that strand
with formation of the Okazaki fragments.  The DNA
polymerase complex may be a dimer that works on
both strands at once.  The lagging strand may be
looped out to allow it to lie parallel with the leading
strand (Fig. 27-20).  The appearance of the electron
micrograph in Fig. 27-20B supports this suggestion.
However, the manner in which the lagging strand can
be shifted to bring the next primed initiation site to the
replication complex is not clear.  DNA polymerase III
holoenzyme itself may be organized as an asymmetric
oligomer395 that operates on both strands in a complex
such as is shown in Fig. 27-20.  The primase, either the
dnaG protein265,383 or the primosome used by phage
φX174 (Section 5),396 may synthesize the RNA primers
on the lagging strand.

Termination of replication.  As each Okazaki
fragment is completed along the template for the
lagging strand, the RNA primer piece is digested out,
replaced by DNA, and the nick sealed by action of
DNA ligase.  Ribonuclease H, which is found in both
bacteria and eukaryotic cells, specifically degrades
the RNA component in these RNA–DNA hybrid
regions.396a  In bacteria another mechanism for primer
removal is available.  The 5'- 3' exonuclease activity
of DNA polymerase I will cut out the RNA segment,
while the 5'- 3' polymerase activity of the same en-
zyme will fill the gap.

Replication of oriC plasmids may occur by simply
allowing replication of the leading strands at both
replication forks to continue all the way around the
circle.397  However, in E. coli bidirectional replication
continues only until the two replication forks con-
verge.  This can occur anywhere between two termi-
nators, T1 and T2, located at 28.1 min and 35.6 min.
The terminators slow replication in the counterclock-
wise and clockwise directions, respectively.  A gene
(tus) near T1 encodes a terminator utilization sub-
stance, a DNA-binding protein that associates with T1
and T2 and causes termination.398– 401  Another prob-
lem may be the separating of catenated DNA circles
by action of a topoisomerase.  Finally, it is essential to
partition the original chromosome and its replica, one
to each daughter cell.  This requires at least three other
gene products including one large 170-kDa protein.402

5.  The Replication of Viral DNA

The replication of viral DNA usually depends
upon the genes of both the host organism and the
virus.  For example, ts mutations in the E. coli genes
dnaB, D, E, F, and G lead to a loss in ability to support

C.  Replication

Figure 27-20  (A) Hypothetical replisome for concurrent
replication of leading and lagging strands by a dimeric
polymerase associated with helicase dnaB and a primosome.
Open arrows indicate directions of movement of DNA,
which is forming a loop as the polymerase fills a gap to
complete an Okazaki fragment.  The primase will then form
a new primer and a new loop.  From Kornberg and Baker.265

(B)  Electron micrograph of the primosome bound to co-
valently closed φX174 duplex replicative form.  These enzy-
matically synthesized duplexes invariably contain a single
primosome with one or two associated small DNA loops.
From A. Kornberg in Hubscher and Spadari,266 pp. 9,10.
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growth of phage λ as well as loss of ability to repro-
duce under conditions where the ts gene products are
inactivated.  However, the phage can replicate in E. coli
with mutated genes dnaA and C because phage λ
encodes its own initiator proteins by genes O and P
(marked on the gene map in Fig. 26-4).  In addition to
these two proteins, seven E. coli proteins are required
to initiate replication at the lambda origin ori λ and to
complete replication.403– 407  The E. coli dnaB helicase
and the dnaC protein are needed, as in Fig. 27-19.  The
chaperonins dnaJ, dnaK, and GrpE are also necessary
for replication of phage λ and other viruses.408,409  As
we have seen (Section 2) many viruses contain genes
specifying their own DNA polymerases and primases,
which function in cooperation with host proteins.  For
many dsDNA viruses the origins of replication, prim-
ing reactions, and chain elongation processes closely
resemble those of E. coli.363,410

In contrast, the first step in replication of the fila-
mentous Ff viruses (f1, fd, and M13) or the small
icosahedral φX174 or G4 is conversion of the single-
stranded closed circular DNA molecules of the infect-
ing virus particles into circular double-stranded
replicative forms (RF).265,411,412  This occurs as the
DNA enters the bacterial cell and is accomplished
entirely by the enzymes of the host cell.  Phage G4
DNA, whose replication has the simplest known
requirements, contains a tight hairpin region at its
origin.  The rest of the DNA must be coated by SSB for
replication to occur.  The hairpin resists melting and
serves as a binding site for E. coli primase.  This is the
only known case in which no other priming proteins
are needed.265  Primase synthesizes up to a 29-ribonu-
cleotide primer after which DNA polymerase III ho-
loenzyme copies the rest of the chain.

Replication of the closely related φX174 is more
complex.  It requires assembly of a primosome made
up of at least seven host proteins265,371,413 :  dnaB,
dnaC, primase (dnaG), and proteins priB, A, C (n, n’,
n”), and dnaT (i), Table 27-2.  The 76-kDa helicase priA
(n’) may locate the primosome assembly sequences,
which are ~ 70 nucleotides in length,414 and displace
SSB from them.  These sequences can adopt secondary
structures with a pair of hairpin loops.265  Kornberg
and associates suggested that the same kind of primo-
some formed at these sites in the φX DNA may par-
ticipate in replication of the lagging strand of the
chromosomal DNA.  If so, helicase priA presumably
functions in the replisome on one strand and dnaB
helicase on the other as depicted in Fig. 27-20.

In the second and third stages of replication φX174
RF molecules are themselves replicated and are then
used for synthesis of new viral (+) strands.  At both
stages a virally encoded gene A protein, which has
endonuclease activity, nicks the duplex.  Cutting the
(+) strand it leaves a free 3'-OH on DNA residue 4305,
while the 5'-phospho group of residue 4306 becomes

covalently attached to a tyrosyl residue in the A pro-
tein.411,415  The free 3'-OH serves as the primer for a
rolling-circle synthesis (Eq. 27-7).412,416,416a  As a new
viral strand is synthesized along the complementary
(-) strand as a template, the original viral DNA (+)
strand is displaced (Eq. 27-7) as a single-stranded tail.

A strand complementary to the single-stranded tail
is then formed in segments.  A complete turn of the
circle produces a viral strand twice the normal length.
Cleavage by the endonuclease activity of the gene A
protein and closure of the circle completes the replica-
tion.  The displaced (+) strand can be cut off and either
incorporated into a progeny phage or converted into
another RF circle.  The A protein, attached to the 5'-
terminus of the (+) strand, is involved in either case.  It
can participate in repeated sequences of initiation and
termination of viral (+) strand synthesis.265,411  Once
double-stranded circles are formed, they undergo
several replications to give additional RF circles,
which serve as templates for the synthesis of many
single strands of viral (+) DNA, which are incorporat-
ed into the mature viruses.  This synthesis of addition-
al RF circles requires transcription of some viral RF
genes.

In the final stage of replication the single-stranded
(+) chains formed by the rolling-circle mechanism are
packaged into phage particles.  The gene 5 single-
strand binding protein of M13 coats the DNA chains as
they are formed, evidently preventing their conversion
to RF circles.  In the case of φX174 the new single-
stranded DNA circles are packaged as they are synthe-
sized (Fig. 7-28) to form complete icosahedral virus
particles.  See Kornberg and Baker265 for details about
these and many other virus replication systems.

Replication of the larger tailed viruses, which have
many genes, is complex and varied.  The lytic phage λ
resembles the smaller viruses in using the host replica-
tion enzymes.265,417,418  In the final stages a rolling-
circle mechanism is utilized to form concatemers
consisting of linear DNA duplexes with numerous
successive copies of the viral DNA.  The ssDNA that is
formed in the rolling circle is converted to dsDNA as
it is formed.  Finally a terminase cleaves the DNA
at specific cos sites, using staggered cuts, to form cohe-
sive ends.417,419–420a  However, there are uncertain-
ties.421  The linear dsDNA enters an empty preformed
procapsid, apparently pumped in an ATP-dependent
fashion, perhaps by a rotating portal ring.421a

3’ 5’ 3’ 5’
5’ 3’

Minus
strand
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6.  Packaging of Viral Genomes

The construction of intact virus particles from the
genomic DNA and protein subunits is often a complex
process.  It is simplest for the small filamentous ssDNA
viruses (Fig. 7-7).  The subunits are synthesized as
soluble proteins, which enter the cell membrane, then
lose their leader sequences.  As the viral DNA coated
by the viral gene 5 ssDNA-binding protein enters the
membrane, the binding protein is replaced by the coat
subunits.422– 424

The process is somewhat more complex for the
icosahedral viruses.  In the φX, G4, α3 family the icosa-
hedral procapsid is constructed with the aid of both
internal and external scaffolding proteins425,426 as is
illustrated in Fig. 7-28.  In phage that replicate via
concatameric dsDNA the terminase that cleaves the
DNA also interacts in a precise way with the packag-
ing apparatus of the prohead.427– 429  For the tailed
phage the ring-shaped oligomeric head–tail connector
(Fig. 7-29), together with an ATPase, may function as a
rotatory pump to feed the DNA into the prohead.430–430c

This has been demonstrated for phage φ29.430a–c  In
some cases the terminase produces new phage DNA of
unit size, but in other cases, e.g., with phage T4, the
DNA may be cut more randomly when the head is full
or when another piece is needed to fill it.431  After the
DNA is packaged the virus capsids usually expand
and become stronger.432,432a

7.  Plasmids

Most bacteria contain plasmids which are self-
replicating but stably maintained at well-defined
numbers of copies per cell.265,433  They are usually not
essential to the cell but may carry traits such as anti-
biotic resistance or toxin formation that benefit the
bacterial host.  A plasmid always carries in its DNA an
orign (ori) of replication and a gene, usually designat-
ed rep, for an initiator protein.  It usually encodes other
proteins as well but may depend largely on host pro-
teins for replication.  Plasmids may use the oriC copied
from the bacterial host’s DNA, the origin from phage
λ, yeast autonomously replicating sequences (ARSs,
Section 10), or other origins.  Replication of the small
6.6-kb plasmid ColE1, which is present at ~ 20 copies
per cell, depends entirely on the host-cell replication
machinery.265  However, the control of copy number
depends upon synthesis of antisense RNA and its
reaction with the plasmid DNA (see also Chapter 28,
p. 1615).434,435  Similar copy number control is used by
the larger ~ 100-kb resistance factor R plasmids.436

Some plasmids use replication systems very similar to
those of viruses such as φX174, often using rolling-
circle replication.437  However, the plasmids lack the
proteins for virus coat formation and maturation.438

The F factor plasmids, discussed in Chapter 26, are
large 100-kb circular DNA molecules containing ~ 60
genes, about 20 of which encode proteins involving
transfer of DNA into another bacterial cell (Fig. 26-
3).265,439,440  F plasmids display strict copy number con-
trol with only 1– 2 copies per host chromosome.  The
controls lie in a region known as the partition locus,
which resembles regions of the host chromosomes
that are involved in partition of the bacterial genome.
They have repetitive sequences suggesting a similarity
to centromeres of eukaryotic chromosomes.441

8.  Chromosome Ends

The T-odd bacteriophages T1, T3, T5, and T7 are
medium-sized phage with linear duplex DNA ge-
nomes.  Replication of linear DNA in these and in
many other genomes presents a problem.  Even if the
RNA primer segment is made at the very 3' end of the
template strand, there will be a gap in the final repli-
cated strand when the primer is digested out.  Since
there is no known enzyme that will add to the 3' end
of a chain, this gap will remain unfilled.  The problem
is solved by terminal redundancy, the presence of a
common 260-nucleotide

sequence at both ends.  Several daughter DNA mole-
cules with gaps at the 5' ends can be joined by their
cohesive ends to form a long concatamer.  DNA
polymerase I fills any gaps, and the chains can then be
ligated and cleaved at different points to generate
complete 5' ends.442

Another mechanism, which is utilized by some
single-stranded parvoviruses,416,443 obviates the need
for an RNA primer by use of a palindromic sequence
to form a hairpin loop (Eq. 27-8).

Yet another solution to this problem is used by
some viruses.  Phage �29 of Bacillus subtilis primes
the replication of its 19,285 bp dsDNA at both ends
by a terminal protein, which is linked covalently
through its Ser 232 – OH group to dAMP.443a  The
3'– OH of the deoxyadenosyl group primes the DNA
replication.  In a similar fashion replication of the
eukaryotic adenoviruses, whose genome is a 35- to
36-kb linear DNA duplex, starts at the ends and is
primed by one residue of dCMP covalently attached
through a 5'-phosphodiester linkage to a serine side
chain in a 80-kDa preterminal protein.  It substitutes
for the RNA oligonucleotides that prime most DNA
synthesis.444– 447  The dCMP pairs with guanine at the
3' terminus of the template strand and provides the
initiating 3'-OH group.  During the replication the

C.  Replication
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preterminal protein is cleaved to the 55-kDa terminal
protein, which remains covalently attached, one
molecule at the 5' end of each strand.  The genome can
be replicated in vitro by five proteins: the virally en-
coded preterminal protein, DNA polymerase, DNA-
binding protein, and two cellular transcription factors
that bind in the adenovirus origin region.

The chromosome end problem is solved in an-
other way in eukaryotes.  As discussed in Section B,1,
telomeres (chromosome ends) contain repeated se-
quences of variable length.  One DNA strand is always
G-rich.  For example, in human cells the sequence
5'-(T T A G G G)n – 3', where n may be ~ 20, oc- curs at

the 3' ends of the G-rich strands.  The other
strand, whose 5' end is at the telomere end, is
C-rich and has the complementary sequence
3'-(A A C T C C C)n – 5'.  The 3' end of the G-rich
strand is always longer by 12 – 16 nucleotides
than the end of the C-rich strand.  This 3'
extension may fold back to form non-Watson–
Crick structures that apparently involve G-
quartets (Chapter 5).447a,b  The shorter 5' end is
thought to result from the need for a short
RNA primer during replication.  As shown in
Fig. 27-21, when replicated in the normal
fashion the full G-rich leading strand will be
formed, but the C-rich lagging strand will be
8–12 nucleotides short, when the RNA primer
is digested away.  A result of this is that human
somatic cells gradually lose telomeric repeats.
However, in tumor cells, germline cells, and
unicellular organisms the enzyme telomerase
prevents this telomere loss.448–449a

Telomerase is a reverse transcriptase that
copies the DNA sequence of the telomeric repeats from
a small guide RNA that is part of the enzyme.  The
first telomerase studied was the relatively abundant
enzyme from Tetrahymena.  It contains a 159-nucleotide
RNA with the sequence 5'-C A A C C C C A A-3' at posi-
tions 43 – 51.  This sequence is complementary to
the 5'-T T G G G G-3' repeat sequence of the Tetrahy-
mena telomeres.450,451  A 127-kDa human protein
contains a similar guide RNA with the sequence
5'-C U A A C C C U A C C-3', which is complementary to
the human telomere repeat sequence as is illustrated
in Fig. 27-21.452– 454  Telomerases455,456 evidently allow
the cell to elongate the telomere 5'-ends using the
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Figure 27-21  Aspects of telomere synthesis.  The end of the chromosome and the 5' end of the C-rich strand is at the left.
This is the template for replication of the leading G-rich strand (green).  The primer lies far back in the chromosome.  The C-
rich strand is replicated in segments from several RNA oligonucleotide primers, one of which lies at the 5'-terminus.  This first
primer is removed by RNase activity leaving a 12 – 16 nucleotide 3'-overhang.  The telomerase guide RNA can hybridize with
the 3'-end of the G-rich strands providing a template that allows additional growth of the G-rich strand and extension of the
C-rich strand also in the next replication.
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guide sequence and the reverse transcriptase activity
of the telomerase.  Any number of additional repeats
may be added to the 5' ends.  The shortened 3' ends
can also be lengthened in the next round of replication.

The control of telomerase must be important.  The
enzyme is active in early embryonic cells and some
stem cells.  However, most normal cells have little
or no telomerase activity and lose telomere length
throughout their lifespan with eventual growth ar-
rest.448,454,457  On the other hand, excessive telomerase
activity may induce cancer.451,458,459  Certain mutations
in the telomerase guide RNA can cause greatly in-
creased telomerase activity.459  The control of telom-
erase is still poorly understood but involves specific
telomere-binding proteins.448,454,460–460b

9.  Mitochondrial and Chloroplast DNA

Replication of the ~ 16-kb mammalian mtDNA
begins with RNA priming within a small displace-
ment loop or D-loop.  One daughter strand, the
heavier or H strand, starts to grow on the primer.  As
it does, the parental H strand is displaced and the
D-loop is enlarged.  The H-strand grows until ~ 70%
of the parental H strand has been displaced and the
L-strand origin (Fig. 18-3) is uncovered.  Then a new
light L strand is laid down to form the second daugh-
ter duplex.  The rate of formation of the new L strand
is only 10 nucleotides / s, an hour being required to
complete the process.  The DNA formed is initially
relaxed, another 40 min being needed to introduce
the 100 superhelical turns present in the finished
chromosome.461

The kinetoplast DNA of trypanosomes (Fig. 5-16)
consists of thousands of catenated circular DNA mole-
cules.  Among these the smaller minicircles always
contain the sequence G G G G T T G G T G T A at their
origins of replication.  The minicircles are individually
removed from the mass prior to replication.  The two
progeny circles are then both recatenated into the
mass.462

Chloroplasts contain large 120- to 169-kb circular
genomes encoding about 100 proteins (Chapter 23).  A
characteristic feature of most chloroplast DNA is the
presence of long inverted repeat sequences (10,058 bp
in the liverwort, 25,339 bp in tobacco).463,464  These are
separated by 19,813 and 81,095 bp single copy regions
in the liverwort and by similar sized regions in tobac-
co.  Plastid DNA exists as a mixture of monomeric
molecules with smaller amounts of dimers, trimers,
and tetramers.464

Ethidium bromide inhibits the replication of chlo-
roplast DNA and causes partial degradation of exist-
ing DNA in chloroplasts without interfering with
replication of DNA in the nucleus.  The effect is similar
to that of the same drug on mitochondrial DNA.

However, cells of Chlamydomonas treated with ethidi-
um bromide are able later to regenerate their chloro-
plast DNA.  This result has been interpreted to mean
that there may be one or a few “master copies” of
chloroplast DNA in specially protected locations.  The
result should also be considered in relationship to the
following observation.  Although nuclear and organ-
elle DNA molecules replicate at different times in the
cell cycle, constant proportions of the organelle and
nuclear DNA tend to be maintained.  Thus, there must
be some kind of control mechanism leading to a cou-
pling of DNA replication in nuclei, mitochondria, and
chloroplasts.465

10.  Replication of Eukaryotic Nuclear and
Viral DNA

Replication in eukaryotes is similar in many ways
to that in bacteria.284,466– 467a  However, the ~ 106 kb of
DNA in a typical eukaryotic genome is divided into
many replicons, segments of DNA 30 –150 kb in
length, each having its own origin of replication.  In
the relatively small ~ 14-Mb yeast genome there are
~ 400 replicons,468,468a but in mammalian DNA and
also in plant DNA464 there are probably thousands.
DNA synthesis is initiated at different times during
the S-phase of the cell cycle at the various origins in
an ordered pattern.469,469a,b  An important unanswered
question is how the cell is able to replicate all seg-
ments of all of the chromosomes just once before
entering mitosis.

Many of the proteins of eukaryotic replication are
closely related in sequences and functions to those
of bacteria.  There are initiator proteins analogous
to E. coli dnaA (Fig. 27-19).  The DNA polymerases
have been discussed in Section C, 2 (see Table 27-1).
Eukaryotic polymerases α and δ and possibly ε are
essential for replication.470,471  Polymerase α, which
is inhibited specifically by the fungal metabolite aphi-
docolin,472 is a complex of a ~170-kDa DNA poly-
merase core, an RNA-synthesizing primase consisting
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of 58- and 49-kDa subunits, and a 70-kDa subunit of
uncertain function.473– 474a  The complex makes an
RNA–DNA primer consisting of ~10 nucleotides of
RNA and ~30 of DNA.475  This pol α/primer is re-
placed early in replication by the highly processive
polymerase δ and, perhaps, under some conditions
by polymerase ε.  The ringlike processivity factor or
“clamp” that is provided in E. coli by protein dnaB
is called the proliferating cell nuclease antigen
(PCNA) in eukaryotes.476  It is loaded onto the DNA
by a clamp loader, the 5-subunit replication factor C
(RFC).476a  As in E. coli (Fig. 27-19) an SSB type protein
known as replication protein A (RPA) is also essen-
tial.467,477  PCNA is not only essential to eukaryotic
replication but is also required for recombination and
repair.476  The polα/ primer primes leading strand
synthesis initially but then switches to replication
origins on the lagging strand where, together with
other proteins, it primes the formation of the Okazaki
fragments.  Polα/ primer is also a logical participant
in the control of the initiation of the S-phase of the
cell cycle.478

Eukaryotic viruses. Investigation of viruses
provided the first insights into eukaryotic DNA repli-
cation. Most of the factors needed for replication of
the DNA of adenoviruses, simian virus 40 (SV40), and
polyomavirus447 within animal cells are supplied by
the host.  Replication of the 5-kb SV40 DNA, whose
DNA forms typical nucleosomes (Fig. 27-3), appears
to be an excellent model for eukaryotic replication in
general.479– 482  The single SV40 origin of replication is
a 64-bp sequence containing the 5-bp sequence GAG G
C four times as pairs of inverted repeats.  These are
recognized by the 95-kDa virally encoded initiation
protein which also has helicase activity and is known
as the T antigen.483,483a  A nearby 17-bp sequence
containing only AT pairs is presumably the region of
entry of the host cell’s polymerase α/ primer.  Single-
stranded DNA regions are coated with the replication
protein A.  After the primer is formed, the RFC com-
plex loads the sliding clamp PCNA, and polymerase α
is replaced by polymerase δ on both leading and lag-
ging DNA strands permitting highly processive bidi-
rectional chain elongation.  Topoisomerase activity is
required to decatenate the replicated chromosomes.
Since SV40 DNA forms typical nucleosome (Fig. 27-3),
its replication is thought to mimic chromosomal repli-
cation quite closely.  The more complex herpes simplex
virus HSV-1 has a 153-kb genome, a linear DNA du-
plex.  It has ~75 genes and encodes its own DNA
polymerase, origin-binding protein, SSB, and other
proteins needed for replication within eukaryotic
cells.484,485

Artificial chromosomes. Another approach to
understanding eukaryotic replication, similar to the

use of oriC plasmids in E. coli, is to study autono-
mously replicating sequences (ARSs)469,486 and
plasmids468 and artificial chromosomes487 made
from them.  ARS sequences were first found in the
budding yeast S. cerevisiae.  Plasmids containing an
ARS, whose core consensus sequence is 5'-(A/ T)T T
TAT(A/ G)T T T(A/ T), replicate autonomously during
S-phase.  Such plasmids have been genetically engi-
neered, providing them with telomeres and some kind
of functional centromere, to form artificial chromo-
somes. Yeast artificial chromosomes (YACs) have
become extremely important as cloning vehicles
(Chapter 26), and they also serve as important tools for
studying eukaryotic replication and its control.  They
can be cultured in yeast cells or can be transferred into
animal cells, etc.

As mentioned in Section B, 1, human centromeres
are rich in the repetitive α-satellite DNA.  By joining
α-satellite DNA-containing fragments of the X-chro-
mosome to cloned telomeric DNA, human minichro-
mosomes have been created.488  These have been
developed into human artificial chromosomes,489

which may be practical vehicles for gene transfer in
human therapy.

Replication of nuclear DNA.  The budding yeast
Saccharomyces cerevisiae has permitted the most de-
tailed picture of DNA replication in a eukaryote.  The
complete genome sequences are known and the ARSs
have been physically mapped.468a  For example, in
chromosome VI there are nine origins that differ in
frequency of initiation and which replicate sequential-
ly during the S-phase of the cell cycle.490  The initiation
(replicator) regions surround the 11-bp consensus
sequence of the ARSs, each occupying at most ~ 150
bp.  However, in metazoa and even in the fission yeast
Schizosaccharomyces pombe the ARSs range from 500 to
1500 bp in length.  These origin regions frequently
overlap the promoter sequences, which control initia-
tion of transcription (Chapter 28).491  This association
with transcription origins has also been observed in
metazoan cells, where replication origins are often
clustered.492  However, there is no sequence homology
between the ARSs of S. cerevisiae and replication ori-
gins in other species, even those of S. pombe.490

The study of replication in yeast ARSs and artifi-
cial chromosomes has revealed that initiation of repli-
cation requires not only an initiator protein but a
complex of six proteins that form an origin recogni-
tion complex (ORC).493– 495a  This complex, which is
essential to initiation of replication, may be joined by
additional proteins in a prereplication complex.  At
least some of the ORC proteins have their homologous
counterparts in metazoa, suggesting a highly con-
served initiation machinery.495a– c

One or more of the proteins that bind to the ORC
may constitute a license to replicate.  The licensing
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concept states that when replication occurs the license
is destroyed and the origin involved cannot initiate
replication again without a new license.  The replica-
tion licensing factor (LRF) is postulated to be unable
to pass through the nuclear membrane.494,496  It can
only reach the replication origin after the S-phase has
concluded and mitosis has taken place.  At this time
the membrane has been disrupted.  A second signal,
the S-phase promoting factor (SPF), cannot act with-
out an intact nucleus and a license in place.469,495,497–500

This system ensures that DNA is replicated only once
per cell cycle.  Among the proteins involved in the
licensing is a group of minichromosome mainte-
nance (MCM) proteins, so-named because of their
importance to replication of ARSs and artificial chromo-
somes.495  Six of these proteins (MCM2 – MCM7) can
form a hexameric complex with one subunit of each type
as well as other complexes, e.g., (MCM4,6,7)2.500a–c The
latter acts as an ATP-dependent helicase.  A somewhat
simpler MCM complex is found in archaea.500d  Some
of the cell cycle proteins (Chapter 26, Section F,1),
including Cdc6 and the protein kinases Cdc7 and
Cdc28 as well as other proteins, are also required for
regulation of replication origins.  Proteins homologous
to those of yeast have been identified in humans and
other eukaryotes.  Licensing of replication involves
association of the MCM helicases with each ORC
during the G1 phase of the cell cycle.  Binding of the
initiation factor Cdc6/18 and of a recently discovered
loading factor Cdt-1 apparently completes the licens-
ing. Once licensing has occurred both cdc6/18 and
Cdt-1 can dissociate from the DNA.496  Removal of
Cdt is facilitated by its binding to another protein
Geminen, found first in the frog X. laevis.500e–g  The
ORC complexes may remain at the origins.  It has
been estimated that a yeast cell contains ~400–600
molecules of the very stable ORC, about one ORC per
replication origin.  However, a large excess of MCM
proteins may be present.  Their concentrations may
regulate the number of ORC molecules that associate
with DNA.  Replication of DNA is not the only aspect
of cell growth.  For example, as DNA is replicated
histones must be synthesized and assembled.  This
synthesis occurs during the S-phase and is tightly
coupled to replication.500h

Initiation of replication in metazoans is still con-
fusing.  Almost any piece of DNA will be replicated if
introduced into a Xenopus egg, where initiation ap-
pears to occur just once at a random position.501,501a,b

However, in differentiated tissue the origins of replica-
tion seem to be fewer in number and more specifically
located.  A possible explanation is that high concentra-
tions of ORC and MCM proteins in the embryo may
lead to many relatively nonspecific origins and a
replicon size of ~7 kb.  The lower concentrations of
these auxiliary factors in somatic cells may lead to
fewer but more specific origins with a replicon size

C.  Replication

of ~ 170 kb.495  Three distinct mammalian origins have
been studied in detail.  One is in the β globin locus
(Fig. 27-10).500  A second is near the dihydrofolate
reductase gene.502  A third, which is activated early in
S-phase, is at the 3' end of the lamin B2 gene.503  The
latter has been localized to a 500-bp region.  These
findings suggest that the replicon concept, as devel-
oped for yeast, may be generally applicable.

Replication of the intact genome of Drosophila has
been studied in rapidly dividing nuclei by electron
microscopy.504  The replication rate in these nuclei is
~ 300,000 bases / s, but it has been estimated that repli-
cation forks in animal chromosomes move no faster
than ~ 50 bases / s.  Thus, we would anticipate at least
6000 forks, or one fork per 10 kK bases.  Indeed, this
number of forks has been observed.505  They occur
in pairs with many short regions containing single-
stranded DNA as if one strand at the fork is replicated
more rapidly than the other as in mitochondrial DNA.
The arrangement of the ssDNA regions at the two
forks in a pair suggests bidirectional replication.
However, replication forks are rarely seen in higher
eukaryotes, but extensive regions of single-stranded
DNA are often visible.  Benbow and associates sug-
gested that in higher eukaryotes the strands of duplex
DNA may be separated throughout a whole looped
domain of DNA.  Replication could then occur with
initiation at many points along each strand.505

Replication reactions are similar in bacteria and
eukaryotes, but some details differ.  In eukaryotes at
least two DNA polymerases, α and δ, are required.  In
budding yeast polymerase ε is also essential.506  Both
polymerases δ and ε may replicate separate strands at
the replication fork.506a  Processing of Okazaki frag-
ments also differs from that in bacteria, where either
RNase H or the 5' to 3' exonuclease activity of DNA
pol I removes the RNA primer (Fig. 27-14).  This exo-
nuclease activity is lacking in eukaryotic polymerases.
Replication primers are removed in a two-step process
by RNase HI, which makes an endonucleolytic attack
that removes all but one nucleotide residue of the
primer in a single piece, leaving a 5'-phospho group
on the remaining ribonucleotides.  That residue is
removed by a 5' to 3' exonuclease designated RTH-1
nuclease (Eq. 27-9).467,507,507a,b  This is a homolog of the
yeast RAD27 protein.  A polynucleotide kinase may
then phosphorylate the 5' end of the DNA fragment.508

Another difference between bacterial and eukary-
otic replication is the presence of nucleosomes in
eukaryotes.  Some evidence suggests that nucleosomes
may open and close to allow replication forks to pass
through.509  Studies of SV40 minichromosomes indi-
cate that passage of the replication machinery does
destabilize nucleosomes, which must be partially
reconstructed about 260 nucleotides past the elonga-
tion point.510  Another factor is the variable extent and
location of modifications to histones, in particular to
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the H3 and H4 histone tails (Section A,3).  A code has
been proposed according to which certain modifica-
tions would favor transcription or mitosis, while lack
of modification would silence the genes.72

Much of the control of replication is at the initia-
tion stage.  Growth factors and other mitogenic stimuli
acting at the plasma membrane can stimulate expres-
sion of such nuclear proteins as those encoded by the
proto-oncogenes c-myc, c-myb, and c-fos.  These may
initiate a regulatory cascade (Fig. 11-13) and trigger
mitosis.511  As indicated in Chapter 26, the 34-kDa
protein kinase encoded by fission yeast gene cdc2
(budding yeast CDC28) is essential for progression of
the cell cycle through the G1 phase into mitosis (Eq.
26-3).  A single oscillation in this kinase activity in-
duced by a B-type cyclin can promote both replication
and mitosis.  However, in S.cerevisiae there are 14
different cyclinlike proteins, and their individual
functions are not clear.512  The signal that is sent to the
ORCs is likewise unclear.513  However, theoretical
models involving Eq. 26-3 and many additional com-
ponents have been proposed.514  Multiple phosphoryl-
ations may occur, some on the RPA initiator protein.515

Many proteins required for replication, including
DNA polymerase and primase, are associated with the
nuclear matrix.516  The nuclear membrane may also be
important in controlling replication.

D. Integration, Excision, and Recombination
of DNA

The exchange of genetic information between
chromosomes, plasmids, and viruses occurs in many
ways, which are described collectively as recombina-
tion.517– 520  Mutants of E. coli deficient in recombina-
tional ability often have defects in genes designated
recA, B, C, etc. (for recombination), or ruvA, B, C . . .
(for resistance to ultraviolet light).  Some of these
mutants are unusually sensitive to ultraviolet light
because of their inability to repair damage to DNA.
Several of the recombination enzymes are used for
repair of ultraviolet damage and of double-strand
breaks in DNA arising from other causes.521,522  In

eukaryotes recombination occurs during meiosis.
Many viruses, including phage, also carry genes for
their own general recombination systems.  In addition,
the DNA of some viruses, such as the temperate phage
λ, undergoes recombination with the host DNA.  This
can happen during the processes of integration of the
viral DNA into the host genome or excision of the
viral DNA during the lysogenic cycle of replication
(Chapter 28, Section B).  Recombination occurs around
specific sites in the chromosomes of both the virus and
its host and is called site-specific recombination.
Genetic recombination is essential to the development
of genomic diversity, to the survival of a species, and
to evolution.

1.  Recombination Mechanisms

How can the homologous regions of two different
DNA duplexes be brought together?  As illustrated
schematically in Eq. 27-10, the strand exchange must
occur at exactly the same point in each duplex.  An
early attempt to explain this postulated a “copy
choice” mechanism of replication.  It was assumed that
replication occurred along one DNA strand up to some
random point at which the polymerase jumped and

began to copy from the second of a pair of homologous
chromosomes.  The newly formed DNA molecule
would be complementary to different parts of both
parental DNA duplexes.  To test the idea, Meselson
and Weigle infected E. coli with two strains of phage λ
containing 13C- and 15N-labeled DNA, respectively.523

Recombinant DNA was found to contain some 13C and
some 15N, as judged by density gradient centrifuga-
tion.  It was clear that DNA from both parents was
incorporated into DNA of recombinant progeny, a
finding that ruled out the copy choice hypothesis.

If recombination occurs instead by enzymatic
cutting of two homologous duplex DNA molecules
followed by rejoining, how is it possible to avoid
inactivation of genes by addition or deletion of genetic
material?  Recombination cannot depend upon the
random action of a nonspecific enzyme with random
rejoining.  Yet, general recombination can occur at any
point and with a roughly constant frequency through-
out the DNA chain.  The explanation of these facts lies
in the occurrence of base pairing between at least some
short homologous regions of strands of the two differ-
ent DNA duplexes.

+ +

(27-10)
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The Holliday recombination
intermediate.  In 1964, Holliday
suggested a recombination process
that would give rise to characteristic
H-shaped intermediates.524  Recom-
bination could be initiated at special
points on the duplexes, recognizable
by a recombination enzyme (Fig. 27-
22).  A short amount of unraveling
would be followed by strand ex-
change with the two broken strands
being rejoined by a ligase as indicat-
ed in Fig. 27-22.  The crossover points
would then migrate up or down the
chains as the two helices turned
about their own axes.  Long regions
of heteroduplex DNA could be gen-
erated in this way, and the process
could be terminated at a random
distance from the starting point,
accounting for the observed unifor-
mity of genetic recombination events.
Chain cleavage and rejoining of two
of the strands would terminate the
process.  If these were the same
strands broken in the initiation event
(cleavage at points aa’ in Fig. 27-22),
genes lying outside the heteroduplex region would
not be recombined, but cleavage of the other chains
(at points bb’) would lead to their recombination.
Intermediates of the type predicted by the Holliday
model were soon observed by electron microscopy
(Fig. 27-23).525  Three-dimensional structures have
been determined by X-ray crystallography525a and
have been studied by atomic force microscopy.525b

The cross-stranded structure shown in Fig. 27-22
can be formed with all base pairs in both duplexes
intact.526,527  All that is required is formation of a nick
in each of the two polynucleotide chains and a rejoin-
ing of the backbones across the close gap between the
duplexes.  This model also accounts for the cutting of
the two crossed strands at exactly equivalent points
to terminate the process.  Various mechanisms of
recombination exist, and most make use of the key

D.  Integration, Excision, and Recombination of DNA

Figure 27-23  A chi form of DNA from the colicin E1 plasmid.  These
forms are thought to be derived from recombination intermediates of the
Holliday type, which appear as “figure eight”-shaped molecules twice
the length of the colicin genome. This figure eight form was cut at a
specific site that occurs only once in the genome (twice in the figure
eight) by restriction enzyme EcoR1 to give the chi form.  The pairs of long
and short arms are believed to represent homologous duplexes.  The
single strands in the crossover have pulled apart revealing the strand
connections clearly.  Such a structure would be expected from the Holli-
day intermediate (upper right corner of Fig. 27-22), e.g., if one of the two
vertical duplexes were rotated end over end.  From Potter and Dressler.525

Homologous strands
are cleaved and
rejoined to form
crossed structure

As the two helices turn,
the junction moves up
the helices generating
heteroduplex regions

Hetero-
duplex
region

b a a’ b’

Cleavage at a, a’
and rejoining
forms two
parallel helices,
each containing
a heteroduplex
region

Cleavage and rejoining
at b, b’ produces two
crossed duplexes

Holliday
recombination
intermediate

Figure 27-22  A recombination mechanism involving single-stranded
exchanges.  After Holliday.524

Holliday recombination intermediate (Fig. 27-22, Fig.
5-28, Eq. 27-11).521,528– 530a  Such four-way junctions
can arise in several ways.530a– d  For example, a 3' or 5'
single-stranded tail in a piece of dsDNA can “invade”
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another dsDNA that has a homologous sequence as
indicated in Eq. 27-11.  In this drawing a 5' tail has
been displaced during repair of a gap in one strand.
The resulting D loop may be trimmed out and a new
connection made to give the Holliday intermediate.
The cleavage points a, a’, b, b’ marked in Eq. 27-11
correspond to those in Fig. 27-22.  Holliday junctions
may also be formed in stalled replication forks and
must be removed to allow replication and transcrip-
tion to continue.530e  The existence of the Holliday
intermediate has been supported not only by electron
micrographs such as that of Fig. 27-23 but also by the
identification of endonucleases that carry out the
necessary cleavages of synthetic Holliday intermedi-
ates that have been made artificially (see Chapter 5.)
Endonucleases with a high specificity for Holliday
junctions have been found in bacteria, among pro-
teins encoded by viruses, and in a wide variety of
eukaryotic cells.  Additional proteins including heli-
cases, DNA-binding proteins, and specialized strand
exchange proteins are also required to catalyze the
individual steps in the recombination process.

The main RecBCD pathway of recombination in

E. coli depends upon a dsDNA
nuclease and an unwinding com-
plex consisting of proteins RecB,
C, and D.531– 533  The complex is a
powerful exonuclease, which can di-
gest the ends of a DNA duplex.  It
degrades the 3' ends most rapidly,
leaving 5'-tails that can invade other
homologous duplexes as in Eq. 27-
11.  The RecBCD complex is also
an ATP-dependent helicase, which
unwinds the DNA, preparing
ssDNA for reaction with the strand-
exchange protein RecA.  The RecB-
CD complex also functions to
completely degrade foreign dsDNA
such as that from invading bacte-
riophages.532  Why doesn’t it also
degrade the genomic DNA of the E.
coli cell in which it functions?  The
answer lies in an eight-base DNA
sequence, a recom-bination “hot
spot” called chi (�): 5'– G C T G G T G
G– 3'.  This χ sequence occurs 761
times in the leading strands for
DNA replication in the E. coli
genome.533a– 534a  When the RecBCD
complex reaches a χ sequence, when
approaching it from the 3' end, the
enzyme stops its exonuclease ac-
tion by inactivating the nucleolytic
activity of the D subunit and pro-
motes recombination about five- to
ten-fold as fast as at other sites.533,535

RecA and other strand-exchange proteins. The
352-residue product of the E. coli RecA gene is a multi-
functional recombinase, which is required both for
recombination and also for DNA repair.536– 540a  In
its repair function the RecA protein acts as a DNA-
dependent protease that cleaves a number of repres-
sors in response to damage to DNA.  It has a quite
different role in recombination where it (1) brings a
piece of single-stranded DNA (an end or a gap) togeth-
er with a duplex; (2) locates homologous sequences;
and (3) forms a synaptic complex in which strand
exchange can occur.  Electron microscopic observa-
tions536 show that the RecA protein binds to either
single-stranded or duplex DNA in a cooperative man-
ner to form long rodlike spiral filaments (Fig. 27-24).
Measurement of the lengths of RecA protein-covered
duplexes shows that the DNA is underwound and
stretched by about 50%.  It contains ~ 18 nucleotides
per turn.536,539,539a  Similar filaments are formed with
single-stranded DNA, 3 – 4 nucleotides being bound
per RecA protein monomer.  Formation of this ssDNA
complex, which may be regarded as an initiation
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complex for recombination, requires MgATP and is
faciliated by prior coating of the DNA with SSB pro-
tein.  The RecA protein subunits are added in the 5'- 3'
direction of the DNA, and SSB is displaced in the
process.541

The initiation complex binds to duplex DNA
rapidly and more slowly promotes strand exchange.
In related reactions a single-stranded SSB-coated
circular DNA will bind to RecA protein, then exchange
strands with a linear duplex (Eq. 27-12).  The strand
exchange requires ATP and advances in the 5' to 3'

direction along the original single strand at the rate
of a few bases / s.  Strand exchange can also occur
between two duplexes if there is a suitable gap in one
strand, e.g., as is illustrated in Eq. 27-13.

A possible mechanism of strand exchange is illus-
trated in Figs. 27-25 and 27-26.  The RecA protein has
binding sites that can accommodate nucleotides from
two DNA molecules, one single-stranded and the
other a duplex.  It may also accommodate two DNA
duplexes.542  As shown in Fig. 27-25, the RecA protein
could test the hydrogen-bonding between many base
pairs at once in a search of homologous regions.  The
two DNA chains would have to either slide past each
other or repeatedly dissociate and reassociate543 until a

homologous region was found.  Then strand exchange
could occur.  As is shown in Fig. 27-26, the single
strand may be wound into the major groove of the
duplex to form an interwound triplex.  The matching
of hydrogen-bonding atoms may be an attractive way
of searching for homology, but the actual search seems
to substitute speed for precision.  Base substitutions
are quite permissive.  The need for precise hydrogen-
bonding has not been demonstrated, and the exact
recognition mechanisms in homologous recombina-
tion remain uncertain.544–544b  Whole chromosomes
must be aligned and checked rapidly in the homology
search.545

Many proteins similar to the RecA protein and
with similar functions have been found.546,547  These
include the products of gene uvsX of phage T4,548,549

the β protein of phage lambda,550 the yeast
RAD51551,551a and human RAD51 proteins,552,553 a
meiosis-specific human homolog of the RecA pro-
tein,554 and corresponding proteins from plastids of
higher plants.555  Both the UvsX protein of phage T4
and human RAD51 protein yield strands of coated
DNA similar to those in Fig. 27-24.

Processing the Holliday junction. Completion
of the recombination process requires “resolution”
of the Holliday intermediate by endonuclease action
followed by ligation and perhaps by gap repair.  The
major recombination pathway in E. coli employs a
binding protein, a nuclease, and a helicase encoded
by genes RuvA, B, and C.528 RuvA is a DNA binding
protein specific for symmetric Holliday junctions.529

RuvB is a closely associated ATP-dependent heli-
case.556– 558  On the basis of genetic and X-ray crystallo-
graphic evidence it is now evident that some of the
functions previously attributed to RecA are carried out
by the RuvABC complex.  As indicated in Fig. 27-26B,
RuvA binds to the Holliday junctions, holding it in
the symmetric square configuration in which branch

+ +

(27-12)

+ +

D.  Integration, Excision, and Recombination of DNA

(27-13)

Figure 27-24  Structures of RecA
protein spiral filaments.  (A) RecA
protein filament formed on circular
duplex DNA in the presence of
ATP(γ-S), shadowed with Pt and seen
by electron microscopy.  (B) Diagram
of RecA bound to duplex DNA in the
presence of ATP(γ-S), as determined by
electron microscopy.  RecA monomers
are shown as spheres, but their exact
shape is unknown.  (C) Diagram of
RecA spiral filament in crystals of
RecA protein free of DNA, based on
X-ray crystallographic data.  Arrows
indicated alignment of monomers.
From Howard-Flanders, West, and
Stasiak.536

10 nm

8.2 nm

A B

C
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migration is possible.  Two molecules of the oligomeric
RuvB helicase apparently rotate the DNA, causing
branch migration and movement of the DNA through
the RuvAB complex.559,559a,b  Under some circum-
stances a different helicase, encoded by E. coli gene
RecG, moves Holliday junctions in the opposite direc-
tion.560  In addition to RuvA a variety of other Holli-
day junction-binding proteins are known.561  These
include p53 and the nuclear HMG proteins.560,561

RuvC is an endonuclease that is highly specific for
Holliday junctions.  It is a resolvase that cuts at either
points a,a’ or b,b’ of Eq. 27-11 to form either “patched”
or “spliced” recombinant DNA (Fig. 27-26C).  Similar
resolvases process bacteriophage DNA562– 564 and have
also been found in yeasts and in mammals.565,566  All
are dimeric metal ion-dependent proteins.567

2.  Nonreciprocal Recombination and Unequal
Crossing-Over

The phenomenon of gene conversion or nonre-
ciprocal recombination568,569 was first recognized in
genetic studies of fungi for which the four haploid
miotic products can be examined individually (tetrad
analysis; p. 20).  Instead of the normal Mendelian ratio
of 2:2 for the gene distribution in the progeny at a
heterozygous locus a ratio of 3:1 is sometimes ob-
served.  One of the recombinant chromosomes appears
to have been altered to a parental type.  A reasonable
mechanism by which this can occur arises from the
fact that heteroduplex regions, which are present in
recombination intermediates, contain defects in base
pairing.  One strand of the heteroduplex will have a
base that does not properly pair with the base in the
other strand, or will have an extra base that loops
out from the heteroduplex.  Since cells contain repair
mechanisms that search for defects and carry out a
repair process, there is a likelihood that one strand in

the heteroduplex region will be altered to restore
perfect base pairing, thus causing the observed gene
conversion. “Flanking” genetic markers outside of the
heteroduplex region are unaffected by gene conver-
sion, and during meiosis crossing-over between these
markers occurs in about 50% of gene conversion
events as would be predicted from the model of Fig.
27-21.  Data from yeast show that nonreciprocal re-
combination during meiosis may also result from
double-strand breaks and gap formation followed by
repair synthesis using both strands of the homologous
chromosome as templates.569

Recombination is not limited to meiosis but can
occur between homologous chromosomes during
mitosis, during the G1 period preceding mitosis, or
even during the G2 period.570,571  Certain mutations in
yeast abolish meiotic recombination but have much
less effect on mitotic recombination.572  Thus, the two
processes are not identical.  It has been suggested that
mitotic recombination is utilized to maintain sequence
homogeneity between repeated eukaryotic genes.572,573

Since DNA contains many repeated sequences,
crossing-over sometimes occurs between locations that
are not the same in the two duplexes.  Such unequal
crossing-over has the effect of lengthening one
duplex and shortening the other.  This may be very
important in evolution.  It may also, surprisingly,
function to preserve homogeneity of chromosomes
within a species.574,575  For example, tandem arrays of
ribosomal RNA genes (Section B,3) in yeast have 140
identical copies of their 9-kb repeat unit.575  Unequal
crossing-over between either sister chromatids or
homologous chromosomes, when repeated often
enough, can lead statistically to a highly homogeneous
population.

Figure 27-25  A possi-
ble mechanism for
homologous pairing of
an ssDNA with a duplex
DNA and strand ex-
change.  The ssDNA
(right) binds together
with a hydrogen-bond-
ed duplex (left).  The
RecA protein rotates the
bases into the heterodu-
plex configuration,
where hydrogen bonds
may be formed in many
of the base pairs.  After
Howard-Flanders, West,
and Stassiak.536
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Figure 27-26  (A)  Model for genetic recombination proposed by Howard-Flanders et al.536  (I) RecA protein binds coopera-
tively to the single strand in a gapped duplex to form an initiation complex in preparation for pairing.  (II) The initiation
complex binds to the intact duplex, making transient contacts until a homologous site is reached.  For clarity, the initiation
complex is drawn with only a few protein monomers, but in reality it is likely to extend over hundreds or thousands of nucle-
otides.  (III) When homologous contacts are made and the strands become paired locally, the initiation complex acts as nucleus
for further cooperative binding, which extends the RecA spiral filament around all three or perhaps all four interacting
strands.  (B)  Arrangement of the proteins and DNA during three stages of recombination catalyzed by the RuvABC system.
The two RuvB hexameric rings are shown in cross section with the DNA passing through their centers.  After Rafferty et al.529

See also chapter banner, p. 1527.  (C)  Scheme of DNA rearrangement during homologous recombination in E. coli.
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Figure 27-27  Integration of the phage λ genome into the E. coli chromosome
at site attB.  The same recognition sequences are present at attB and attP.  These
are cut at points a with rejoining to give the structure at center right.  This is
cleaved at points b with rejoining to give the integrated prophage.
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3. Site-Specific Recombination and the
Integration and Excision of DNA

Recombination at specific sites in DNA is responsi-
ble for integration of DNA from viruses into the ge-
nome and for the cutting out of viral DNA and other
pieces of DNA from the genome.  The temperate bacte-
riophage λ and the F factors and R factors of bacteria
can all be integrated into the genomic DNA of the host
in this way.  Genes encoded by the phage or plasmid
are required.  In the case of phage λ the viral genes int
and xis are required for integration and excision, re-
spectively.576  These are not the same as the enzymes of
the rec loci of the bacterium or the general recombina-
tion genes exo and bet of the phage.  In addition, both
integration and excision require an E. coli protein
called integration host factor (IHF),
a DNA bending protein resembling
the DNA-binding HU.18b,265,577,577a

Integration of λ DNA (Fig. 27-
27) occurs at the ~ 25-bp site att B in
E. coli (Fig. 26-4) and the ~ 240-bp
site att P in the λ chromosome (Fig.
28-11).  These two sites contain
identical 15-bp core sequences within which the re-
combination occurs.  In a manner similar to that of the
recA protein a homologous region is located by the
complex of the Int (integrase) protein and IHF.  Sever-
al molecules of Int protein bind and, together with the
IHF protein, hold the phage DNA in a nucleosomelike
structure (an intasome) in which the recombination
occurs.406,578– 580b  Strand cleavage
and rejoining occur within the short
core sequence (Fig. 27-27).  Parts of
both att P and att B are recombined
to give sites att L (left) and att R
(right) in the DNA of the integrated
prophage.  In the integration com-
plex the two core att sequences are
aligned, and single-strand cuts are
made at one of the points a or b that
are indicated by the small arrows
located on opposite strands and
seven bp apart in the core sequence
shown in Fig. 27-27.  Rejoining of
strands from the opposite duplex
yields a Holliday intermediate.
That this really occurs is shown by
the fact that the Int protein cleaves
synthetic Holliday intermediates
derived from the att core and reseals
the strands to give the expected
products.581  Cleavage of the Holli-
day intermediate at points a (Fig.
27-27) will lead to excision of the
viral circle, but cutting at points b
followed by resealing with opposite

strands, as is observed, will yield integrated prophage.
Although Int and IHF proteins are sufficient to pro-
mote integration, the excisionase encoded by phage λ
gene xis is needed together with the Int protein for
excision of the λ prophage.576,582

The integrase (tyrosine recombinase) family.
The lambda integrase is the first recognized member
of a family of a hundred or more closely related en-
zymes that are involved not only in integration and
excision of phage DNA but also in converting multim-
eric forms of bacterial and plasmid chromosomes into
monomers.  One of the best known integrases is the
38.5-kDa Cre recombinase, which functions to keep
the lysogenic phage P1 in a monomeric form by re-
combination between pairs of 34-bp core sequences
designated loxP.

Since the reaction doesn’t require accessory protein
factors and can be performed in vitro with a variety of
DNA substrates, the Cre– loxP system is much used in
genetic engineering.583,584  A pair of related integrase
subunits known as XerC and XerD perform a similar
function for the E. coli chromosome as well as for
multicopy plasmids.585,586  The XerC / XerD system is
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A

Figure 27-28  (A)  Action of the integrase XerC / XerD on a pair of E. coli dif sites, containing the central six bp sequences
TATACA/ATATGT, which are shown in an antiparallel orientation.  In step a the active site tyrosine hydroxyl groups (Y-OH)
of a pair of XerC subunits carry out transesterification reactions on the 5'-terminal thymidylate residues of the central hexa-
nucleotide sequences to yield 3'-phosphodiester linkages to the XerC tyrosines.  In step b the cut 5'-ends, containing free
thymidylate 5'–OH groups, fold back to form new base pairs, and the strands are resealed in a second transesterification.
This generates a Holliday junction, which isomerizes (steps c + d) to an isomeric species that is acted on by a second pair of
transesterification steps (e) that are catalyzed by protein XerD, again with folding back of the central trinucleotides.  After
Arciszewska et al.586  (B)  The two isoforms of an antiparallel stacked X Holliday junction are shown.  These can be reached
from the symmetric square form shown in Fig. 5-28 and schematically in (A) by folding into X-conformations in which all
base pairs are stacked either in pairs a,b and c,d or a,c and b,d.  From Eichman et al.525a
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Spacer

FLP recombination target (FRT) sequence

atypical because it utilizes a pair of integrase subunits
rather than just one.  However, the basic chemistry
(Fig. 27-28) is the same for the entire family.587,587a  As
with the λ integrase (Fig. 27-27) the XerC / XerD com-
plex acts on a pair of identical core sequences that are
aligned in an antiparallel fashion.  Active sites in all
of the integrases contain the conserved amino acid
sequence Arg-His-Arg-Tyr.  All of these residues are
essential for catalysis.585  Staggered cuts are made
sequentially in the core sequences, e.g., at points a
and b in Fig. 27-27 and adjacent to the 5'-terminal thy-
midylate residues in Fig. 27-28A.  A transesterification
reaction forms 3'-phosphotyrosyl linkages from the
cut DNA to the integrase protein.  The freed 5'-OH
groups on the other cut end fold back and recombine
with the bound 3' ends of the second duplex to gener-
ate a Holliday junction.  In the mechanism proposed in
this figure, three nucleotide units are involved in the
folding back.  The hydrogen bonds of their initial base
pairs are broken, and new bonds are formed.  This
“base swapping” process is the equivalent of a short
branch migration and verifies homology of the two
recombination sites.

The Holliday junction can isomerize readily be-
tween two forms.  In one a base-stacked double helix
runs between ends a and b in Fig. 27-28B and another
runs between ends c and d.  The core hexanucleotide
sequences lie between the marked XerC and XerD
cleavage sites.  In the other isomer (lower drawing)
one helix has ends a and d and the other b and c.
Following the isomerization (steps c and d in Fig. 27-
28A) the XerD active sites act in two transesterification
reactions (not shown but analogous to those in steps a
and b) with base swapping of the trinucleotides at the
cut ends.  This generates the two separate recombinant
duplexes.  These might be two circular chromosomes
or plasmids formed by recombination from a double
length chromosome or plasmid.  The previously men-
tioned λ amd Cre recombinases appear to act by close-
ly similar mechanisms.

Tyrosine recombinases of the lambda family also
function in eukaryotes.  Best known is the FLP (Flip)
recombinase, which is encoded by the 2-µm plasmid
of Saccharomyces cerevisiae and is thought to function
in amplifying the number of plasmid copies.265  The
6.3-kbp plasmid contains a unique DNA sequence that
lies between two 599-bp repeats in inverted orienta-
tion.  Embedded in each repeat is an FLP recombina-
tion target (FRT) sequence, which is recognized by
the plasmid recombinase.  Each FRT segment includes
inverted repeats 13 bp in length with an 8-bp spacer
between them.  As with other integrase systems the

8-bp spacer or strand exchange region is asymmet-
ric and establishes the orientation of the recombina-
tion sites.587– 590  The role of the recombinase is to
invert one of the 599-bp repeats with respect to the
other (see Eq. 27-15).  This switches replication of the
plasmid to a rolling circle pattern.265

The resolvase / invertase family and invertible
DNA sequences. A second large family of recombi-
nases act by cleaving a target DNA sequence hydrolyt-
ically leaving a free 3'-OH end (Eq. 27-14, step a).  This
free end then attacks a phosphodiester linkage in a
second strand of DNA, cleaving that strand with an
in-line nucleophilic displacement (step b).  Active sites
usually contain a characteristic cluster of aspartate and

glutamate (DDE) side chains, which probably act
together with a metal ion, perhaps as in Fig. 27-13.591

Enzymes in this resolvase/invertase family act either
to resolve cointegrates in transposon action (next
section) or to invert DNA sequences.

If recombination occurs within a piece of DNA at
two homologous sites such as the attL and attR sites
at the boundaries of the λ prophage, the intervening
DNA will be excised as a circular particle (Eq. 27-15).
In this instance the two homologous regions must be
repeated in the same direction, as is indicated by the
arrow structures in Eq. 27-15.  If the homologous
sequences are oriented in opposite directions, i.e., they

are inverted repeats, excision will
not occur but the piece of DNA
between the repeats will be inverted
(Eq. 27-16).
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DNA recombination systems are known and are some-
times used to control specific genes.592  For example,
many strains of Salmonella have two types of flagella,
which are composed of flagellin subunits encoded by
genes H1 and H2 respectively.592– 594  On rare occasions
an individual bacterium switches from one flagellar
“phase” to the other.  This occurs by recombination, as
in Eq. 27-16, between two 26-recombination sites hixL
and hixR, each of which contains a 14-bp inverted
repeat.  The 993-bp invertible segment encodes a
recombinase gene called hin and a promoter, i.e., an
mRNA initiation site, which has a specific orientation.
In one orientation mRNA is transcribed from a short
operon that includes the right inverted repeat IRR, the
H2 flagellin gene and gene rh1, which encodes a re-
pressor for flagellin gene H1.  Consequently, only gene
H2 is expressed.  In the other orientation the RNA
transcription is in the opposite direction so that neither
H2 nor rh1 is expressed.  However, H1, which is locat-
ed elsewhere, is expressed freely.

Two other proteins are required for efficient inver-
sion by the Hin recombinase.  A dimer of a 98-residue
helix– turn – helix DNA binding protein called Fis
(factor for inversion stimulation), a relative of protein
HU,18b must bind to an enhancer, a 65-bp DNA seg-
ment.  Binding of Fis to the enhancer helps to hold the
supercoiled DNA and the recombinase in a correct
orientation for reaction.576,595,596  Protein HU is also
needed.  The same Fis protein binds to an enhancer

for a 3-kbp invertible DNA sequence, which controls
alternative host preferences for bacteriophage Mu (Fig.
27-29).576,596  The chemistry of the inversion reaction is
related to that of the replicative transposons discussed
in Section 4.

Microorganisms sometimes control the synthesis
of surface proteins using segments of invertible DNA.
The pathogenic bacterium Campylobacter fetus utilizes
DNA rearrangements to allow one of a large family of
surface layer (S-layer) proteins to be formed.597  The
yeast FLP recombinase, mentioned in the preceding
section, also inverts the sequence flanked by the 599-
bp repeats.589

4.  Transposons and Insertion Sequences

The first evidence that some genes can move from
one location to another within the genome came from
studies of Zea mays by Barbara McClintock in the late
1940s.598– 602  She concluded that the variegated kernels
found in some colored maize were a result of control-
ling elements, which could move from place to place
turning on or inhibiting expression of various genes
including some of those determining anthocyanin
pigment formation.  Two of these systems have been

+

(27-15)

(27-16)
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Figure 27-29  Formation of a synaptic complex of a super-
coiled circular DNA containing the sites gix (green), which
pass over and under the enhancer (gray).  The recombinase
Gin and the enhancer-binding Fis form a synaptic complex
with DNA in this form as seen directly by electron microscopy.
From Sadowski.576
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Figure 27-30  Transposons in an antibiotic-resistance plasmid.
The plasmid appears to have been formed by the joining of a
resistance-determinant segment and a resistance-transfer seg-
ment; there are insertion elements (IS1) at the junctions, where
the two segments sometimes dissociate reversibly.  Genes encod-
ing resistance to the antibiotics chloramphenicol (Cm), kanamy-
cin (Km),  streptomycin (Sm), sulfonamide (Su), and ampicillin
(Ap) and to mercury (Hg) are clustered on the resistance-determi-
nant segment, which consists of multiple transposable elements;
inverted-repeat termini are designated by arrows pointing out-
ward from the element.  A transposon encoding resistance to
tetracycline (Tc) is on the resistance-transfer segment.  Transpo-
son Tn3 lies within Tn4.  Each transposon can be transferred
independently.  From Cohen and Shapiro.602
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Resistance-transfer segmentIS 2

IS 1 IS 1
Hg

ApSm SuKm
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 1

0
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IS 10

Tn4

Tn55

T
n1

0

Tn3studied especially intensively:  the “activator
(Ac)–dissociation (Ds)” system, discovered by
McClintock and the “enhancer (En) – inhibitor
(I)” system, discovered by Peterson599,600 and
independently by McClintock.603  Each contains
two genetic elements (segments of DNA) of
which Ac and En are autonomous, i.e., they can
move by themselves.  Ds and I, however, cannot
move unless the other element of the pair is also
present.  Both Ds and En have now been cloned
and sequenced.

The general importance of transposable
genetic elements was not appreciated by most
molecular biologists until about 20 years after
McClintock’s discoveries.  Then several move-
able insertion sequences (Is elements) were
found in enteric bacteria.  Like the controlling
elements of maize these small (0.8 –1.4 kb) se-
quences can move and insert themselves at
many points in the genome, often inactivating
genes which they enter.602– 608  The E. coli ge-
nome contains eight copies of IS1, and five of
IS2, as well as several others.  Most species of
Shigella contain more than 40 copies of IS1.604

Mobile elements similar to those present in
maize also exist in archaea.604a

Following the discovery of the IS elements
it was found that transposable elements named
transposons could transfer resistance to antibi-
otics between bacteria.  All of these transposable
elements have inverted repeat sequences at the ends.
For example, IS1 contains the following sequence at
both ends but with opposite orientation as if in a

palindrome.605  Some complex transposons have an
IS sequence at each end.  For example, Tn10 contains
IS10, a relative of IS1, at both ends.608  These provide
the characteristic inverted repeat termini.  Figure 27-30
shows a schematic drawing of a bacterial drug resis-
tance plasmid containing IS1, IS2, and IS10 as well as
transposons Tn3, Tn10, and Tn55.  The two IS1 ele-
ments surround the large resistance determinant,
which can be transferred as a block.602  To be autono-
mously mobile a transposon must contain a trans-
posase that enables it to be transferred.  It usually
carries other genes as well and may also contain one
or more signals for transcriptional regulation such as
promoters.

The chemistry of transposition is more complex
than that of simple site-specific recombination.  Trans-
position can occur at many sites in a genome, and no
homology with the transposon termini is required.
Transposition is accompanied by duplication of a short
sequence of the recipient DNA exactly at the ends of the
transposon.  Usually 5, 9, or 11 base pairs are dupli-

cated as in the hypothetical example of Eq. 27-17.  This
happens because staggered cuts 5, 9, or 11 bp apart in
the recipient DNA are made during recombination.
These are indicated by the small arrows in Eq. 27-17.
Transposons causing 5-bp duplications are Tn3,
Tn7,608a γδ, phage Mu of E. coli, and Ty1 of yeast609; IS1,
Tn10,609a and Tn5 of E. coli cause 9-bp duplications.610–

611b  When a transposon of one major group moves to
a new location, the original copy remains.  In this case
transposition involves a combination of replication
and site-specific (for the transposon) recombination.
As a consequence, a circular DNA molecule containing
the transposon will often react with a second circular
DNA to form a large circle, a cointegrate, which con-
tains two copies of the transposon.  However, another
group of transposons utilize a “cut-and-paste” mecha-
nism that doesn’t require extensive DNA duplication.
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Cut-and-paste (nonreplicative) transposons.
The transposases of E. coli Tn5, Tn7, and Tn10 act by
hydrolytically cutting both strands of duplex DNA
at the transposon ends leaving the phospho groups
attached to the 5' cut ends, as is depicted in detail in
Eq. 27-14, step a.  The two 3' ends then carry out trans-
esterification reactions, as in Eq. 27-14, step b.  These
two steps are used to nick both strands of the DNA
carrying the transposon and to join them to a target
DNA sequence to give a branched intermediate (Eq.
27-18, step a).  Nonreplicative transposons apparently
cut off two arms, e.g., A and B, and heal up the small
gaps by repair synthesis, leaving the transposon in
a new location between C and D.  The gap repair
accounts for the duplication of the end sequences of
the cut target DNA.610– 612a

Replicative transposons. In 1979 Shapiro pro-
posed the mechanism illustrated in Fig. 27-31 for
replicative transposons.  The two inversely repeated
segments (green) at the ends of the transposon are
aligned with the recipient DNA whose ends are la-
beled C and D.  In fact, the recombining DNA mole-
cules must be supercoiled.1,613  Staggered cuts are
made in the recipient DNA at points a and b, which
are 5, 9, or 11 bp apart, depending upon the specific
recombinase.  Nicks are also made in the transposon
ends.  The 3' ends from the transposon are resealed

with the 5' ends from the recipient DNA (step a) to
give a structure that in effect has two replication forks.
Replication (step b) yields the cointegrate, which
contains two copies of the transposon as indicated.  In
a third step (step c) recombination between the two
integrated transposons yields a copy of the original
transposon-containing donor and the recipient DNA,
which now also contains a copy of the transposon.

When a transposon reacts with another part of the
same DNA circle there are two possibilities.  The piece
of DNA lying between the transposon and the recipi-
ent site may be excised as a circle containing a copy of
the transposon.  Alternatively, there will be inversion
of that sequence as well as replication of the transpo-
son (compare with Eqs. 27-15, 27-16).

The  closely related transposons Tn3 and γδ are
understood best.  They contain not only a transposase
gene but also a resolvase gene.613– 616  The transposase
carries out the recombination reactions that yield the
cointegrates, while the resolvase catalyzes site-specific
recombination between the two transposons in the
cointegrate to complete the transposition.  Several
subunits of the resolvases bind the two resolution
(res) sites of the supercoiled DNA in a parallel orien-
tation with the DNA supercoiled as in Fig. 27-29.
However, no enhancer-binding protein is needed, and
the two res sites must be supercoiled.  Purified γδ
resolvase uses hydroxyl groups of the serine-10 side
chains as the nucleophiles to cleave the DNA by dis-
placement at specific res sites to give transient enzyme-
bound phosphodiester linkages.615

The synaptic complex contains 240 bp of DNA and at
least two resolvase dimers.  All four DNA chains are
cut to give eight ends.  Four of these are bound to the
serine side chains in phosphodiester linkage.  In the
second step the freed 3'-OH groups react with the
bound ends of the other duplex via a transesterifica-
tion reaction to form the recombinant chains.

The resolvases act on supercoiled cointegrated
DNA molecules that contain two directly repeated res
sites to produce two singly linked circles (which are
still supercoiled) each containing one res site as shown
in Fig. 27-32.  The two res (resolution) sites within the
transposons are aligned, the open circle of DNA
shown at the upper left being folded as shown in the
lower part of the drawing.  The DNA substrate is not
knotted.  However, after recombination it is catentated
and will require action of a topoisomerase to separate
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the two products.  Occasionally additional recombina-
tion events occur, perhaps processively along inter-
wound double helices.  This produces various knotted
products.617  An electron micrograph of one of these is
shown in Fig. 5-17.

The temperate bacteriophage Mu.  The most
efficient transposon known is the 37-kb genome of
the mutator bacteriophage Mu.265,618– 621  Once it
becomes integrated into a bacterial chromosome, it
replicates by repeated rounds of transposition within
the host bacterium.  During the lytic cycle some of
the replicating DNA is excised as extrachromosomal
circles of various sizes, which are packaged into virus
particles by a headfull mechanism.  The circles contain
copies of some host DNA, but this is left behind when
a virus particle infects a new cell.265  The phage Mu
DNA is integrated into host DNA by a cut-and-paste
mechanism in a transpososome that contains a tetram-
er of the virally encoded transposase (MuA protein)

bound to a supercoiled DNA.  The transpososome
resembles that in Fig. 27-29 and contains cleavage sites
at the ends of the transposon and also an enhancer
sequence.620,621  Several steps involving conformation-
al alterations occur in the transpososome.  One is an
ATP-dependent action of a second Mu-encoded pro-
tein MuB.622  During the lytic cycle replicative transpo-
sition predominates.

Some other transposons. Transposons have a
variety of biological functions.  For example, haploid
cells of the yeast S. cerevisiae exist as one of two mating
types a or α.  The mating type is established by trans-
position of one of two “cassettes” of genes from two
different “silent” locations to a location from which
they can be expressed.623,624  See Chapter 28.

One of the best known eukaryotic transposons is
the P element of Drosophila, which transposes only
within the germ line cells of developing embryos,
somatic cells being unaffected.265,625,626  It belongs to

Figure 27-31  Scheme for integration of a transposon (stippled duplex) present in a piece of DNA with ends A and B into
another piece of DNA with ends C and D and containing a suitable recognition sequence (open bars).  Inversely repeated
sequences in the transposon are shown as solid bars with a  direction arrowhead.  Arrowheads point toward 5’ strand ends.
Cleavage and rejoining at points a,a and b,b yield an intermediate with two replication forks.  Replication through the transpo-
son yields one unchanged DNA segment with ends A and B and a transposon inserted into the other DNA segment.  If A is
continuous with B, a cointegrate structure is formed.  See Cohen and Shapiro.602
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Figure 27-32  Scheme for resolution of an
unknotted cointegrate molecule by a re-
solvase that cuts the transposons at resolu-
tion (res) sites and recombines them.  The
resolvase may act only once or repeatedly as
shown.  In the upper row, the duplex DNA
substrate and products are represented in
standard topological form as they might
appear after nicking.  In the lower row the
DNAs are depicted as folded forms bound
to the resolvase with the two directly repeat-
ed res sites (thick arrows) dividing the
substrate into two domains (thick and thin
regions).  The substrate at synapsis has three
(–) supercoils that entail crossing of the two
domains.  Successive rounds of recombina-
tion, each introducing a single (+) interdo-
mainal node (see Fig. 5-17), are drawn in the
lower row.  Bound resolvase maintains the
three synaptic supercoils.  After dissociation
from the resolvase at any stage, the product
supercoil nodes either cancel with ones of opposite sign or are removed by subsequent nicking.  The node composition is
indicated in parentheses.  From Wasserman et al.617

the same family as Barbara McClintock’s Ac element
of maize and the Tc1 family of nematodes.627  P ele-
ments use a nonreplicative cut-and-paste method
of transposition.  The 87-kDa transposase protein
requires GTP and Mg2+ for activity.628  It was only in
the past few decades that P elements have been found
in D. melanogaster.  They may have entered this fruit
fly from another species, possibly transferred by a
mite.627,629

A second Drosophila transposon called mariner630

typifies the mariner/Tc1 transposon superfamily,
which also contains members from nematodes,631

other invertebrates, fishes,632 amphibia,633 and possi-
bly human beings.634  These transposons encode a
transposase containing a D, D, D or D, D, E motif630

but no other proteins.  They contain short ~ 30-bp
terminal inverted repeats and become inserted into
host TA sequences.631  Movement of some repetitive
sequences of the LINE635 and SINE636 families within
the human genome may be assisted by mariner trans-
posons.637

The maize transposon ac is widely used as a
means of inactivating genes and placing a “tag” that
can be used to map the gene and to permit it to be
cloned and sequenced.598,638  Although initially of use
only in maize the method has been extended to other
plants,639– 641 and genetically engineered transposons
have allowed it to be utilized in animals.642

A different kind of transposition controls self-
sterility in maize.  The cause of self-sterility in one
strain has been traced to the presence of two linear
episomes called S-1 (614 kb) and S-2 (514 kb) within
mitochondria.643  These have inverted terminal 208 bp

D.  Integration, Excision, and Recombination of DNA

Substrate
Singly-linked

catenane
(2–)

Observed resolvase products

First
recombination

– –
–

+

Second
recombination

– –
–

+
+

Third
recombination

Figure-8
catenane
(3+,2–)

4-noded knot
(2+, 2–)

– –
–

+
+

+

– –
–

repeats.  On rare occasions they recombine with the
circular mtDNA converting it to a linear form with the
episomes covalently linked to one end.  The change is
accompanied by reversion to fertility.

As described in Section B,1, mammalian DNA
contains many retrotransposons (retroposons) that
lie within short direct repeats characteristic of trans-
posons.  However, they contain a poly(A) tail at the 3'
end, an indication of their relationship to RNA tran-
scripts, and are discussed in Chapter 28.

5.  Other Causes of Genetic Recombination

Because their integration sites in host DNA do not
depend upon homology with the transposon ends,
transposition is sometimes called “illegitimate re-
combination.“  Although no homology is required,
there are prefered sites for integration.  For example,
Tn10 is transposed most readily into certain “hot
spots” in the Salmonella DNA among which is the
sequence 5'-GCm5CAGGC.608  Illegitimate recombina-
tion can also be induced by other processes that in-
volve DNA chain cleavage, e.g., by topoisomerases.644

Whenever a DNA chain breaks, it must be repaired,
a process that often also involves recombination.
Recombination is often observed to occur between
direct repeat sequences, which are a major cause of
instability in the genome.645

Under some circumstances selected segments of
the genome are amplified by repeated replication of
a gene or genes.646,647  Amplication of specific genes
occurs in viruses,648,649 in bacteria where it may provide
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E.  Damage and Repair of DNA

A characteristic of living things is their high de-
gree of mutability.  Harmful mutations take a toll of
human life at an early age, and the very high incidence
of cancer in older persons is largely a result of the
accumulation of somatic mutations.  Mutations are a
major factor in aging and are continuously introducing
new genetic defects into the population.  Mutations
can be described as base substitutions, deletions, or
additions. Base substitution mutations are classified
as transitions, in which a pyrimidine in one strand is
replaced by a different pyrimidine.  In the complemen-
tary strand a purine is replaced by the other purine, e.g.,

In a transversion a purine in one chain is replaced by a
pyrimidine, while the pyrimidine in the complementa-
ry chain is replaced by a purine:

Here the central asterisks designate mispairs and the
green shade marks mismatched bases and also the
resulting mutant base pair formed in the next replica-
tion cycle.

1.  Causes of Mutations

DNA can be damaged in many ways.655  Sponta-
neous hydrolysis of the glycosidic bonds between
nucleic acid bases and the deoxyribose to which it is
connected cause the loss of ~ 105 purines and pyrimi-
dine rings per day from the DNA in a mammalian
cell.656  About 100 residues per day of cytosine are
deaminated by such agents as nitrite or bisulfite
(Chapter 5, Section H,3) to form uracil.  Like thymine,
uracil will pair with adenine causing a C • G → T • G
transition mutation as in Eq. 27-19.  A few adenines
per day are also deaminated to form hypoxanthine.
Oxidized bases are formed by attack of HO• radicals
and other species of reduced oxygen.657– 659  Alkylating
agents from the external environment as well as S-
adenosylmethionine carry out slow, nonspecific alky-
lation of purine and pyrimidine bases.  Polycyclic
aromatic hydrocarbons and other carcinogens are
converted to metabolites that alkylate DNA, and
alkylated bases often mispair during replication.660,661

Ultraviolet light induces formation of photohydrates
(Eq. 23-25),662 pyrimidine dimers (Eq. 23-26), and other
photochemical products.663  X-rays and gamma rays
cleave nucleic acid bases and break chromosomes.663a

C ·G T G
Replication

T ·A C ·G+

A· T G T G·C A· T+
MutationMispair

*

*

(27-19)

(27-20)

(27-21)*C ·G A G A·T C ·G+

for adaptation to conditions of stress,650 and in eukary-
otes.651  In oocytes of amphibia, such as Xenopus, ex-
cess DNA accumulates around the nucleoli and later
breaks up to form 1000 or more separate nucleoli.  As
many as 3000 copies of the rDNA (which forms a dis-
tinct satellite band upon centrifugation) may be pres-
ent.  Much of this DNA exists as extrachromosomal
rings containing 1– 20 rDNA units.  Using these genes
as many as 1012 ribosomes per oocyte are synthesized.

Tetrahymena contains only one set of rRNA genes
per haploid genome in its diploid micronucleus.
Following sexual conjugation the chromosomes of the
micronucleus undergo multiple replications to form
polytene chromosomes containing thousands of cop-
ies.  However, about 5% of the resulting DNA is ex-
cised as linear pieces with characteristic inverted
repeat sequences and 3' single-stranded tails:

These tails are joined by a protein to form the circles,
which are segregated in the macronucleus.  The other
95% of the amplified DNA is degraded.  At the next
meiosis the macronucleus is discarded entirely, and a
new one is formed at the next diploid stage.

Toxic drugs often cause cells to amplify genes that
help resist the drug.647  This can be a major problem in
the chemotherapy of cancer.  For example, a culture
of human leukemia cells grown in the presence of in-
creasing concentrations of methotrexate increased its
level of dihydrofolate reductase 240-fold.652  The cause
is an increase in the number of copies of a chromosom-
al region containing the gene.653  Cancer cells tend to
amplify oncogenes such as c-myc.654

There are several mechanisms for gene amplifica-
tion.  The formation and breakup of polytene chromo-
somes in Tetrahymena is one.  The circular copies of
rDNA in Xenopus and many other species are gener-
ated by a rolling circle mechanism similar to that in
Eq. 27-7.  If each circle excised from the original chro-
mosomes contains an origin of replication, many
copies can be formed.  Another possible mechanism
is replication of a local region of DNA several times
followed by excision of pieces of the DNA.  A mecha-
nism that may give rise to homogeneously staining
regions is unequal crossing-over (Section 2) repeated
several times within a gene cluster.  Transposition can
cause excision of DNA in a circular form, which can be
amplified by a rolling-circle mechanism.
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Natural radioactivity has a measurable effect.663b

Mistakes caused by mispairing664 or misalignment665

are made during replication and recombination and
even during repair of DNA.  Errors in replication are
especially numerous in highly repetitive DNA se-
quences.  Some errors probably arise as a result of
tautomerization and others from incorporation of
uracil in place of thymine.  Thus, to keep its DNA in
repair a cell must continuously deal with missing
bases, wrong bases, altered bases or sugars, pyrimi-
dine dimers and other crosslinkages, deletions, and
insertions.

2.  Fidelity of Replication

During DNA replication in E. coli only one mistake
is made on the average during polymerization of 109–
1010 nucleotides.666– 668  The rate varies among different
sites in the genome.668a  In eukaryotes the error rate
may be only 1 in 10–10 base pair or less per genera-
tion.669,669a  Early workers often attributed the specific-
ity in base pairing and the resultant high precision of
replication entirely to the strength of the two or three
hydrogen bonds formed together with the stabilization
provided by the adjacent helix.  However, the Gibbs
energy of formation of the base pairs is small (Chapter
5), and the additional energy of binding to the end of
an existing helix is insufficient to account for the speci-
ficity of pairing.670,671  Thus, according to Eq. 6-30 a
difference in ∆G of binding between the correct nucle-
otide and an incorrect one of 11 kJ / mol would give an
error rate of 1 in 100.

The role of polymerases.  The polymerase en-
zymes play a major role in ensuring correct pairing
during replication, transcription, and protein synthe-
sis. RNA and DNA polymerases are large molecules.
The binding site on the enzyme can completely sur-
round the double helix.  Water will be excluded as the
enzyme folds around the base pairs.  This may have
the effect of greatly increasing differences in the Gibbs
energies of binding and thereby enhancing selectivi-
ty.671  It has traditionally been assumed that formation
of proper hydrogen bonds is essential for the base
selection.  A hypothetical active site is portrayed in
Fig. 27-33.  A guanine ring of the template strand of
DNA is portrayed at the point where the complemen-
tary DNA strand is growing from the 3' end.  The
proper nucleoside triphosphate must be fitted in to
form the correct GC base pair before the displacement
reaction takes place to link the new nucleotide unit to
the growing chain.  Let us suppose that the enzyme
possesses binding sites for the deoxyribose unit of the
template nucleotide and for the sugar unit of the
incoming nucleoside triphosphate and that the two
binding sites are held at a fixed distance one from the

E.  Damage and Repair of DNA

other.  As indicated in Fig. 27-33, some group H-Y
might also be present at each binding site to hydrogen
bond to the nitrogen or oxygen indicated by the heavy
green arrows.  All four of the bases could form hydro-
gen bonds of this type in the same position.  Hydro-
phobic interactions could provide additional
stabilization.  With such an arrangement the correct
nucleoside triphosphate could be selected no matter
which one of the four bases occupied the binding site
on the left side of the figure.  (The outlines of the
thymine and adenine rings have been drawn in with
dotted and dashed lines, respectively.)  If a purine is
present on the left side, as is shown in the drawing,
there is room on the right side only for a pyrimidine
ring.  Thus, A and G are excluded, and the choice is
only between C and U (or T).  However, U will be
excluded because the dipoles needed to form the
hydrogen bonds point in the wrong direction.  These
dipolar groups are hydrated in solution.  They are
unlikely to give up their associated water molecules
unless hydrogen bonds can be formed within the base
pair.  Not only would a molecule of U (or T) be unable
to form the stabilizing hydrogen bonds within the
vacant site but also the electrostatic repulsion of the
like ends of the dipoles would tend to prevent associa-
tion.  This would lower the affinity of the polymerase
for mispaired bases.  Verification that the proper
base pair has been formed could be accomplished by
using its tautomeric properties to sense an electronic

Figure 27-33  Selecting the right nucleotide for the next unit
in a growing RNA or DNA chain.  A deoxyguanosine unit of
the template chain is shown bound to a hypothetical site of a
DNA polymerase.
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displacement through the hydrogen-bonded net-
work.672,673  Considerable experimental evidence sug-
gests, however, that hydrogen bonding may not be im-
portant to the selectivity of DNA polymerases.666,674– 676

For example, the triphosphate of the following analog
of thymidine is efficiently incorporated by E. coli DNA
polymerase I into DNA opposite the thymine base-pair
partner adenine.675

Similar results have been obtained for a variety of
other analogs with poor hydrogen bonding character-
istics.  Apparently shape is most important.666,674,676,676a

Binding strengths in transition state structures must
also be considered.676b

Editing (proofreading).  As is discussed in Sec-
tion C,2, base-pairing is checked after a new monomer
is added at the 3' end of a growing polynucleotide
chain, as well as before polymerization occurs.  If the
wrong base pair has been formed, the newly created
linkage is hydrolyzed, and the incorrect nucleotide
is released.  It has been estimated677 that in E. coli the
error rate for DNA polymerase III holoenzyme is
~ 1 × 10–7 per base pair of which proofreading by the
ε subunit may provide ~ 10–2.  Additional mismatch
repair reduces the error rate 200- to 300-fold to give
the overall error rate of <10–9.  Fidelity of replication,
which seems to be higher on the lagging strand than
on the leading strand,678 may also be improved by
operation of other proteins, such as the sliding clamp,
that are part of the replication apparatus.679  Replica-
tive proteins also appear to be designed to minimize
frameshift mutations that could arise by slippage of
the template versus the replicated strand in long runs
of dA • dT pairs.680

3.  Repair of Damaged DNA

A final check of the fidelity of replication is made
after a new strand has been formed. Mismatched base
pairs are identified, and the incorrect nucleotides are
cut out and replaced by correct ones.655,670,681– 683  Some
of the thymine dimers created by the action of light are
also repaired photochemically by photolyases (see
Chapter 23). Photoreactivation was the first DNA
repair process recognized.684  However, most thymine

dimers in human DNA must be excised and replaced.
Loops, gaps, and double-stranded breaks are also
sensed, and appropriate corrections are made.  If
necessary the sequence of a badly damaged segment
of DNA may be copied from the DNA in a sister chro-
matid before mitosis is completed or from the homolo-
gous chromosome.685

Much of our understanding of DNA repair comes
from investigations of mutant strains of E. coli, which
display an elevated incidence of mutations.  On this
basis, the “mutator” genes dam, mutD, mutH, mutL,
mutS, mutU (also called uvrD), and mutY were impli-
cated in DNA repair.677,686  An additional series of
genes, uvrA, B, C, and D,  were identified by their
participation in resistance to ultraviolet radiation
damage and were also recognized as being involved in
DNA repair.  Many corresponding genes were found
later in the yeast, Drosophila, and human genomes.
The study of human DNA repair has also been facili-
tated by the recognition of a group of human inherited
defects (Box 27-A).  There are 130 known human DNA
repair genes.686a

Methyl-directed and other mismatch repair.  In
E. coli the methylase encoded by gene dam (Fig. 29-4),
within ~ 7 min of replication, methylates adenine at N-
6 in the sequence GATC, which occurs at many loca-
tions.670,686,687  This methylation provides a label for
the template strand in a newly replicated duplex.  The
GATC sites in the newly synthesized strand will not
yet be methylated, and repair enzymes recognize it as
the strand on which to carry out excision repair.  An-
other system, which may function during recombina-
tion, acts on fully dam methylated DNA.655  Since
eukaryotes do not use methylation of GATC sites to
distinguish the old template and newly replicated
DNA strands, other mechanisms must operate.669

Ten proteins are required for methyl-directed
mismatch correction.  Of the required mut genes, mutD
(also called dnaQ) was found to be the structural gene
for the proofreading subunit ε of DNA polymerase III
(Table 27-2).688 MutH, L, and S as well as ATP are also
needed, as is a helicase, an exonuclease, DNA pol III,
and a ligase.  Homodimers of proteins MutS and MutL
preferentially bind to DNA with mismatched base
pairs such as Pur-Pur (e.g., A• G) or Pyr • Pyr (less well
recognized).  Some of these mismatched pairs may
contain modified bases.  After recognition by the
MutS• MutL complex (see banner, p. 1527)688a– c the
endonuclease MutH is activated and cuts the DNA
chain at the nearest unmethylated GATC sequence.689

An exonuclease then degrades the chain past the
mismatched base leaving a gap that must be filled by
the action of DNA polymerase and DNA ligase.  This
long-patch mismatch repair (MMR) is utilized also
by eukaryotes,688a,b,690– 692a using proteins homologous
to E. coli proteins MutS and MutL.  However, methyla-
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tion is not involved.  In both yeast and human beings
there are at least six MutS homologs, some of which
have functions other than repair.  For example, in yeast
MutS- and MutL-related proteins are essential for
normal levels of meiotic crossing-over.692 Defects in
human mismatch proteins may cause hereditary non-
polyposis colorectal cancer (Box 27-A).692b

Excision repair. The E. coli mismatch repair is a
type of excision repair.  However, a different nucle-
otide excision repair system (NER) is utilized by all
organisms from bacteria to human to remove a variety
of defects.  These include thymine dimers, photohy-
drates, oxidized bases, adducts of cisplatin (Box 5-B),
mutagens derived from polycyclic aromatic com-
pounds,683 and poorly recognized C•C mismatched
pairs.692 In E. coli this excision repair process depends
upon proteins encoded by genes UvrA, B, C, and D
and also DNA polymerase I and DNA ligase.693– 695a  A
dimer of protein UvrA forms a complex with helicase
UvrB (Eq. 27-22).696,696a

The helicase, driven by ATP hydrolysis, may move
along the DNA chain with its associated UvrA protein
in search of defects.696  When one is located UvrB
binds tightly.697  UvrA then dissociates, and the nu-
clease UvrC binds and cleaves the DNA chain in two
places as in the following scheme.  One is at the fourth
or fifth phosphodiester linkage in the 3' direction from
the defect.  The other is at the eighth phosphodiester
on the 5' side.698  The resulting gap is filled by a DNA
polymerase and DNA ligase.  Another helicase, encod-
ed by UvrD, is also required.699

Both yeast and human cells have similar but more
complex systems of nucleotide excision repair.700– 703

The dual incision steps require at least six components.
Several of these (XPA, C, F, G) have been found defec-
tive in various forms of the inherited disease xeroder-
ma pigmentosum (Box 27-A), in which there is a high
incidence of UV-induced skin cancer.700,703a  Replica-
tion protein A (Section C,10), a three-subunit ssDNA
binding protein, is also essential.704  In eukaryotic
excision repair the DNA is cleaved at the same posi-
tion as in the bacterial preincision complex (preceding
scheme), on the 3' side of the defect but further out on
the 5' side, the excised polynucleotide being ~ 24 – 32
nucleotides in length.  Repair of the resulting gap
in the DNA duplex is accomplished by synthesis
mediated by DNA polymerase δ or ε and action of a
DNA ligase.

One of the lesions removed by nucleotide excision
is the thymine photodimer.705  In the fission yeast S.
pombe an alternative excision repair system, special-
ized for removal of thymine dimers and 6 – 4 photo-
products (Chapter 23), produces two-nucleotide
gaps with 3'-OH and 5'-phospho-group ends.702,705a

Alternative NER pathways are also employed by
bacteria.705b

Base excision repair (BER). The N-glycosyl link-
ages of the purine and pyrimidine bases to the deox-
ribose residues of the sugar – phosphate backbone of
DNA are subject to spontaneous hydrolysis, one im-
portant source of damage to DNA.  Similar hydrolytic
reactions are catalyzed by DNA glycosylases, which
remove many mismatched or damaged bases.706–708a

At least seven enzymes of this type are present in cells
of E. coli.  One of them, a uracil-DNA glycosylase,
hydrolyzes the glycosyl linkage wherever uracil has
been incorporated accidentally in place of thymine or
has been produced by deamination of cytosine.706,709–711d

Acting via a nucleophilic displacement mechanism
(Eq. 27-23, black arrows), it removes the uracil, leaving
the DNA backbone intact but with an apyrimidinic
site in one chain.  The resulting apyrimidinic (apurinic
sites) are recognized and cleaved by apurinic / apyrimi-
dinic DNA endonucleases (AP nucleases).708,712–714

These enzymes cut the DNA backbone, some leaving
a 3'-phosphate group and a 5'-OH terminus and others
a 3'-OH and 5'-phosphate.  The resulting gap can be
filled, for example by the action of DNA polymerase I
and a ligase.  To prevent the eliminated uracil from
being converted to dUTP and reincorporated into
DNA a deoxyUTPase, essential to both E. coli and
yeast, hydrolyzes dUTP to dUMP and inorganic
phosphate, decreasing the concentration of dUTP.715

Other enzymes, known as DNA glycosylase/AP
lyases,706,716–718 use an amino group of an enzyme side
chain as a nucleophile in a ring-opening reaction that
is followed by β elimination of the nucleotide base
with formation of a Schiff base intermediate (green
arrow, Eq. 27-23).  An example is the bacteriophage T4
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mutM (or fpg) gene removes 8-OG from DNA.723,724

Because some A*OG base pairs may remain, a second
glycosyltransferase (MutY) removes adenine from
them.723,725–725b  Interestingly, MutY contains an Fe4S4
cluster, essential to its function.725,726  Both yeast and
human cells have a corresponding enzyme.727,728  The
third E. coli enzyme (MutT) is a nucleoside triphos-
phate pyrophosphohydrolase, similar to the previous-
ly mentioned dUTPase.  It preferentially hydrolyzes
free 8-oxo-dGTP, preventing its incorporation into
DNA.729

Other DNA glycosylases remove thymine
rings that have been converted to saturated or frag-
mented forms by oxidizing agents or ionizing radia-
tion.720,730,731  Among these are 5,6-hydrated thymine
and urea, which are still attached in ribosyl linkage.
Purines such as hypoxanthine and 3-methyladenine
can all be removed by glycosylases.

enzyme T4 endonuclease V.706,719

Others include the E. coli endonu-
clease III, encoded by the Nth gene,
its yeast homolog Nth-Spo,717–718 and
human DNA pol ι (iota).718a After the
Schiff base is formed, the DNA back-
bone is cut on the 3' side of the abasic
site by a second β elimination reaction.
A δ elimination (green dashed arrows
in Eq. 27-23) may also occur, cleaving
the DNA chain on the 5' side of the
lesion.  Alternatively, a hydrolytic
cleavage is possible as is also indicated
in Eq. 27-23.  Either type of DNA glyc-
osylase forms a single-nucleotide gap
or a gap missing just a few nucleotides.
This gap can also be filled by poly-
merase and ligase action.

Both NER and BER forms of exci-
sion repair remove a great variety of
defects, many of which are a result of
oxidative damage.657,720  Most promi-
nent among these is 7,8-dihydro-8-
oxoguanine (8-OG), which is able to
base pair with either cytosine (with
normal Watson–Crick hydrogen bond-
ing) or with adenine, which will yield a
purine– purine mismatch and a C • G
→ A • T transversion mutation (Eq. 27-
24), a frequent mutation in human
cancers.721,722

In E. coli three enzymes protect against 8-OG DNA
mismatches.  A glycosyltransferase encoded by the
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Reactions of alkylated bases.  The O6 alkylation
of guanine rings in DNA is highly mutagenic, presum-
ably because mispairing with thymine will cause C•G
→ T•A mutations.

Both bacteria and higher eukaryotes have an enzyme-
like O6-methylguanine–DNA methyltransferase,
whose synthesis may be induced by culture of cells in
the presence of alkylating agents.  This 354-residue
Zn2+-containing Ada protein acts as both acceptor
and catalyst for transfer of the methyl group off from
the O6-methylguanine onto the sulfur atom of a cys-
teine side chain in the protein.732– 734b  The presence
of alkylating agents also induces synthesis of DNA
glycosylases that remove 3-methyladenine and other
alkylated bases.735,736  5-Methylcytosine, present in
CpG islands in human DNA, will occasionally be
hydrolyzed to thymine, giving T *G mismatches.  The
mismatched thymines are removed in cells of E. coli
by a specialized endonuclease (vsr gene),737 which
hydrolyzes the phosphodiester linkage preceding
the mismatch.  In eukaryotic cells a thymine–DNA
glycosylase738,739 accomplishes the removal.

Repair of double-strand breaks. Following
replication both in bacteria and in eukaryotes, recom-
binational exchanges may occur between sister chro-
matid duplexes or between homologous pairs of
chromosomes.740  A newly replicated chain may have
gaps because of defects in the template strand from
which it was copied.  Copying from a sister duplex
may permit assembly of a correct chromosome se-
quence and survival for the cell.551a  Recombinational
repair is also a major mechanism for preventing loss
of genetic information from double-strand breaks.
Such breaks are induced by ionizing radiation or
chemical damage.  They are often created at replica-
tion forks, stalling DNA synthesis with potentially
disastrous consequences to the cell.  Repair of these
breaks, which is required for completion of replication,
depends upon a large complex of replication and
recombination proteins.741–741b  In E. coli this includes
protein RecF.741,742  Repair of double-strand breaks
by homologous recombination may be the most fre-
quently employed type of DNA repair in bacteria,
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yeasts such as S. cerevisiae530d and also in mammals
and other organisms.742a–d

A second repair pathway, called nonhomologous
end-joining (NHEJ), is also utilized and may be
relatively more important in higher organisms.743– 746b

The NHEJ mechanism repairs double-strand breaks
caused by ionizing radiation and is also employed in
specialized genomic rearrangements of developing B
and T cells of the immune system.  This V(D)J recom-
bination (Chapter 31) is used to create the huge array
of antibodies and antigen receptors required for im-
munological recognition and protection.745,746a,747,748

NHEJ doesn’t depend upon templates but simply
rejoins duplex ends.  Errors can be made if the ends
have been damaged or if the wrong ends are joined.
Several special proteins are required.  One is a DNA-
activated protein kinase (DNA-PK)749 and a hetero-
dimeric end-binding protein with subunits KU70
and KU80.745,750,750a  The serine / threonine protein
kinase ATM (Box 27-A) is also activated and phos-
phorylates protein p53 in response to γ-irradiation
of cells.750  This is thought to be part of a signaling
pathway for control of the cell cycle following DNA
damage.  Mitosis may be delayed while repair is com-
pleted.  Alternatively, the damaged cell may be killed
by apoptosis.

Subjects of current interest are the mechanisms by
which completion of DNA synthesis is signaled at the
various checkpoints in the cell cycle.750b,c  These in-
clude points in addition to those marked in Fig. 11-15.
At every point signals must accumulate to indicate
that replication must be delayed to allow repair or that
the cell must be allowed to die by apoptosis.  Failure
to accomplish repair may lead to cancer.750d  Even one
double-strand break will prevent the completion of
mitosis.750b  Among other problems faced by a divid-
ing cell are slow replication and stalling at replication
forks.750c  A range of chemical alterations in chromatin
and other proteins are associated with DNA damage
and repair.750b,e– h  Among these are conjugation of
PCNA with ubiquitin and SUMO (Fig. 27-12D).750i

The SOS response and translesion repair. If
cells of bacteria or eukaryotes are heavily damaged
by UV, X-ray irradiation, or mutagenic chemicals, an
emergency or SOS response is initiated.711a,741,751–753a

In E. coli the two proteins specified by genes lexA and
recA initiate the response.  The lexA protein is a repres-
sor that prevents transcription of a group of SOS genes
(see Chapter 28).  It is thought that some product from
damaged DNA activates the RecA protease activity.
The activated RecA protein then cleaves the lexA
protein allowing transcription of the SOS genes.  The
SOS response is transient but complex.  It includes
increased recombinational activity, alterations in repli-
cation initiation, inhibition of nucleases, and induction
of an error-prone DNA synthesis.  The cell now

E.  Damage and Repair of DNA
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replicates DNA more rapidly than normal but with an
increased frequency of errors.754,754a  For example, it
will bypass thymine dimers and other defects, and it
will continue the DNA synthesis even though incorrect
bases have been put into the chain opposite the thym-
ine dimer.  Later the errors may be corrected by recom-
binational repair or by photoreactivation.  In E. coli this
translesional repair depends upon DNA polymerase
III, the RecA protein, and two proteins encoded by
genes umuC and umuD.  These genes were recognized
as providing resistance to mutations induced by UV
radiation.753– 754b  Study of similar genes in yeast led to
the discovery of two new and unusual DNA poly-
merases essential for translesional repair.  DNA poly-
merase ζ (zeta), encoded by gene REV3 and REV7
subunits, bypasses abasic sites by inserting a dCMP
residue into the growing DNA chain.  Because C may
be the wrong base the process is “error-prone.”  Poly-
merase η (eta) bypasses thymine photodimers by
placing two consecutive dAMP residues in the grow-
ing strand.  This is an error-free process.755,756  Genes
for human polymerases ζ and η have also been identi-
fied,757– 759b and additional polymerases have been
found in yeast and other organisms.760– 760e  The hu-
man XP-V gene for polymerase η is defective in
xeroderma pigmentosa variant type (Box 27-A).  Poly-
merase ι may act sequentially with pol η to bypass
highly distorting lesions.760b  The very imprecise pol θ
may also be used to bypass hard-to-remove lesions.760c

Polymerase λ is thought to play a role in DNA repair
during meiosis,760d while pol κ is needed in some way
to provide cohesion between sister chromatids.760e

Some of these DNA polymerases are very inaccur-
rate.760a  It has been suggested that human pol ι may
participate in hypermutation of immunoglobin vari-
able genes.760f  Polymerase φ of yeast may be required
for synthesis of ribosomal RNA.760g

Poly (ADP-ribose).  A eukaryotic peculiarity,
which is not well understood, is the synthesis of
poly(ADP-ribose) chains attached to many sites in
nuclear proteins (see also Eq. 15-16).  Increased synthe-
sis is observed following damage to DNA.761– 763a  The
poly (ADP-ribose) polymerase binds to DNA near
strand breaks or nicks and, using NAD+ as a substrate,
synthesizes the highly branched polymer attached to a
small number of nuclear target proteins.

F.  Mutagens in the Environment

More than 500 new chemicals are introduced into
the environment industrially each year.  Some widely
used drugs, e.g., hycanthone (Fig. 5-22), are mutagen-
ic.  Powerful mutagens are present naturally in some
foods.764– 766  Others have been added through igno-
rance.  Although many of these have now been re-

moved, the problem cannot be ignored.
One way in which chemical compounds can in-

duce base substitution mutation is through their incor-
poration into the structure of DNA itself.  Thus,
5-bromodeoxyuridine (or bromouracil) can replace
thymidine in DNA, where it serves as an efficient
mutagenic agent.767  2-Aminopurine, an analog of
adenine, pairs with thymine, just as does adenine
when incorporated into DNA.

However, if it protonates on N-1, it can pair with
cytosine, causing mutation.768,769

Another mutagenic base is N6-hydroxylaminopu-
rine.770

Many alkylating agents are powerful mutagens.
Alkylation can occur at many places in DNA, but the
N-7 position of guanine is especially susceptible (Eq.
5-18).  The resultant positive charge on the imidazole
ring portion of the alkylated guanine causes hydroly-
sis of the N-glycosyl linkage and depurination.  How-
ever, this may be a lethal rather than a mutagenic
event.  The previously mentioned methylation on O-6
of guanine is probably more important in inducing
mutations.771

Among the most biologically reactive alkylating
agents are the nitrogen and sulfur “mustards” such as
bis-(2-chloroethyl)sulfide.  These toxic bifunctional
compounds cause lethal crosslinking of DNA chains

(see Eq. 5-20).  The monofunctional half-mustards are
mutagenic but are less acutely toxic.  Another group of
alkylating agents, the nitrosamines (Chapter 5), are
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BOX 27-A  DEFICIENCIES IN HUMAN DNA REPAIR

Problems with human repair systems account
for several serious diseases.  One is the rare skin
condition xeroderma pigmentosum (XP), an
autosomal recessive hereditary defect.  Homozy-
gous individuals are extremely sensitive to ultravio-
let radiation and have a high incidence of multiple
carcinomas.a– e  Defects in at least seven human
genes, listed in the accompanying table, can cause
XP.  Most of the genes have been cloned and found
to be homologs of genes for nucleotide excision
repair (NER).  In rodents the ERCC genes have the
same functions as do genes for resistance to ultravi-
olet light in yeast (RAD genes).  This information
has elucidated the functions of the XP genes and the
basis for this group of human diseases.a,b,f

The XP-A protein (see table) is a zinc-finger-
containing DNA-binding protein, which interacts
with human replication protein A (Section C,10).  It
may also interact with proteins corresponding to the
rodent ERCC1 and ERCC4 proteins to form a com-
plex that recognizes DNA defects.g– i  Proteins XPC
and XPE may be specialized DNA binding proteins
for cyclobutane dimers and other photoproducts.j,k

The XPG protein is an endonuclease that probably
cuts on the 3' side of the DNA defect.a,l  In human
cell lines with a variety of XP mutations the DNA
problems have been corrected by transfer of the
corresponding normal genes into the cells.m,n

While defects in protein XPD often cause typical
XP symptoms, some defects in the same protein lead
to trichothiodystrophy (TTD, brittle hair disease).
The hair is sulfur deficient, and scaly skin (ichthyo-
sis, Box 8-F), mental retardation, and other symp-
toms are observed.o  Like their yeast counterparts
(proteins RAD3 and RAD25), XPB and XPD are both
DNA helicases.o  They also constitute distinct sub-
units of the human transcription factor TFIIHp,
which is discussed in Chapter 28.  It seems likely
that XPD is involved in transcription-coupled
repair (TCR) of DNA.o,q– s  This is a subpathway
of the nucleotide excision repair (NER) pathway,
which allows for rapid repair of the transcribed
strand of DNA.  This is important in tissues such as
skin, where the global NER process may be too slow
to keep up with the need for rapid protein synthe-
sis.  Transcription-coupled repair also appears to
depend upon proteins CSA and CSB, defects which
may result in the rare cockayne syndrome.b,o,t,u

Patients are not only photosensitive but have severe
mental and physical retardation including skeletal
defects and a wizened appearance.

In a variant form of XP, designated XP-V, nucle-
otide excision repair is normal, but DNA replication
is very slow.  Postreplicational translesional repair

(bypass repair) is also slow, and patients are cancer-
prone.v,w  The recently discovered DNA polymerase
η may be defective.x

Children with ataxia telangiectasia (AT) have
progressive neurological problems, a weak immune
system, premature aging, and a high incidence of
cancer.y  Their skin fibroblasts are deficient in the
ability to repair X-ray damage, which causes many
double-strand breaks.  Apparently in this disease
cells do not wait until DNA repair has been carried
out after exposure to ionizing radiation but attempt
to replicate the damaged DNA.y  The defective
protein ATM (ataxia telangiectasia, mutated) has
been identified as a large 370-kDa Ser / Thr protein
kinase with a carboxyl terminal domain similar to
phosphatidylinositol 3-kinase.z,aa  It appears to play
a crucial role in the cell cycle DNA damage check-
points (Fig. 11-15) by participating in the detection
of double-strand breaks and in delay of replication,
while they are repaired by homologous
recombination.y,bb,cc  Although AT is an autosomal
recessive disease, women heterozygous for the ATM
gene have an increased susceptibility to breast
cancer.  This observation led to the discovery that
the proteins encoded by the well known breast
cancer genes Brca1 and Brca2 form a complex with
ATM.  Phosphorylation of BRCA1 by ATM may
initiate a signaling pathway through the p53, c-Abl,
and Chk2 proteins that cause cell cycle arrest (Fig.
11-15).  BRCA1 and BRCA2 also form a complex
with protein RAD51, a RecA homolog necessary for
homologous recombination.  BRCA1 also may be
essential to transcription-coupled repair.dd,de

There are two major forms of hereditary suscep-
tibility to colon cancer.ee  Familial adenomatous
polyposis is caused by defects in the APC gene (see
Chapter 32).  The more common hereditary non-
polyposis colorectal cancer (HNPCC), which
includes many endometrial, stomach, and urinary
tract tumors, results from defects in DNA mismatch
repair.ff – jj  The proteins hMSH2 and hMSL1 are
homologs of the E.coli MutS and MutL (main text).

Cells of patients with Bloom syndrome (BS)
have many chromosome breaks and a high frequen-
cy of sister chromatid exchanges, perhaps in an
effort to correct these breaks.  The body is small but
well-proportioned.kk  A somewhat similar disease,
the Werner syndrome (WS), is associated with
premature aging.ll  The Bloom’s protein BLM and
the WS gene product WRN are both helicases relat-
ed to E.coli RecQ.  Protein BLM colocalizes with
replication protein A as discrete foci in the meiotic
synaptonemal complex.mm  Protein WRN also seems
to be associated with DNA replication.  Defects

F.  Mutagens in the Environment
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BOX 27-A  DEFICIENCIES IN HUMAN DNA REPAIR (continued)

a Hoeijmakers, J. H. J., and Bootsma, D. (1994) Nature (London)
371, 654 – 655

b Tanaka, K., and Wood, R. D. (1994) Trends Biochem. Sci. 19, 83 –86
c de Vries, A., van Oostrom, C. T. M., Hofhuis, F. M. A., Dortant,

P. M., Berg, R. J. W., de Gruijl, F. R., Wester, P. W., van Kreijl, C.
F., Capel, P. J. A., van Steeg, H., and Verbeek, S. J. (1995) Nature
(London) 377, 169 – 173

d Nakane, H., and 19 other authors. (1995) Nature (London) 377,
165– 168

e Lehmann, A. R. (1995) Trends Biochem. Sci. 20, 402 – 405
f Bootsma, D., and Hoeijmakers, J. H. J. (1993) Nature (London)

363, 114 – 115
g Bankmann, M., Prakash, L., and Prakash, S. (1992) Nature

(London) 355, 555 – 558

appear to increase homologous and illegitimate
recombination.nn  Both proteins may also function in
transcription.oo

Many other diseases leading to a high incidence
of cancer are known.  Among them is the Nijmegan
breakage syndrome, in which chromosomes are

Some Human Hereditary Defects of DNA Repair

Human
disease

Human
gene

involved

Yeast
gene

Function

hypersensitive to breakage by ionizing radiation.
The gene has been identified by positional cloning,
and its protein is apparently involved in repair of
double strand breaks.pp Fanconi anemia, Gardner
syndrome, and hereditary retinoblastoma (Box
11-D) may also involve defects in DNA repair.

h Li, L., Elledge, S. J., Peterson, C. A., Bales, E. S., and Legerski,
R. J. (1994) Proc. Natl. Acad. Sci. U.S.A. 91, 5012 – 5016

i Lee, S.-H., Kim, D.-K., and Drissi, R. (1995) J. Biol. Chem. 270,
21800– 21805

j Emmert, S., Kobayashi, N., Khan, S. G., and Kraemer, K. H.
(2000) Proc. Natl. Acad. Sci. U.S.A. 97, 2151– 2156

k Hwang, B. J., and Chu, G. (1993) Biochemistry 32, 1657– 1666
l O’Donovan, A., Scherly, D., Clarkson, S. G., and Wood, R. D.

(1994) J. Biol. Chem. 269, 15965 – 15968
m Evans, M. K., Robbins, J. H., Ganges, M. B., Tarone, R. E.,

Nairn, R. S., and Bohr, V. A. (1993) J. Biol. Chem. 268, 4839 –
4847

Xeroderma pigmentosum (XP)

XP-A XPA RAD14 DNA-binding, damage recognition

XP-B XPB ERCC3 RAD25 (SSL2) DNA helicase

XP-C XPC RAD4 DNA-binding, thymine dimers

XP-D XPD ERCC2 RAD3 DNA helicase

XP-E XPE RAD16

XP-F XPF RAD10 DNA nuclease complex

XP-G XPG RAD2 DNA nuclease

XP-V XPV RAD30 DNA polymerase η

Cockayne syndrome (CS)

CSA CSA Interaction with helicase CSB and

with TFIIH

CSB CSB DNA helicase

Trichothiodystrophy (TID, brittle hair disease)

XPDE

Ataxia telangiectasia (AT)

ATM Cell cycle delay for repair of ds breaks

Human nonpolyposis colorectal cancer (HNPCC)

hMSH2 MSH2 Mismatch repair

hMSL1 MSL1

GTBP
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BOX 27-A  (continued)

n Tebbs, R. S., Zhao, Y., Tucker, J. D., Scheerer, J. B., Siciliano, M.
J., Hwang, M., Liu, N., Legerski, R. J., and Thompson, L. H.
(1995) Proc. Natl. Acad. Sci. U.S.A. 92, 6354 – 6358

o van Gool, A. J., van der Horst, G. T. J., Citterio, E., and
Hoeijmakers, J. H. J. (1997) EMBO J. 16, 4155 – 4162

p Schaeffer, L., Roy, R., Humbert, S., Moncollin, V., Vermeulen,
W., Hoeijmakers, J. H. J., Chambon, P., and Egly, J.-M. (1993)
Science 260, 58 – 63

q Guzder, S. N., Sung, P., Prakash, S., and Prakash, L. (1995)
J. Biol. Chem. 270, 17660 – 17663

r Winkler, G. S., Araújo, S. J., Fiedler, U., Vermeulen, W., Coin,
F., Egly, J.-M., Hoeijmakers, J. H. J., Wood, R. D., Timmers, H.
T. M., and Weeda, G. (2000) J. Biol. Chem. 275, 4258 – 4266

s Reardon, J. T., Bessho, T., Kung, H. C., Bolton, P. H., and
Sancar, A. (1997) Proc. Natl. Acad. Sci. U.S.A. 94, 9463 – 9468

t Mu, D., and Sancar, A. (1997) J. Biol. Chem. 272, 7570 – 7573
u Cooper, P. K., Nouspikel, T., Clarkson, S. G., and Leadon, S. A.

(1997) Science 275, 990 – 993
v Masutani, C., Araki, M., Yamada, A., Kusumoto, R., Nogimori,

T., Maekawa, T., Iwai, S., and Hanaoka, F. (1999) EMBO J. 18,
3491– 3501

w Johnson, R. E., Kondratick, C. M., Prakash, S., and Prakash, L.
(1999) Science 285, 263 – 265

x Masutani, C., Kusumoto, R., Yamada, A., Dohmae, N., Yokoi,
M., Yuasa, M., Araki, M., Iwai, S., Takio, K., and Hanaoka, F.
(1999) Nature (London) 399, 700 – 704

y Beamish, H., Williams, R., Chen, P., and Lavin, M. F. (1996)
J. Biol. Chem. 271, 20486 – 20493

z Lavin, M. F., Khanna, K. K., Beamish, H., Spring, K., and
Watters, D. (1995) Trends Biochem. Sci. 20, 382 – 383

aa Chong, M. J., Murray, M. R., Gosink, E. C., Russell, H. R. C.,
Srinivasan, A., Kapsetaki, M., Korsmeyer, S. J., and McKinnon,
P. J. (2000) Proc. Natl. Acad. Sci. U.S.A. 97, 889 – 894

bb Morrison, C., Sonoda, E., Takao, N., Shinohara, A., Yamamoto,
K.-i, and Takeda, S. (2000) EMBO J. 19, 463 – 471

cc Cortez, D., Wang, Y., Qin, J., and Elledge, S. J. (1999) Science
286, 1162 – 1166

dd Gowen, L. C., Avrutskaya, A. V., Latour, A. M., Koller, B. H.,
and Leadon, S. A. (1998) Science 281, 1009 – 1012

de Davies, A. A., Masson, J.-Y., McIlwraith, M. J., Stasiak, A. Z.,
Stasiak, A., Venkitaraman, A. R., and West, S. C. (2001)
Molecular Cell 7, 273 – 282

ee Peltomäki, P., Aaltonen, L. A., Sistonen, P., Pylkkänen, L.,
Mecklin, J.-P., Järvinen, H., Green, J. S., Jass, J. R., Weber, J. L.,
Leach, F. S., Petersen, G. M., Hamilton, S. R., de la Chapelle,
A., and Vogelstein, B. (1993) Science 260, 810 – 819

ff Papadopoulos, N., and 19 other authors. (1994) Science 18,
1625– 1629

gg Prolla, T. A., Pang, Q., Alani, E., Kolodner, R. D., and Liskay, R.
M. (1994) Science 265, 1091– 1092

hh Kolodner, R. D. (1995) Trends Biochem. Sci. 20, 397– 401
ii Palombo, F., Gallinari, P., Iaccarino, I., Lettieri, T., Hughes, M.,

D’Arrigo, A., Truong, O., Hsuan, J. J., and Jiricny, J. (1995)
Science 268, 1912 – 1914

jj Mellon, I., Rajpal, D. K., Koi, M., Boland, C. R., and Champe,
G. N. (1996) Science 272, 557– 560

kk German, J., Roe, A. M., Leppert, M. F., and Ellis, N. A. (1994)
Proc. Natl. Acad. Sci. U.S.A. 91, 6669 – 6673

ll Lebel, M., Spillare, E. A., Harris, C. C., and Leder, P. (1999)
J. Biol. Chem. 274, 37795 – 37799

mmWalpita, D., Plug, A. W., Neff, N. F., German, J., and Ashley, T.
(1999) Proc. Natl. Acad. Sci. U.S.A. 96, 5622 – 5627

nn Yamagata, K., Kato, J.-I., Shimamoto, A., Goto, M., Furuichi, Y.,
and Ikeda, H. (1998) Proc. Natl. Acad. Sci. U.S.A. 95, 8733 – 8738

oo Lee, S.-K., Johnson, R. E., Yu, S.-L., Prakash, L., and Prakash, S.
(1999) Science 286, 2339 – 2342

pp Dong, Z., Zhong, Q., and Chen, P.-L. (1999) J. Biol. Chem. 274,
19513– 19516

highly mutagenic.772,773  Much used in the laboratory
as a mutagen is N-methyl-N’-nitro-N-nitroso-
guanidine:

N-Ethyl-N-nitrosourea is one of the most potent car-
cinogens known.773,774  These compounds, as well as
diazomethane and other related substances, probably
act via a common intermediate: CH3N2

+ or C2H5N2
+.775

Any secondary amine will react with nitrous acid
to form a nitrosamine (Eq. 27-25).  Tertiary amines can
also react with loss of one alkyl group.  This can occur
in the stomach, and the nitrosamines may be absorbed
into the system.  All plants contain some nitrate and
some, such as spinach and beets, have large amounts.
Bacon and other cured R’ R meats contain both nitrites
and nitrates, and many drugs and natural food

constituents are secondary amines.  Cigarette smoke
also contains a nitrosamine.776  There is a possibility
that these substances may induce human cancer.772,777

About 3% of residents of North America excrete
feces that contain mutagenic unsaturated glyceryl
ethers, which have been named fecapentaenes.778,779

They could be among the causative agents of colorec-
tal cancer.  Protonation of a double bond will produce
a reactive carbocation, which may be an active alkylat-
ing agent.779

Many halogenated compounds are carcinogenic.
Among these is 1,2-dibromoethane, which has been
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produced in the United States in quantities as great as
108 kg / year.  It has been widely used as a fumigant
for foods, as an industrial solvent, and as an additive
to gasoline.  It is a procarcinogen, whose carcinogenic
properties are expressed only after metabolic activa-
tion.  One pathway of activation is reaction with
glutathione to form a thioether, which can cyclize to a
sulfonium compound.780  The latter alkylates nucleo-
philic groups in DNA as in Eq. 27-26.  Other bifunc-
tional electrophiles such as acrolein, malondialdehyde,
vinyl chloride, and urethane are procarcinogens.781– 784

Styrene, another procarcinogen, is converted to the
carcinogenic styrene oxide by action of a cytochrome
P450.785  Metabolites of glucose such as pyruvalde-
hyde, methylglyoxal, and other reactive aldehydes
can also attack DNA.786,787

Less common than base pair exchanges are frame-
shift mutations.  A characteristic of such mutations is
that they do not revert (back mutate) as readily as do
base substitution mutations, and reversion is not
induced by chemicals known to cause base substitu-
tions.  However, reversion of frame-shift mutations is
induced by acridines and other flat molecules that are
known to act as intercalating agents in DNA helices
and which promote frame-shift mutations.  They are
especially effective in causing mutations of regions in
which long repeated sequences of a single base such as
(A)n or (G)n occur.770,788  For example, deletion of two
base pairs from a “hot spot” (site of frequent mutation)
in the Salmonella histidine789 operon with the following
sequence is induced by 2-nitrosofluorene and causes
reversion of a (–1) histidine-requiring mutant:  5'-
CGCGCGCG.  Whereas simple intercalating agents are
often not very mutagenic, compounds that are both an
intercalating agent and an alkylating agent are espe-
cially potent.  An example is the following compound,
which contains a half-mustard side chain:

Br

Br

Br

S G

S G+

Nui
Br

S G

Glutathione S-transferaseG SH
Br–

Br–

N

N N
Cl

Cl

OCH3

H

H

O

O

O

O

OCH3

O

Aflatoxin B1

2

3

When the CH2Cl group of the side chain is replaced by
CH2OH, the compound is 100 times less mutagenic.

The carcinogenic aflatoxins, which are produced
by Aspergillus flavus, may be present in infected pea-
nuts and other foodstuffs.790  Like many other com-
pounds that are carcinogenic or mutagenic, the
aflatoxins are not unusually reactive chemically.

However, they are activated in the animal body by
hydroxylation and formation of 2,3-epoxides.  The
latter may react with N-7 of guanyl residues in DNA
(Eq. 27-27).791,792

Benz(a)anthracene is also converted in the body to
a carcinogenic epoxide (Eq. 27-28).793  Benzo(a)pyrene
was isolated from coal tar in 1929 and in 1930 provid-
ed the first demonstration of the carcinogenicity of a
pure chemical compound.794  It can also be activated
by conversion in the ER to the 7,8-dihydrodiol 9,10-

(27-26)

(27-27)

(27-28)
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epoxide.795– 797  Hydroxylation activates 2-acetylami-
nofluorene to a carcinogenic N-sulfate (Eq. 27-29),788,798

which reacts with guanine rings.788,799

Although it seems incongruous, many of the most
potent antitumor drugs are powerful mutagens.

Among these are intercalating agents such as dauno-
mycin (Figs. 5-22, 5-23), neocarzinostatin, and bleomy-
cin (Box 5-B).  These are alkylating reagents800 or
attack DNA in other ways.  The fact that such com-
pounds are in use for chemotherapy emphasizes the
need for new approaches to cancer treatment.

How can compounds be recognized as mutagenic?
This is an important question that is difficult to answer
and which has led to many controversies.  For exam-
ple, how dangerous is formaldehyde in the environ-
ment?801  Butadiene?802  Dioxin?790,803  Is fluoride a
carcinogen?804,805

A quick test for mutagenic activity makes use of
tester strains of bacteria developed by Ames and
associates.  These are Salmonella mutants that are
unable to synthesize their own histidine, but which

O

HO

OH
Benzo(a)pyrene diol epoxide

(27-29)

can grow when a mutagenic agent produces a back
mutation.806,807  One of the strains can be mutated by
agents causing base exchanges, while the other three,
which contain different types of frame-shift mutations,
are affected differently by various mutagens.  About
109 bacteria are spread on a Petri plate, and a small
amount of the mutagenic chemical is introduced in the
center of the plate.  Where back mutation has oc-
curred, a colony of the bacteria appears.  The strains
all carry a mutation in the main DNA excision-repair
system so that most mutations are not repaired, and
the test is very sensitive.  Addition of a liver homoge-
nate plus an NADPH-generating system to the sample
tested allows activation of many aromatic chemicals
by hydroxylation.808  Feeding of mutagens to Drosophi-
la eye color mutants permits testing for back mutation
in a eukaryote.809

The bacterial tests have been widely used and
have been of great value.  For example, they revealed
that certain chemicals that were being used as flame
retardants in children’s clothing are mutagens,810 and
that mutagens can be generated during cooking of
meat and other foods.811  However, there are good
reasons for using other methods of identifying mu-
tagens together with the bacterial tests.812  Govern-
ment regulatory agencies in the United States have
relied largely on tests with rodents.  Compounds are
tested at very high doses with these short-lived ani-
mals.  Extrapolation to human exposures at very low
levels has been criticized.764,765,813,814  However, rodent
tests have identified many true carcinogens.815  A
broader range of tests are now in use.816  Direct moni-
toring of the accumulation of defects in animal and
human cells is now possible.  For example, in the 32P-
postlabeling technique DNA is enzymatically di-
gested to the nucleotide level, and the adducts with
mutagens are labeled with 32P, separated, and their
quantities measured.817– 819  Laser-excited fluorescence
from such adducts, GC / mass spectrometry, and im-
munological methods can also be used to identify
DNA adducts.819  Careful vigilance is needed to keep
our mutation rate at as low a level as possible.
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Study Questions

1. Demethylation of 5-methylcytosine in DNA
during early embryonic development has been
proposed (see Chapter 32).  Can you suggest one
or more mechanisms by which such demethylation
could occur?

2. Describe the structures and functions of histones
and of nucleosomes in eukaryotic cells.  Are there
comparable proteins and structures in bacteria?
Do you think that our knowledge of histones and
nucleosomes is nearly complete?

3. List the major molecular components required for
replication of DNA in E. coli.  Describe briefly the
functions of each protein or other component.

4. Compare replication in bacteria and in eukaryotes.

5. Compare systhesis of the leading and lagging
strands in the elongation phase of DNA replica-
tion.  Explain why DNA polymerases may have
difficulty in replicating the 3'-end of the lagging
strand of linear DNA.  How has this problem
been solved in many bacterial and viral systems?
In eukaryotic cells?

6. The circular chromosome of an E. coli cell contains
4.6 x 106 base pairs.  If a replication fork moves at a
rate of ~1000 nucleotides per second, how much
time will be required for replication of the DNA?
Cells of E. coli can divide every 20 minutes under
favorable conditions. How can you explain this
rapid rate of growth?

7. DNA ligase, whose reaction is reversible, is able to
relax supercoiled circular DNA in the presence of
AMP but not in its absence. Outline the chemical
mechanism of the ligase reaction.  Why is it depen-
dent on AMP?  What other DNA ligase mecha-
nism is known?

8. DNA polymerases involved in replication require
a primer.  Why?  What is the nature of the primer?

9. Why is it essential for a cell to have several differ-
ent mechanisms of DNA repair?  Describe some of
these mechanisms.

10. Why do cells use error-prone DNA polymerases
under some circumstances?

11. Do you see a relationship of some types of DNA
repair to the chemical events during meiosis?

12. Is O6-methyltransferase an enzyme?

13. Why are high rates of mutation observed in re-
gions of DNA that contain 5-methylcytosine?

14. Why is uracil-DNA glycosylase important in DNA
repair?  Is it important for DNA replication?

15. Why do cells exposed to visible light following
irradiation by ultraviolet light have a greater
survival rate than cells kept in the dark after UV
irradiation?

16. Can exposure of E. coli to nitrous acid (HNO2) lead
to mutation of a tRNAGLY to an amber suppressor?
The Gly codons are GGX (where X = any nucleo-
tide) and the amber codon is UAG.
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Left.  The N-terminal 190-residue fragment of transcription factor TFIIIA of Xenopus laevis
bound to a 31 bp DNA segment of the promoter region for 5S ribosomal RNA.  Six zinc finger
motifs (zinc atoms are green) bind in several ways into the major groove of DNA and across
the minor groove.  From Nolte et al, Proc. Natl. Acad. Sci. USA 95, 2938 – 2943, 1998.  Courtesy
of Raymond S. Brown.  Right.  Ribbon drawing of the three-dimensional structure of a
10-subunit form of yeast RNA polymerase II, which transcribes genes to form messenger
RNA.  A 20 base pair segment of B-DNA has been modeled but the transcription bubble is not
shown.  The active site Mg2+ is green.  From Cramer et al, Science 288, 640 – 649, 2000.  Courtesy
of Roger D. Kornberg.
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A. Transcription and Processing of RNA in
Bacteria

Even after the existence of mRNA had been recog-
nized, it was not obvious how formation of single-
stranded (ss) RNA would be accomplished, using a
double-stranded (ds) template.  The fact that purified
RNA polymerases can synthesize RNA from the four
ribonucleoside triphosphates using ssDNA as the
template suggested that transcription, like DNA rep-
lication, involves base pairing.  In line with this con-
clusion was the fact that the ssDNA obtained from
bacteriophage φX174 was converted by RNA poly-
merases into a dsRNA–DNA hybrid.  However, when
dsDNA served as the template, free ssRNA was
formed.  Thus, it appeared likely that at the site of
the polymerase action the dsDNA was momentarily
pulled apart into single strands and that one of these
was copied by the polymerase.  More recent experi-
ments have confirmed this view.

1.  The lac Operon

Much of the terminology used to describe the con-
trol of transcription originated with Jacob and Monod.
Based on studies of the induction of enzymes in bac-
teria they proposed the operon model.1c– 3  An operon
is a regulated cluster of genes, one of which is shown
diagrammatically in Fig. 28-1.  This is the lac operon of
E. coli.  Found at position 8 min on the genetic map of
Fig. 26-4, it is probably the most intensively studied
group of E. coli genes.  Three structural genes encode
the amino acid sequences of β-galactosidase (lacZ),3a

The copying of genetic information from DNA
into messenger RNA is the initial step in the chain of
reactions leading to synthesis of the multitude of pro-
teins and specialized RNA molecules needed by cells.
The requirement for these macromolecules varies with
conditions, and in eukaryotic cells, with the stage of
differentiation.  Therefore, it is not surprising that
transcription is highly controlled.

Cells make four principal kinds of RNA: ribosom-
al (rRNA), transfer (tRNA), messenger (mRNA), and
a variety of small RNAs.  The last, which range in
length from a few up to several hundred nucleotide
units,1–1b are designated variously as sRNAs, ncRNAs,
miRNAs, siRNAs, snRNAs, and snoRNAs.  The abbre-
viation s, nc, mi, si, sn, and sno stand for small, non-
coding, micro, silencing, small nuclear, and small
nucleolar,  respectively.  All of these RNAs are synthe-
sized as larger transcripts, which undergo cleavage
and other modifications within the cell.  Therefore, a
second major topic in this chapter is the processing of
RNA precursors.  We will also consider the fact that
cells may be hosts for RNA viruses, may occasionally
harbor RNA plasmids, and must sometimes transcribe
viral DNA.

The absence of a nuclear membrane is a character-
istic of bacteria that has a profound effect on transcrip-
tion.  Bacterial transcripts are processed rapidly, and
their 5' ends often enter ribosomes and are directing
protein synthesis, while the 3' ends of the genes are
still being transcribed.  In contrast, most eukaryotic
RNA transcripts must be processed and transported
out of the nucleus before they can function.  As conse-
quence, many aspects of the control of transcription
differ between prokaryotes and eukaryotes.
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permease (lacY),4 and a transacetylase (acetyltrans-
ferase, lacA), which transfers acetyl groups from
acetyl-CoA to β galactosides.  To account for the ap-
parently synchronous control of these three genes,
Jacob and Monod proposed that they function as a
transcriptional unit the operon, which encodes a
single molecule of mRNA.  They proposed that each
operon is controlled by a segment of the DNA mole-
cule located at the beginning of the operon, i.e., at the
5' end of the coding chain or 3' end of the template
chain.  The first part of this control region they called
the promoter (P).  The promoter is the site of the ini-
tial binding of the RNA polymerase to the DNA, the
binding constants for the association being very high.
The rates of association and of initiation may be in
fluenced strongly by various other proteins.  One of
these, the catabolite gene activator protein (CAP;
also called cAMP receptor protein, CRP), is important
to the lac operon.  It also binds in the promoter region
(Fig. 28-1) and stimulates transcription.

Repression and induction.  Immediately adja-
cent to the promoter is the operator (O), which is a
binding site for a repressor (R).  When the operator
is free, transcription is initiated and proceeds through
the operator region and on to the genes coding for the
three proteins.  On the other hand, if the repressor is
bound to the operator, transcription is blocked.  When
the operon model was first proposed, the chemical
nature of the repressor was unknown.  However,

When the allosteric
catabolite activator protein
(CAP or CRP) binds cAMP,
the dimeric protein is able
to bind to a site in the
promoter and to increase
the rate of initiation of
transcription

Transcription of an operon is initiated by
the binding of RNA polymerase to the
promoter p

Next to the promoter is the operator O,
a special binding site for the repressor R.
When the repressor is bound to the
operator site transcription is blocked

Structural genes

β-galactosidase permease transacetylase

A single polygenic (polycistronic)
mRNA is transcribed from these three genes
starting at the 5’-end of the strand
being synthesized

Inactive repressor will
not bind to operator

Inducer I,
an allosteric effector.
The inducer for the lac
operon is allolactose

This mRNA,
transcribed from
the regulatory gene,
is translated on the
ribosomes to yield,
the repressor
protein R

R

o AYZPI
5’3’

Protein
synthesis

c
c

cAMP (c)

CAP

5’ 5’

Template
strand

Figure 28-1  Schematic representation
of the lac operon of E. coli and of its
control.  Here only the template strand
of the DNA is shown.  However, the
coding (nontranscribed) strand is usual-
ly the one labeled, as in Fig. 28-2.

many repressors have been identified as oligomeric
proteins able to undergo allosteric alteration.  The lac
repressor is made up of four identical 360-residue
subunits.  Each subunit has a helix–turn–helix bind-
ing domain that is specific for the DNA sequence of
the operator and an allosteric binding site for an effec-
tor.5,6  The drawing in Fig. 28-1 is simplified to show
only two of the four subunits (see also Chapter 5,
Section F,1).

The lac operon is ordinarily subject to repression
and is activated by the presence of an inducer, now
known to be allolactose, D-Galp-β1→6-D-Glc.  How-
ever, in experimental work artificial inducers such as
isopropyl-�-D-thiogalactoside (IPTG) are most
often used.  Jacob and Monod postulated that the free
repressor protein binds to the operator.  In the pres-
ence of the inducer a conformational change takes
place, destroying the affinity of the repressor protein
for the operator site.  Thus, in the presence of inducer
the operator is not blocked, and the transcription takes
place.  Such an operon is said to be negatively con-
trolled and inducible.

Important to the control of the operon is the regula-
tory gene, which codes for the synthesis of the repres-
sor protein.  In the case of the lac operon, the regulatory
gene (the I gene) is located immediately preceding the
operon itself (Fig. 28-1).  However, for some operons the
regulatory gene is located a considerable distance away.
For example, the gal operon of E. coli, which  codes for
enzymes of galactose metabolism, is found at map
position 17 min, while the regulatory gene is at 61 min.7
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Regulatory genes are normally transcribed at a
slow but steady rate, presumably because RNA poly-
merase initiates RNA chains infrequently at the pro-
moter sites of regulatory genes.  Thus, each cell of E.
coli normally contains only about ten molecules of the
lac repressor protein.  A mutation in a regulatory gene
may lead to a defective repressor, which no longer
binds at the operator.  Then, transcription of the oper-
on is uncontrolled, and mRNA is produced in greater
amounts.  In such a mutant strain (designated I– in
contrast to the normal I+ strain) production of the
enzyme representing the gene product becomes consti-
tutive, just as is the formation of the enzymes of the
central pathways of metabolism.  The latter enzymes
also appear to be produced regularly in large amounts
without control by a repressor, establishing that tran-
scription rather than translation regulates the expres-
sion of these genes.  The operon can also become
unregulated, i.e., constitutively expressed, if a muta-
tion occurs in the operator site and the repressor can
no longer bind because of the altered DNA sequence.

Nucleotide sequence of the lac control region.
The sequence of the E. coli DNA representing the
promoter-operator region of the lac operon is shown
in Fig. 28-2.  It includes the end of the I gene, at the
left, and the beginning of the Z gene, at the right.2  The
series of codons representing the peptide sequence
Glu-Ser-Gly-Gln-Stop at the left-hand end corresponds

to the known C-terminal sequence of the repressor,
while the three codons at the right are those of formyl-
Met-Thr-Met, the known N-terminal sequence of the Z
gene product β-galactosidase.  Detailed genetic map-
ping of the region in 1973 made it possible to assign
operator and promoter regions with confidence as
indicated.  The mRNA transcript begins in the opera-
tor region as shown in the figure.  The initiation codon
for the Z gene is 39 bases from the end of the tran-
script.  In this figure the original numbering of the
nucleotides is printed in black.  Now it is customary to
number from the transcription initiation position (+1).
Green numbers are used in this way in Fig. 28-2.  Posi-
tions to the left and toward the 5' end of the nontran-
scribed coding strand precede the initiation position.
They are referred to as upstream and are numbered
with negative integers.  Positions to the right are
downstream and numbered with positive integers.

The operator region was located by digesting the
DNA with deoxyribonuclease in the presence of the
repressor protein.8  The bound repressor protected a
region of 27 base pairs as indicated in the figure.  The
operator is centered on a region of local twofold rota-
tional symmetry (Chapter 5; Fig. 5-34).  The symmetry
is not perfect, the sequence being quasipalindromic.
The following precisely symmetric synthetic sequence,
which contains an 11-bp inverted repeat of the left half
of the lac operator sequence, binds lac repressor 8-fold
more tightly than does the natural E. coli operator.9
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Figure 28-2  (A) Nucleotide sequence of the lac promoter-operator region of the E. coli chromosome.7  The proposed locations
of the I gene, the promoter (which contains CAP and RNA polymerase binding sites), the operator, and the beginning of the Z
gene (β-galactosidase) are shown.  Note the two regions of local 2-fold rotational symmetry, which are marked by bars and
central dots and the repeating pentamer.  Positions upstream (–) or downstream (+) from the +1 start position for transcription
are marked in green.  The – 10 (Pribnow) and – 35 promoter elements are boxed on the coding strand (top).  Labels are usually
applied to the coding strand.  The mRNA is copied from the complementary template strand (bottom).  (B) The sequence of an
mRNA molecule initiated in the lac promoter-operator region of a mutant strain of E. coli with an altered promoter.10  The
peptide initiation amino acid is identified by the symbol fMet, and the successive amino acids from the known N-terminal
sequence of β-galactosidase have been matched with the codons.
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The dyad symmetry of the operator sequence is proba-
bly important in providing tight binding to two subunits
of the symmetric tetrameric protein.11– 13  It is also possi-
ble that repressor molecules move along DNA chains in
a one-dimensional diffusion process, and that the sym-
metry of the operator site facilitates recognition by a
protein moving from either direction.14,15

The repressor structure. The lac repressor pro-
tein is a member of the helix – turn – helix family of
DNA binding proteins (Fig. 28-3; see also Fig. 5-35).
The first helix and the turn of this motif fit into the
major groove of the DNA, the side chains from the
helix interacting with specificity-determining groups
in the major groove.  The protein consists of three
domains; the N-terminal DNA binding “head” (resi-
dues ~ 1– ~ 50), a core domain (residues 62 – 340), and a
leucine heptad repeat domain (residues 340 – 360) that
forms the dimer–dimer interface.  The dimeric form
of the repressor binds to the palindromic operator
sequence.  The tetramer can bind to two operator
sequences.16– 20  The inducer IPTG binds to the core
domain near the ONPF site shown in Fig. 28-3.  The
sequence, structure, and binding site of the core do-
main resemble those of sugar transport proteins such
as the galactose-binding chemoreceptor protein (Fig.
4-18A).  Binding of the inducer causes the conforma-
tional change that appears to disrupt the interactions
of the “hinge helices,” seen in the center of Fig. 28-3A,
with the DNA.  This causes the repressor to dissociate
from the operator (Fig. 28-1) and allows RNA poly-
merase to bind and to initiate transcription.

The E. coli lac repressor is one of the most investi-
gated of all proteins.  For example, 4000 single-amino-
acid mutants have been prepared and studied.6,17,21

Suppressor mutations were used to determine the
function of various portions of the protein.22,23  Many
of the mutant proteins were created using amber muta-
tions that were induced in the gene at many positions.
The mutated genes were transferred into plasmids for
cloning.  Each plasmid was used to infect five different
strains of bacteria, each carrying a suppressor muta-
tion that would introduce a different amino acid when
the (termination) codon UAG was encountered (see
Chapter 29, Section C,3).  From these infected bacteria
large quantities of the mutant forms of the lac repres-
sor were isolated.  It was found that many mutations
near the N-terminal end interfered with binding of the
repressor to DNA, whereas mutations near the center
interfere with binding to the inducer.

In addition to the main lac operator O1, which is
marked in Fig. 28-2, there are two weaker auxiliary
operator sequences designated O2 and O3 located 401

5’

3’

G A A T T G T G A G C G C T C A C A A T T C

C T T A A C A C T C G C G A G T G T T A A G

Figure 28-3  (A)  Ribbon view of the dimeric lac repressor
bound to a natural operator and to the anti-inducer o-nitro-
phenylfucoside (ONPF).  The headpiece (residues 2 – 46) and
the hinge helix (residues 50 – 58) form the DNA-binding
domains.  The core (residues 62 – 330), which is divided into
N- and C-terminal subdomains, forms the binding site for
ONPF.  The C-terminal residues 334 – 360, which form a
tetramerization domain, are absent from this MolScript
drawing.  Notice that the hinge helices bind to and widen
the minor groove at the center of the operator.  From Lewis
et al.5a  (B)  Model of a 93-bp DNA loop corresponding to
residues – 82 to + 11 of the lac operon (Fig. 28-2) bound to the
tetrameric lac repressor.  The active sites of the repressor are
bound to the major operator O1 and to the secondary opera-
tor O3.  From Lewis et al.5

A
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C-subdomain
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that the enzyme forms a groove into which the DNA
can fit.  It can then close to form a tunnel in which the
template and nontemplate strands are separated (Fig.
28-4).  The polymerase is present in large amounts,
~ 3000 molecules per cell in E. coli.26  The β and β’ sub-
units of the E. coli enzyme each contain an essential
zinc ion.  The Zn2+ in the β’ subunit is present in a zinc
finger motif near the N terminus.34  It is thought to
interact with the template strand of the DNA.  The
Zn2+ in the β strand is more loosely bound.33,35  The
active site is largely in the β subunit.  In the assembly
of the RNAP complex a dimer of the small α subunit
binds to β, after which β’ is added.36  The sequences of
the β and β’ subunits have several highly conserved
regions with homologous sequences from bacteria and
from functionally equivalent regions in eukaryotic
RNAPs.  Three aspartate residues in the sequence
NADFDGD may chelate two Mg2+ ions as in the active
site of DNA polymerases (Fig. 27-13).37  The basic
chemistry of all of the polymerases may be similar, but
the modular structure of the bacterial RNAP differs
markedly from that of the DNA Pol I family.38

Of the RNA polymerase subunits σ (sigma) plays
a unique role in initiation of transcription.  It is re-
quired for the recognition of promoter sites.39  How-
ever, it is not needed for elongation of an RNA chain
and dissociates from the α2ββ’ core complex soon after
transcription is initiated.  In a given bacterial species
there is one predominant σ factor, but there are often
smaller amounts of other σ factors with homologous
sequences.26,40,40a  In E. coli σ70 (where the superscript
number is the molecular mass in kDa) is predominant,
but other specialized σ subunits recognize different
groups of promoters.  For example, σN(σ54) binds to
promoters that allow transcription of genes involved
in assimilation of nitrogen41,41a as well as in aromatic
catabolism.42  Synthesis of protein σS of E. coli is in-
duced by stress such as carbon starvation.43  At high
temperatures (e.g., 40 – 49°C) σ32 is synthesized and
permits transcription of genes for “heat shock pro-
teins.”44  Actively growing cells of Bacillus subtilis con-
tain at least five different sigma factors.  An additional
four control gene expression during spore formation.45

Promoter sequences.  In 1975, Pribnow pointed
out46 that a series of six known promoters had a con-
served 7-base sequence beginning six nucleotides
upstream from the initiation site for transcription.  Al-
though this sequence varies somewhat from one pro-
moter to another, it has been found in hundreds of E.
coli promoters.  This is called the –10 region, the Prib-
now sequence, or Pribnow box (the last in recogni-
tion of the fact that people like to draw boxes around
these special sequences).  A typical 6-base consensus
Pribnow sequence is 5'-TATAAT as written for the
coding strand, whose sequence corresponds to that
of the mRNA.  Only three of these bases are highly

A.  Transcription and Processing of RNA in Bacteria

bp downstream of O1 in the lacZ coding region, and 92
bp upstream of O1, respectively.24  The DNA can bind
to both O1 and either O2 or O3 with a loop between
them as in Fig. 28-3B.  Binding of the 10 – 20 copies of
the lac repressor present in a cell of E. coli to the opera-
tor sequence is so tight that expression of the genes
controlled is reduced 1000-fold.  However, when
placed in front of other operators or in different posi-
tions relative to the Pribnow sequence (Fig. 28-2), its
effectiveness varied greatly.  The extent of repression
appears to be affected both by thermodynamic fac-
tors12,13 and by relative rates of repressor binding and
of RNA polymerase movement (see also Eq. 28-1).25

2.  Initiation of Transcription

The rate of RNA synthesis varies from one operon
to another.  Sequences of promoters, operators, and
other control sequences as well as the state of repres-
sors and activator proteins all affect these rates.10,26,27

However, in every instance the first steps in transcrip-
tion involve the binding of RNA polymerase to DNA.

Bacterial RNA polymerase.  Most RNA poly-
merases (RNAPs) are large multisubunit proteins.
However, bacterial viruses sometimes induce their
own RNA polymerases, and these may be monomeric.
For example, the 99-kDa (883-residue) phage T7-
encoded polymerase is a single peptide chain with a
structure and two-metal-ion active site resembling
those of E. coli DNA polymerase I.28– 30a  It is able to
carry out all of the steps of the transcription cycle of
the virus.  In contrast, the most studied bacterial
RNAP, that from E. coli, consists of five kinds of sub-
units31– 33d with the composition α2ββ’σω.  A similar
composition has been found for RNAPs of other bacte-
ria.33e  Functions of the five subunits can be correlated
directly with components of archaeal and eukaryotic
RNAPs.33f  However, the latter contain additional
subunits.  The two α subunits in the E. coli enzyme
have identical sequences, but their locations and inter-
actions are different.33a– c

The three-dimensional structure of the E. coli
RNAP bound to DNA in an initiation complex shows

Number of
amino acid

residues

α rpoA 36.5 329
β rpoB 150.6 1342
β’ rpoC 155.2 1407
σ rpoD 70.2
ω rpoZ 6

Subunit
Gene

symbol
Molecular
mass (kDa)
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conserved:  5'-TA_ _ _ T.  For example, in the lac pro-
moter (Fig. 28-2) the sequence is TATGTT.  The nu-
cleotides of the – 10 consensus sequence are present
with the following frequencies (as percentages):
T(80)A(95)T(45)A(60)A(50)T(96).47  The position of the
– 10 sequence is not exactly the same in all promoters
but usually starts 5 – 9 bp upstream of the start position
for transcription.  About 16 – 19 bp upstream from the
Pribnow sequence is another conserved sequence, the
– 35 region.  A consensus sequence is TTGACA, the
TTG sequence to the left being the most highly con-
served.  Both – 10 and – 35 regions are needed for effi-
cient promoter activity.  Lewin suggested the follow-
ing “optimal” promoter sequence.47  The location of
these two regions in transcription initiation complex is
shown in Fig. 28-4B.

Naturally occurring promoters usually do not
have the exact – 10 and – 35 consensus sequences, but
artificially constructed promoters containing them are
highly effective in vivo.26  The fact that most promoters
depart from these “ideal” sequences is not surprising
because cells need varying amounts of different pro-
teins.  Promoter strengths vary over a range of at least
104.  Much of this variation comes from variations in
the specific – 10 and – 35 sequences, which appear to
be specifically recognized by RNA polymerase.  This
variation includes an upward extension of the – 10
region48 for some promoters.  Activator-binding sites
are also often present in an upstream activating re-
gion (UAR; see following diagram).  This may extend
from the – 35 sequence through the remainder of the
promoter region and as far upstream as – 200 to – 500
bp.  For example, the CAP-binding site in the lac oper-
on DNA is centered at – 60 (Fig. 28-2).  In spite of the
variation it was possible to locate 2584 operators (of
which only 392 were previously known) and to predict
the location of 2405 promoters, when the complete E.
coli genome sequence became known.49

The binding of the various RNAP subunits, repres-
sors, and activators has been studied using mutant
promoter sequences,31,37 antibiotic-binding sites,50,51

5’ - - - 16-19 bp
–35

T GACT T ATA AT 5-9 bp AT - - - 3’
–10

Start

chemical crosslinking reagents,34,37 and a cysteine-
tethered Fe-dependent DNA-cutting reagent.32,52

Other “footprinting” techniques, e.g., observing cleav-
age of the DNA by hydroxyl radicals generated by
reduction of H2O2 by Fe(II) (Fig. 5-50), have also been
employed.  It was shown that RNA polymerase binds
to both the –10 and –35 sequences and also to se-
quences further upstream.  The σ70 subunit associates
with the DNA, principally the transcribed strand,
along a region from about the – 25 to the + 12 position
relative to the transcription start site.32– 32b  The α
subunits bind to an UP element from ~ – 40 to – 60 via
their C-terminal domains (CTDs).  See Fig. 28-4B.53– 54d

Control of stable RNA synthesis.  Whereas most
mRNA has a relatively short lifetime, the stable ribo-
somal RNAs and transfer RNAs have much longer
lives.  Furthermore, in E. coli their transcription is
coordinately controlled by seven rrnB P1 promoters.55

The genes for stable RNA have promoters with the
usual – 10 and – 35 sequences, but they contain a com-
plex upstream activating sequence that includes the
UP element and three binding sites for protein FIS
(the factor for inversion stimulation).56  This name
reflects a second function, that of promoting inversion
of a DNA segment in the Hin recombinase system
(Chapter 27, Section D,3).  FIS is a dsDNA-bending
protein.55,57  A dimer of 11.2-kDa subunits, it is an
abundant protein.  Like HU, IHF, H–NS, and Dps, it
coats a significant fraction of the DNA in the E. coli
chromosome.58  It binds to the FIS sites using a helix–
turn–helix motif.  In addition, there is a GC-rich re-
gion at positions – 7 to – 1 with the consensus sequence
5'-GCGCC_C.  It has been suggested that this dis-
criminator is involved in the stringent response,
the diminished rate of stable RNA synthesis observed
during amino acid starvation.59,59a

The very complex stringent response, which
involves ribosomes in the synthesis of guanosine 5'-
triphosphate-3'-diphosphate (pppGpp) under some
conditions,60 is dealt with further in Chapter 29 (Sec-
tion C,8).  The regulator pppGpp, whose concentration
may rise from ~ 50 µM to ~ 1 mM within minutes after
deprivation of amino acids, may react directly with
RNA polymerase at an allosteric site to inhibit tran-
scription.61– 62a  Another possibility is that pppGpp acts

on another protein that binds to the
discriminator sequence.  However,
the fact that a phage T7 gene, which
is also under stringent control, lacks
the discriminator sequence argues
against this.63  pppGpp, whose
concentration is usually high under
conditions of slow growth, may be
a major growth-controlling effector,
which acts by inhibiting the repli-
cation of the rRNA needed for

III II I
–35 –10

Core promoter
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FIS binding sites

Upstream Activating Region (UAR)

Discriminator for
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ribosome formation and protein synthesis when nutri-
ents are scarce.  However, some operons are activated
by the same effector.62

The initiation reaction. A promoter not only
locates the site of initiation but also determines the
direction of transcription and, therefore, the strand of
the DNA duplex that is to serve as the template.  The
requirement for two specific recognition sequences
ensures this directionality.  The RNA polymerase may
bind randomly to DNA, then move rapidly along the
double helix until it locates a strong binding site64– 66

where it binds to the recognition sequences of the
promoter through specific interactions in the major
groove of the DNA helix (see Fig. 5-3).

A satisfactory mathematical model for initiation of
transcription supposes that the polymerase and DNA
bind reversibly to form a complex with formation
constant Kf.  This initial specific polymerase–promoter
complex is referred to as a closed complex because it
is thought that the bases in the DNA chain are all still
paired.  It is postulated that in a rate-determining step
the closed complex is converted into an open com-
plex, which is ready to initiate mRNA synthesis (Eq.
28-1).26,67  In the open complex the hydrogen bonds

E(polymerase) + P(promoter)
Kf

EPc (closed)
k

EPo (open)

Transcription (28-1)

holding together the base pairs have been broken, and
the bases of the template chain are available for pair-
ing with incoming ribonucleotide triphosphates.

It is clear from Eq. 28-1 that the efficiency of initiation
depends upon both the affinity Kf and the rate con-
stant k for opening of the double helix.  Notice that the
Pribnow sequence is AT-rich; therefore, opening of the
helix at this point would be easier than in a GC-rich
region.  Thus, the Pribnow sequence may represent a
point of entry of RNA polymerase to form the open
complex.67  Other upstream A•T tracts are often pres-
ent frequently at about the – 43 position in the UP ele-
ment.  They also seem to strengthen promoter activi-
ty.68  The open complex is thought to undergo some
kind of isomerization to form an initial transcribing

A.  Transcription and Processing of RNA in Bacteria

Figure 28-4  (A)  Hypothetical
structure of a “transcription
bubble” formed by an RNA
polymerase.  Shown is a double-
stranded length of DNA with the
unwound bubble in the center.
This contains a short DNA – RNA
hybrid helix formed by the
growing mRNA.  The DNA
double helix is undergoing
separation at point A as is the
hybrid helix at point B.  NTP is
the ribonucleotide triphosphate
substrate.  See Yager and von
Hippel.71  (B)  Stereoscopic view
of the structure of RNA poly-
merase from Thermus aquaticus in
a complex with a promoter
DNA.  Included are the αI, αII, ω,
β, β’, and σ subunits.  However,
the α C-terminal domains have
been omitted.  The template (t)
strand passes through a tunnel,
which is formed by the β and β’
subunits and two of the structur-
al domains of the σ subunit.  The
nontemplate (nt) strand follows a
different path. The position of
the –10, –35, and UP elements of
the DNA are marked.  From
Murakami et al.33d  Courtesy of
Seth A. Darst.
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1610 Chapter 28.  The Transcription of Genes

complex in which the first chemical steps in RNA
formation occur.69,70  These initial steps may involve
rearrangements of subunit interactions and untwisting
of DNA by torsional movements between subunits.57

Initiation of an RNA chain begins by reaction
within the transcription bubble of either ATP or GTP
with a second ribonucleotide triphosphate (Eq. 28-2) to
form a dinucleotide still bearing a triphosphate at the
5' end.  Further addition of nucleotide units at the 3'
end by the same type

of reaction leads to rapid transcription at a rate of ~ 50
nucleotides s–1 at 25°C.  This is about one-thirtieth the
rate of replication.  The action of the RNA polymerase
is apparently processive, a single molecule of the en-
zyme synthesizing the entire mRNA transcript.

3.  Elongation of RNA Transcripts

After the newly initiated transcript has grown to
8– 9 nucleotides, the sigma factor is lost from the RNA
polymerase complex, the complex becomes very stable
toward increased salt concentrations, and transcription
proceeds processively in a stably elongating mode.
As it does, the strands of the DNA duplex are pulled
apart ahead of the polymerase and close up again
behind the polymerase, the polymerase itself moving
in a “transcription bubble” (Fig. 28-4).  This is thought
to lie within the ~ 10 nm diameter RNA polymerase
complex and to encompass ~ 30 bp of DNA.71  At the
leading edge (point A in Fig. 28-4) a “separator” opens
the DNA, which then closes behind the bubble.  Be-
hind the polymerase active site (next to substrate NTP
in Fig. 28-4) the transcribed RNA forms a short hy-
brid helix with the DNA, presumably with an A type
structure (Chapter 5).  A severe topological problem is
avoided if the transcribed RNA is separated at point B
(Fig. 28-4) as the polymerase moves along the double
helix.  The driving force for the polymerization lies
largely in the hydrolysis of the inorganic PPi formed
in the polymerization (Eq. 17-57).  Stabilization of the
RNA transcript by formation of loops and other sec-
ondary structure may also be a factor.

Although this picture seems clear and simple,
many uncertainties remain.  Transcription does not
proceed evenly but by pauses and spurts.  This has
suggested the possibility of an “inchworm” type of
movement of RNA polymerase.72– 75  However, the
observations may also be explained by variations in
the sequence.  There are both pausing or stalling sites76

and terminator sequences.  The concentrations of the
needed ribonucleotide triphosphate precursors will
also affect the kinetics.  In addition, defects in the

DNA will be met.  Transcriptionally linked repair (Box
27-A)76a may have to be called into play before tran-
scription can continue.77,78  Mispairing of bases can
also occur in the growing RNA chain necessitating a
pause during which the mismatch is recognized.  Spe-
cialized proteins GreA and GreB participate in an
editing step during which the RNAP backtracks for a
few nucleotides, while a piece is hydrolyzed off from
the 3' end before transcription can continue.69,79,80

If the transcription complex moves straight along
a DNA double helix, separation of the strands will
create positive supercoils (overwound DNA) in front
of it and negative supercoils behind the bubble.81 Ex-
perimental data support this prediction.82  In E. coli the
transcription of a plasmid generates positively super-
coiled plasmid DNA when DNA gyrase (Chapter 27) is
inhibited selectively.83  A similar result was observed
in yeast.84  These and other data suggest that DNA
gyrase may act to remove these positive supercoils,
and that topoisomerase I may function in removing
the negative supercoils generated behind the tran-
scription bubble.

The electron micrograph in Fig. 28-5 shows RNA
polymerase complexes apparently moving along a DNA
strand with ribosomes assembled on the RNA and

(28-2)ATP(GTP) + NTP → PPi + pppPupN

Figure 28-5  Electron micrograph showing transcription
from an unidentified operon in E. coli.  Note the DNA du-
plexes (horizontal) and the mRNA chains with ribosomes
attached.  The mRNA chains are shorter at the right side
where transcription begins and larger to the left where
transcription has proceeded for a longer time.  From O. L.
Miller, Jr.85

Direction of protein synthesis

Inactive chromosome segment

Direction of RNA synthesis

Messenger RNA

Ribosome

RNA polymerase
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presumably synthesizing proteins.  Actually, the  DNA
may be moving through the polymerase complexes.

4.  Control of Various Bacterial Operons

With more than 2400 promoters an E. coli cell can
be expected to utilize a great variety of control mecha-
nisms.  The best known of these involve the basic
biosynthetic pathways and energy-yielding reactions.
Here is a small sample.

Many repressors.  Bacteria tend to keep most
operons relatively inactive by use of repressors, most
of which are proteins.  Repressor proteins come in
a variety of sizes and three-dimensional structures.
Most are oligomers, and all have a DNA-binding
motif, often at the N terminus but sometimes at the C
terminus or elsewhere.  The most studied and perhaps
most abundant family86 have the helix–turn–helix
(HTH) motif.  Within this family three-dimensional
structures have been established for the lac repressors,
the trp repressor (Fig. 5-35), the 66-residue cro repres-
sor,87– 89 and a 92-residue DNA-binding “head piece”
of the 236-residue lambda (cI) repressor.90– 91  The
latter two proteins, both of which occur as symmetric
dimers, are involved in preserving the lysogenic state
of the λ prophage (Section B,1).  The related 71-residue
cro repressor from phage 43492 and the head piece
from the phage 434 repressor have similar struc-
tures.93,94  All of these proteins have the N-terminal
HTH structural motif, which binds to DNA and recog-
nizes the appropriate sequence by interactions in the
major groove of the DNA.  Experiments in which the
recognition helix of the 434 repressor was replaced
with the corresponding helix from a phage P22 re-
pressor supported the concept of an N-terminal HTH
DNA-binding domain.95,96  The hybrid repressor
bound to the P22 operator rather than to that of phage
434.  A similar HTH domain is present near the C
terminus in the catabolite-activator protein (Fig. 28-6).
The fit of the helix–turn–helix recognition corner var-
ies from one protein to another.  The small 53-residue
Arc repressor of bacteriophage P22 of Salmonella has a
very different interaction with DNA: the β sheet of an
arc dimer fits into the major groove of the operator
DNA making specific contacts.97,98  A similar interac-
tion characterizes the dimeric methionine repressor.99

Basic to the functions both of repressors and of
activator proteins are allosterically induced conforma-
tional changes caused by the binding of inducers or
corepressors.  The changes begin at the binding sites of
these small effector molecules but are transmitted to
the DNA-binding heads.  In several cases the confor-
mational changes have been observed by X-ray crys-
tallography and are seen to involve a movement of
the recognition helices.  This is also true for the lacI

repressor (Fig. 28-3) and for the TrpR repressor (Fig. 5-
35B)  Notice that the tryptophan binds to the apore-
pressor immediately adjacent to the DNA-binding
site, where it may control not only the shape but per-
haps also the charge distribution within the recogni-
tion motif.

Another important factor in determining the
strength of a repressor–operator interaction is the
twist of the DNA or any other distortion of its regular
helical structure.  For example, in the center of the cro
434-operator complex the DNA is wound, while at
the ends it is underwound.92  Conformational changes
in either the repressor or in the DNA or in both may
be needed to provide optimal binding.  As is seen in
Fig. 28-3 the lac repressor causes a distinct bend in
the DNA.

A theoretical possibility would be for the DNA in
an operator site to be extruded as a cruciform structure
like that in Fig. 5-34A.  Such structures bind well to
certain oligomeric proteins (e.g., see Fig. 27-26B), and
they do appear to form in some promoters.100  How-
ever, crystallographic structure determinations have
ruled out cruciform structures for many repressors.  A
change from a linear helical duplex to cruciform struc-
ture would require a substantial unwinding of the
helix and would mean that negatively superhelical
DNA molecules would bind repressor much more
tightly than does DNA without superhelical turns.
Negative supercoiling does facilitate the lac operator–
repressor interaction.  However, there is only a 50 – 90°
unwinding of the DNA.101  Some AT-rich palindromes
are readily converted to cruciform structures when
negative supercoiling is increased.  Placement of a
promoter sequence within such a structure represses
transcription unless the supercoiling is relaxed.102

Binding of repressors and activator proteins to
DNA control sequences is being studied in many
ways.  Among them are 1H and 19F NMR measure-
ments on lac and cro repressors with specific tyrosine
side chains replaced by deuterated tyrosine or 3-
fluorotyrosine103 or with 5-F-uracil replacing specific
thymines in an operator sequence.104  Footprinting
shows that λ and cro repressors bind to only one side
of the double helix, as is depicted in Fig. 5-50.  Addi-
tion of dimethyl sulfate to growing E. coli causes
methylation at many sites in the DNA and has been
used to obtain footprints in vivo.105  Not only are cer-
tain guanosines in a promoter protected from meth-
ylation when active transcription is occurring but also
guanosines on the opposite side of the double helix
become unusually reactive.  This suggested that the
DNA helix is bent in the transcriptional initiation
complex and that the resulting distortion makes the
bases on the outside of the bend more reactive.105

There is also evidence that the repressor binds to the
opposite face of the DNA that binds RNA polymerase
in the – 35 region of the promoter.106

A.  Transcription and Processing of RNA in Bacteria
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Repressors may have similar recognition domains
but may vary greatly both in size and in the functioning
of their other domains, which may react both with small
allosteric effectors and with other proteins.  The repres-
sor BirA of the E. coli biotin synthesis operon is an en-
zyme.  The 321-residue protein activates biotin to form
biotinyl 5'-adenylate and transfers the biotinyl group to
proteins such as acetyl-CoA carboxylase107– 109a and also
represses transcription.

Inducible operons.  The operon model as pre-
sented in Fig. 28-1 describes the negatively controlled
inducible lac operon.  There are many other examples
of this type of control.  Among them are control of the
utilization of N-acetylglucosamine and xylose.110  Ten
genes for catabolism of inositol are encoded in two
negatively controlled operons in Bacillus subtilis.111

Similar controls are used by bacteria to protect against
the antibiotic tetracycline.  The TetR repressor controls
a membrane associated protein TetA, which acts as an
energy-dependent pump to remove tetracycline from
the bacterial cell.  Synthesis of TetA is normally re-
pressed, but tetracycline, if present, acts as an inducer
to cause TetR to dissociate from its operator site, al-
lowing transcription of the transporter gene.112 – 113a

The gene order, gene content, and regulatory mecha-
nisms in an operon are often poorly conserved among
related species of bacteria.  However, functional and
regulatory relationships may be maintained.113b

Feedback repression.  A simple modification of
the operon model accounts for feedback repression
by end products of biosynthetic sequences (Fig. 11-1).
The product, e.g., an amino acid, vitamin, purine, or
pyrimidine base, acts as a corepressor binding to the
aporepressor and causing an allosteric modification
that inhibits transcription.  It is not the aporepressor
but the effector–repressor complex that binds to the
operon and blocks transcription.  An example is the
tryptophan–repressor complex, whose 3-dimensional
structure is shown in Fig. 5-35.  If free tryptophan
accumulates within a bacterial cell, it binds to the allo-
steric site in the TrpR repressor, inducing a conforma-
tional change that permits the tryptophan–repressor
complex to bind to at least three 21-bp operator sites.
Binding of the repressor–corepressor complex at the
aroH operator locus represses the genes for the first
three steps in the aromatic biosynthetic pathway
(Fig. 25-1, step a).  Binding at the trpEDBCA operator
represses the genes for conversion of chorismate to
tryptophan (Fig. 25-2), and binding at the trpR locus
lowers the rate of synthesis of the trp repressor, pro-
viding a counteracting effect that may be important in
controlling the growth rate.  The trp operon is also well
known for another type of control called attenuation
(see Fig. 28-9 and associated text).

Feedback repression controls methionine synthesis

A G A C G T C T

T C T G C A G A

in E. coli.  The corepressor S-adenosylmethionine binds
to an aporepressor that recognizes the following palin-
dromic sequence in the DNA.  This sequence occurs,

with minor variation, in front of four different operons
encoding enzymes of methionine biosynthesis.99,114

Together they form the methionine regulon.  Other E.
coli operons that are negatively regulated by operator–
repressor interactions include those involved in bio-
synthesis of phenylalanine, tyrosine, arginine, threo-
nine, and isoleucine. The tyr repressor modulates gene
expression in at least eight operons, largely by repres-
sion.115  The ile repressor acts on both the ile and thr
operons.116  The purine repressor, 341-residue PurR,
belongs to the LacI family of repressors.  Its C-terminal
domain also has some sequence similarity to that of
periplasmic sugar-binding proteins.117  PurR represses
several steps in the biosynthesis of IMP and in its
conversion to GMP and AMP (Fig. 25-15).118,119  In E.
coli twelve biosynthetic genes, organized as nine tran-
scriptional units, provide for the synthesis of arginine
in eight enzymatic steps (Fig. 24-10).120,121  As with the
trp operons, synthesis of the repressor ArgR is autoreg-
ulated.  The hexameric repressor has an N-terminal
winged HTH DNA-binding domain.121– 123

As is pointed out in Chapter 16, the acquisition
of iron and control of its concentration is of crucial
importance to bacteria.  In E. coli the Fe2+-binding
protein Fur (ferric uptake regulator) represses pro-
moters controlling siderophore biosynthesis as well
as other responses.  It is a global regulator that con-
trols ~ 40 transcriptional units.124  Similar proteins
repress synthesis of the diphtheria toxin by Corynebac-
terium diphtheriae,125,126 uptake of iron in these bacteria
and in Mycobacterium tuberculosis,127 and uptake of
molybdate.127a

Positive control by activator proteins.  Cyclic
AMP in bacterial cells mediates the phenomenon of
catabolite repression.  This is the inhibition of the
transcription of genes for enzymes needed in catabo-
lism of lactose and other energy-yielding substrates,
when the more efficient energy source glucose is
present.  Glucose causes a decrease in the concentra-
tion of cAMP by a complex mechanism59,128 that may
also cause a decrease in the concentration of inducer.
When the glucose concentration decreases, the concen-
tration of cAMP rises and stimulates the initiation of
transcription in many operons.  This is accomplished
through the mediation of the 209-residue catabolite
gene activator protein, CAP (also known as cyclic
AMP receptor protein, CRP).  This protein is a “global”
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regulator of gene expression that activates transcrip-
tion at over 100 promoters in E. coli.129  The CAP–
cAMP complex binds to the lac promoter adjacent to
the RNA polymerase site at the palindromic sequence
in the DNA as is indicated in Fig. 28-2.  The CAP
molecule is a 45-kDa dimer of identical subunits,
which resembles the repressors in having the HTH
reading head that binds to the DNA.130– 132  However,
the HTH motif is at the C terminus.  The cAMP binds
to two sites in each monomer (Fig. 28-6).  Tightly
bound cAMP molecules in an anti conformation bind
in the center of the large N-terminal domains in the
major allosteric sites.  At higher cAMP concentration
the second sites in the C-terminal DNA-binding
domains are occupied.131

The CAP binds to DNA with the consensus
sequence 5’-AAATGTGATCT/5’-AGATCACATTT,
which may be located at variable distances from the
promoter.133  How does binding of the CAP–cAMP
complex increase the rate of initiation of mRNA tran-
scription?  The anwer evidently lies in direct interac-
tion between CAP and the N-terminal domain of the
RNAP α subunit.54d,129  Binding of CAP induces a 90°
bend in the DNA, which may facilitate the protein–
protein interaction and may lead to looping.130,134

The galactose (gal) operon of E. coli is negatively
controlled and inducible by D-galactose or D-fucose,
which bind to the gal repressor.  There are two over-
lapping promoter sites, one of which is stimulated

by adjacent binding of a CAP molecule.135,136  A sur-
prise came from the discovery that the operator was
upstream from the promoter, that is, it comes before
both the promoter and the structural genes to be tran-
scribed.  Later, a second operator sequence was found
90 bp away from the first and within the first structur-
al gene.  This suggested that the dimeric gal repressor
binds the two operators to form a loop that blocks
transcription.

Another example of positive regulation by CAP is
provided by the seven proteins required for uptake of
maltose and its catabolism by E. coli.  These are encod-
ed in two operons that are controlled as a single regu-
lon.  An apo-activator protein becomes an activator
when it binds maltose.137,138

An E. coli protein known as FRN (for fumarate
nitrate reduction) is a global transcription regulator
homologous to CAP.  It is active only under anaero-
bic conditions in which it controls more than 100
genes.139– 141  FRN contains an [Fe4S4]2+ cluster, which
is required for dimerization and binding to DNA.
Exposure to O2 converts the cluster into an  [Fe2S2]2+

cluster with loss of activator activity.  The photosyn-
thetic Rhodospirillum rubrum is able to adapt to growth
on carbon monoxide as a carbon source.  A CAP-like
transcriptional activator CooA contains heme. It acts
as a sensor for CO, which activates transcription, as
does cyclic AMP with CAP.142,142a  Sequence homolo-
gies suggest that several other bacterial activator pro-
teins also have the HTH DNA-binding motif near their
C termini.

There are other types of transcriptional activators
in bacteria.  One is transcription factor 1 (TF1) encoded
by a Bacillus subtilis phage.  It is a member of the pro-
tein HU family (Chapter 27).  However, unlike the
nonspecific HU it binds to some sites specifically and
activates transcription.143  The E. coli Ada protein is the
acceptor protein in removal of methyl groups from
DNA (Chapter 27).  The same protein is an inducer of
transcription of DNA repair enzymes in the large ada
regulon.  Methylation of Cys 69 of the Ada protein
itself converts it into a gene activator.144

Control by looping.  The arabinose utilization
operon of E. coli, araBAD, encodes proteins needed for
uptake of arabinose and conversion to D-xylulose 5-P.
The repressor AraC in the absence of arabinose binds
at operator 1 (O1) to prevent further synthesis of re-
pressor (autorepression) and also at the araI region to
repress transcription of operon araBAD.  The operator
2 (O2) site, which is 211 bp upstream from araI, is also
needed for this repression.145– 147b  A loop is apparently
formed by repressor binding (Fig. 28-7).  Binding of
arabinose to the repressor converts it into an activa-
tor, which stimulates initiation of transcription at the
BAD promoter.  Further stimulation is provided by
the CAP-cAMP complex, which binds next at araI.

A.  Transcription and Processing of RNA in Bacteria

Figure 28-6  MolScript ribbon drawing of the CAP dimer
bound to DNA with two molecules of the coactivator cAMP
bound per monomer.  A syn-cAMP molecule is bound to the
HTH domain and a loop from the N-terminal domain, while
the second anti-cAMP is bound more tightly in the center of
the larger N-terminal domain.  The DNA sequence for each
half site is 5'-ATGTCACATTAATTGCGTTGCGC-3'.  From
Passner and Steitz.131  Courtesy of Thomas A. Steitz.
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Looping is a recognized control mechanism for a num-
ber of other operons as well.148

Bacterial enhancers.  Positive regulatory DNA
sequences that are distant from the genes controlled
are often called enhancers.149,150  Their function is
usually independent of position over a range of hun-
dreds or more base pairs either upstream or down-
stream of the transcription initiation site.  Quite com-
mon in eukaryotes (Section C,4), enhancers are less
often found in bacteria.  However, the binding sites for
the nitrogen regulatory protein C (NtrC or NrI) of
E. coli has the characteristics of an enhancer.151,152  It
functions with the rather complex glutamine synthe-
tase (glnALG) operon in a major control point for nitro-
gen metabolism.  The enzymology is illustrated in Fig.
24-7.  When the supply of nitrogen from NH3 is low
the NtrC protein, a product of gene glnG, binds to the
enhancer, which is located over 100 bp upstream and
is thought to contact the σN (σ54) subunit of the RNAP
by formation of a loop.153,153a  The process has been
visualized by scanning force microscopy.152  Another
interesting aspect of this control system is the activa-
tion of Ntrc by phosphorylation of a specific aspartate
side chain (Asp 54).  The NtrC-P form is the active
enhancer-binding protein.  NtrC is a member of the
family of two-component sensor-response regulator
pairs, which frequently control bacterial metabolism
and behavior (Chapter 11, Section C, 2; Fig. 19-5).
The sensor protein is NtrB (NRII), which is an auto-
phosphorylating histidine kinase similar to the CheY
protein of bacterial chemotaxis (Fig. 19-5).

NtrC-P dimerizes and binds to the enhancer se-
quence, where it appears to catalyze an ATP-depen-
dent isomerization of the closed to open forms of the
transcription initiation complex (Eq. 28-1).153,154  The
isomerization may depend upon looping.152  Other
operons that utilize the σN subunit of RNAP often also
have upstream or downstream enhancers.155,156

Other two-component control systems.  More
than 60 different sensor–response regulator pairs have

been discovered in bacteria.  Many are associated with
nutrition.  For example, more than 30 genes of the
phosphate (pho) regular are controlled by the sensor
kinase phoR, which detects low phosphate ion con-
centrations and phosphorylates the response regulator
phoB.157– 159  Protein ArB senses changes in environ-
mental O2 levels, and response regulator ArcA regu-
lates ~ 30 operons in response.159a  One effect is to
activate ~ 30 genes needed for the conjugative transfer
of DNA (Fig. 26-3).160  Transcription of rhizobial nif
and fix genes (Fig. 24-4) is controlled by the O2 sensor
FixL and its response regulator FixJ.161  FixL is a heme
protein whose kinase is active only when the heme is
deoxygenated.  The E. coli proteins discussed on p.
1075 mediate transcriptional responses to accumula-
tion of superoxide anions or hydrogen peroxide.161a

In the absence of O2 the E. coli FNR protein in-
duces proteins of the anaerobic respiration pathways.
Nitrate also has its own two-component system that
senses nitrate availability and activates transcription
of enzymes catalyzing nitrate respiration.162  An ex-
panded two-component system induces sporulation
in Bacillus subtilis in response to poor growth condi-
tions.163,164  The crystal structure of one of two re-
sponse regulators (Spo0F) has a structure closely
related to that of CheY and the nitrate response regu-
lator NarL.

Antisense RNA.  Another mechanism of control
of either transcription or of plasmid replication in-
volves small molecules of RNA that are transcribed
from the opposite strand than the template strand
used for mRNA synthesis.1,1a,165– 166b  These antisense
RNA molecules have at least some part of their se-
quence complementary to that of the mRNA and to
the corresponding sequence in DNA.  A well-studied
example is control of the copy number of the colicin
E1 and other plasmids of E. coli.167– 169  Two transcripts,
RNAI and RNAII, are initiated upstream from the
origin of replication (Fig. 28-8).  RNA II is a 555-
nucleotide primer of replication.  It is synthesized as
a longer transcript that is cut by RNase H at ori.  This
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Figure 28-7  Scheme showing regulatory region of the
araCBAD operon of E. coli.  In the absence of arabinose
the protein AraC acts as a repressor, which binds to
upstream region I of the promoter and also to operator
O2, forming a loop of ~ 210 bp of DNA.  Binding of
arabinose to the N-terminal domains of the dimeric
repressor allows the dimer to dissociate and the N-
terminal domain of one subunit to bind to region I2 of
the promoter for genes B,A,D (dashed outline) activat-
ing their transcription.  The AraC protein also binds to
promoter Pc, repressing its own synthesis.  After Zhang
et al.146
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cleavage is inhibited if the 108 nucleotide RNA I forms
a duplex with the 5' end of the RNA II, which has a
complementary base sequence.  The process is more
complex than this because both RNA II and RNA I
have complex secondary structures and are brought
together with the help of the small protein product of
gene gro, which permits them to recognize each other
prior to duplex formation.

The major outer membrane porins of E. coli (Fig.
8-20) are encoded by genes ompC and ompF.  A small
174-nucleotide RNA called mRNA-interfering com-
plementary RNA (mic RNA), whose gene is upstream
of the ompC promoter, is transcribed in the opposite
direction from that of the porin gene.167  It is homolo-
gous with the 5' end of ompF mRNA, and its function
is evidently to inhibit translation of the ompF mRNA.
Since ompC and the micFRNA gene are apparently
regulated coordinately, synthesis of the ompF product
is inhibited if the ompC product is being synthesized,
as happens when the bacteria are growing in a medi-
um of high osmotic strength.166b,170,171

Many other examples of regulation by antisense
RNA are being discovered.  Small noncoding RNA
molecules (ncRNAs) often serve as templates or
guides1,171a in processes ranging from synthesis of
telomere ends (Fig. 27-21) to editing,172 modifying,173

and splicing mRNA174 (Section D).  Both in bacteria174a

and in eukaryotes (p. 1640) dsRNAs are often formed
and subsequently cleaved to single-stranded antisense
RNAs that act as guides to initiate hydrolytic destruc-
tion of defective, toxic, or unwanted mRNAs.171a  The
recognition of these natural regulatory mechanisms
has led to keen interest in artifical regulation by anti-
sense RNA.  Synthetic antisense RNA injected into

cells will inhibit expression of selected genes.  There
is the possibility of effective therapy against viruses,
cancer, and inflammation if suitable antisense RNA
could be generated within eukaryotic cells or intro-
duced as drugs.175– 176b  Such drugs, which are typi-
cally ~ 15 nucleotides in length, are most satisfactory
if they are stable, enter cells, and interact specifically
with complementary sequences of DNA or RNA.177

Stability can be improved by use of linkages other
than the natural phosphodiester.178– 181  Phosphoro-
thioates, in which sulfur replaces one nonbridging
oxygen atom on phosphorus, is a favorite.  Synthetic
antisense oligonucleotide mimics may cause adverse
reactions with proteins within cells.178,182  Neverthe-
less, future successes seem likely.182a  See also RNA
interference (p. 1640).

5.  Termination of Transcription in Bacteria

Encoded in DNA are not only the initiation signals
for transcription but also termination signals or termi-
nators.183  Some of these are sensed by the bacterial
RNA polymerase itself while the “reading” of others
requires auxiliary proteins.  Terminators can be either
constitutive or regulatable.  The simplest terminators
result from GC-rich regions of dyad symmetry in the
DNA.  The RNA transcript is able to form a stable
hairpin loop, possibly within the transcription bubble.
If such a loop is followed closely by a series of uracils,
the RNA and the polymerase will dissociate from the
DNA template terminating transcription.  The low
stability of AU base pairs may facilitate dissociation,
but RNA polymerase may also recognize the termina-

tor loop.  Sometimes a terminator will
have a series of adenines preceding the
loop.  This is often a bidirectional termina-
tor; the transcript from the other strand of
DNA will have a loop followed by a series
of U’s.  There are many more complex
termination mechanisms.

Attenuation.  A major mechanism of
feedback repression, known as attenua-
tion, depends not upon a repressor protein
but upon control of premature termina-
tion.  It was first worked out in detail by
Yanofsky et al. for the trp operon of E. coli
and related bacteria.184– 186  Accumulation
of tryptophan in the cell represses the trp
biosynthetic operon by the action of accu-
mulating tryptophanyl-tRNATrp, which
specifically induces termination in the trp
operon.  Other specific “charged” amino-
acyl-tRNA molecules induce termination
at other amino acid synthesis operons.
The first structural gene in the trp operon,

A.  Transcription and Processing of RNA in Bacteria

Figure 28-8  Simplified scheme for control of replication of the ColE1
type plasmid by antisense RNA.  The primer for DNA synthesis is
RNA II whose initial transcript extends past the replication ori.  It is
cut by RNase H at ori and then primes replication of the upper strand
as shown in the figure.  The antisense RNA is RNA I. It binds to
protein Rop whose gene location is also indicated in the figure.  Rop
assists RNA I and RNA II in undergoing a complementary interaction.
However, both RNAs apparently maintain a folded tertiary structure,
and only some segments interact.  The interaction with the Rop
protein evidently in some way prevents initiation of replication until
the Rop concentration falls because of replication of the host cell.167,168
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trpE, is preceded at the 5' end by a 162-bp leader se-
quence, which is transcribed into mRNA.  Within this
RNA are two adjacent hairpin loops.  The second of
these loops (labeled 3:4 in Fig. 28-9) has a GC-rich
stem and is followed by eight consecutive U’s.  It is
a typical efficient terminator.  An RNA polymerase,
having just passed this sequence, will interact with
the looped RNA formed behind it and will dissociate
from the DNA to terminate transcription.  However, if
the terminator loop is prevented from forming, tran-
scription will continue, and the structural genes of the
operon will be expressed.

The trp operon contains a short gene for a leader
peptide preceding the terminator.  Its RNA transcript
is shaded, and its initiation codon AUG and termina-
tion codon AAU are boxed in Fig. 28-9.  In bacteria
translation of mRNA begins while transcription is still
in progress (Fig. 28-5).  The 5' end of the mRNA may
enter a ribosome before the RNA polymerase reaches
the terminator loop, after which the leader peptide
will be synthesized.  The ninth and tenth codons of the
leader peptide gene are of special importance.  They
lie at the beginning of the 1:2 or “protector” loop (Fig.
28-9) and code for tryptophan.  If the level of tryp-
tophan is high, tryptophanyl-tRNATrp will be formed
and the mRNA will move rapidly through the ribo-
some, these tryptophan codons will pass through, and
tryptophan will be incorporated into the peptide.  The
1:2 loop will be opened, but the terminator loop will
remain intact.  The result will be termination of tran-
scription.  However, if the tryptophan concentration is
low, there will be a shortage of charged tRNATrp, and
peptide synthesis will be “stalled” with these tryp-
tophan codons in the active sites of the ribosome.  This
will allow time for the attentuator region to assume
the alternative secondary structure shown in Fig. 28-9B.
Here the 1 limb of the protector loop is stalled in the
ribosome allowing the 2 limb to form the altenative
2:3 loop.  The terminator has been destroyed, and
transcription continues through the rest of the operon.
Thus a low level of tryptophan (and of tryptophanyl-
tRNA) favors transcription of the trp synthetic operon.

Cells of  Bacillus subtilis also synthesize a trp oper-
on transcript that can form either an antiterminator
or a terminator loop (Fig. 28-9C).187,187a– c  Tryptophan,
when present in a high enough concentration, binds to
a trp RNA-binding attenuation protein (TRAP).  This
is an 11-subunit protein, which has 11 tryptophan-
binding pockets and also 11 binding sites for GAG or
UAG RNA triplets.  When tryptophan accumulates
within the cell it binds to TRAP, which then wraps ~ 53
residues of RNA transcript containing 11 GAG or UAG
triplets around its perimeter (Fig. 28-9D).  This pre-
vents formation of the antiterminator loop but allows
the terminator loop to form.  At low tryptophan con-
centrations the antiterminator loop is formed, prevent-
ing formation of the terminator loop.188

Attenuation is also an important mechanism of
control of transcription of biosynthetic operons for
histidine, phenylalanine, leucine, isoleucine, and
threonine.189  Like the trp attenuator region, attenua-
tors for these operons contain codons for the amino
acid whose synthesis is being regulated:  seven Phe
codons in the phe attenuator, seven His codons in the
his attenuator, four Leu codons in the leu attenuator.
The thr operon, which is sensitive to both threonine
and isoleucine, has eight Thr and four Ile codons,
while the ilv attenuator has four Leu, five Ile, and six
Val codons permitting feedback repressor by three
kinds of charged tRNA.190  The pyrimidine synthesis
operon pyr has three attenuator sequences, one right
after the promoter and two others, one just before each
of the two genes in the operon.  This permits partially
independent control of the two genes.191

Rho and other termination factors.  Termina-
tion proteins can also react with specific regions of
DNA or of an RNA transcript to terminate transcrip-
tion.183  The best known termination factor is the rho
protein; a hexamer of 45-kDa subunits.  It interacts
with transcripts at specific termination sequences,
which are often C-rich, and in a process accompanied
by hydrolysis of ATP causes release of both RNA and
the polymerase from the DNA.192,193  Additional E.
coli proteins, products of genes nus A and nus G,
cooperate with the rho factor at some termination
sequences.194– 196c  The rho hexamer is a helicase that
moves along the RNA transcript in the 5' → 3' direc-
tion driven by ATP hydrolysis.  If it locates an appro-
priate termination signal, it may utilize its helicase
activity  to uncoil the DNA–RNA hybrid segment
within the transcription bubble (Fig. 28-4).197– 198b

Cells also contain antitermination proteins,
which prevent termination of transcription of rRNA or
tRNA genes at the many loops of secondary structure
that are possible with these transcripts.59,199– 200b  These
antitermination factors are also important in regulat-
ing transcription during the lytic phase of growth of
phage λ (see Section B,1).  Also important are rates of
hydrolytic degradation of mRNA molecules.201

6.  Effects of Antibiotics

The antibiotic rifamycin (Box 28-A) appears to
interfere with initiation by competing for the binding
of the initial purine nucleoside 5'-triphosphate.  The
same bacterial RNAP that synthesizes mRNA also
transcribes both rRNA and the tRNAs.  Thus, the syn-
thesis of all forms of RNA is inhibited by rifamycin.
When a population of bacteria is subjected to this
antibiotic, a few individuals survive.  These rifamycin-
resistant mutants are no longer sensitive to the antibi-
otic.  Among them are some mutants that produce an
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Figure 28-9  (A,B) Alternative leader RNA structures that mediate control of attenuation in the trp operon of Serratia marce-
scens.  The leader peptide initiation and termination codons are boxed.  Tryptophan codons are indicated by underlining in B.
Formation of the 5' hairpin structure is predicted by computer analysis but is not implicated in control by attenuation.  A
structure 1:2 is thought to serve as a transcription pause signal.  Structure  3:4 is predicted to form when there is an adequate
supply of charged tRNATrp and is thought to function as the transcription termination signal recognized by RNA polymerase.
The 2:3 structure, or antiterminator loop, is predicted to form when charged tRNATrp is unavailable.  Its formation presum-
ably precludes formation of structure 3:4, thereby allowing RNA polymerase to continue transcription into the structural
genes of the operon.  From Kuroda and Yanofsky.186  (C)  Antiterminator and terminator loops, one of which may form from
the leader sequence of the Bacillus subtilis trp operon mRNA.  Numbering refers to the start point of transcription.  The triplet
repeats involved in attenuation are shaded.  From Baumann et al.187  (D)  Structure of the 11-subunit tryptophan RNA-binding
attenuation protein (TRAP) as a ribbon diagram with 11 molecules of L-tryptophan shown as van der Waals spheres.  The
apparently circular RNA structure reflects the fact that the gap between the beginning and end of the bound RNA segment is
averaged (randomized) over eleven binding sites in the crystal structure.  The 53-residue RNA containing 11 triplet repeats of
GAG or UAG is bound around the perimeter and is shown as a ball-and stick model.  From Antson et al.188

C

30

50

A GU CA U
A
C
G
G
C

A
A C

C
G
C
C
G
U
GUCGGAUGAG

1

10

A
G
U
U
A

A
C

A

A
A
A
G
A
G
A
G
U
C
U
G

AAAUGAACACAUACAUUUCUCUUCAC GCGGUGGUUGG UAC

C
U

G

G

C
C
G
C
C
U
U
U
A

C
G

ACCU

170
C

G

G
G

C
G
UAG

2:3

UG

C

G

U

C

C

G

C

G

C

G

UCU

C
G
U

A
A

U

U
U
U
U
U
U
A
U

G
GAC

70 90

110

5’-

C

C
G A 140

UGA

- - - 3’

A GU CA U
A
C
G
G
C

A
A C

C
G
C
C
G
U
GUCGGAUGAGA

G
U
U
A
A
C
A

A
A
A
G
A
G
A
G
U
C
U
GCAAAUGAACACAUACAUUUCUCUUC

A
C

G
C
G
G
U
GGU
U
G
G

1

10

30

50
70

G
U

U
C
G
A
U
A
C GC
G
C

U
A
A

G
U

U

CAUCUGACAAUGC
A
G

C
C
G

G
U
C
C
U
U
U
A

A

C

C
G

A
C
C

U

170

130

130

C

G

G
G

C
G
U

A
G

3:4

1:2

A U
C G
C G

U C
C G
C G
C G

U
C

U

C
G

U

90

150 UUUUUUA

5’-

- - - 3’

Pause
signal

Terminator

Antiterminator
loop

AA A G UACACAAG UAG UG UG A AAU AGCAA AU G U AG GUU AG GUUA AG GAA

14

AU G
G
G
U
A
G C

U
A
C
C
C AA A

C U
U

CUA
C
C

G
G

C G

UU UUU

A U
A U
A U
A U
G C
A U
A U

G U

U C

36

+115

+136

Antiterminator Terminator
U

AA U
G U
A UG

UG
U
U
A
CG

U
A
A

+92

A

AA
G

U G
U A
U G

UA
CG

U G
U AG

U
A
C
G

A
U
G
C

G
U

U

C
A

U C
U

G
A
C
A

130

C
G

A

A

B

C D

A.  Transcription and Processing of RNA in Bacteria

 Chapter 28 IND page c -E 2/14/03, 2:17 PM1617



1618 Chapter 28.  The Transcription of Genes

BOX 28-A  THE ANTIBIOTICS RIFAMYCIN, RIFAMPICIN, AND ACTINOMYCIN D

Rifamycin, produced by Streptomyces mediterra-
nei, is of medical value because it affects acid-fast
as well as gram-positive bacteria.  The semisynthetic
rifampicin has been especially useful in the treat-
ment of tuberculosis.  The ether linkage at the bot-
tom of the ring at the right in the structural formula
is cleaved, and the resulting hydroquinone is oxi-
dized to a quinone within the bacteria.a  At a con-
centration of 2 x 10–8 M rifampicin inhibits bacterial
RNA polymerase 50%.  It does not prevent the
binding of polymerase to DNA but inhibits initia-
tion of  transcription.  Mutants of E. coli resistant to
rifampicin produce RNA polymerase whose β sub-
unit has been altered, sometimes with a change in
electrophoretic mobility.  The related antibiotic
streptolydigin also binds to the subunit of RNA
polymerase and blocks elongation, resistant mu-
tants mapping close to rif mutants.

The actinomycins, which are also produced
by Streptomyces, not only kill bacteria but also are
among the most potent antitumor agents known.b

However,  because of their extreme toxicity they
are of little medicinal value.  Actinomycin D, which
is a specific inhibitor of RNA polymerase, contains a
planar phenoxazone chromophore bearing two car-
boxyl groups, each one linked to an identical cyclic
peptide made up of L-threonine, D-valine, L-proline,
sarcosine (N-methylglycine), and L-methylvaline.

An ester linkage joins the methylvaline residue
of the peptide to the side-chain hydroxyl of threo-
nine.  Two cis peptide linkages are present.  Ignor-
ing the obvious asymmetry of the phenoxazine
ring, actinomycin possesses approximate twofold
symmetry.

The antibiotic binds tightly to double-stranded
DNA in regions containing guanine.  A 2:1 deoxy-
guanosine–actinomycin complex has been crystal-
lized, and the structure has been determined by
X-ray diffraction.c– e  The phenoxazine ring  lies at
the center of the complex, one peptide loop extend-
ing above it.  The twofold symmetry is present in
the dideoxyguanosine complex as well as in actino-
mycin itself.  The phenoxazine ring lies between the
two flat guanosine rings in van der Waals contact.
The two amino groups of the guanine rings form
strong hydrogen bonds with the carbonyl groups of
the threonine residues.  There are also weaker non-
linear hydrogen bonds from the N-3 atoms of the
guanines to the NH groups of the same threonines.

Phenoxazone C

O

l-Thr d-Val l-Pro
cis

cis

Sarcosinel-methyl-ValC

O

O

RNAP with an altered β subunit.  Since the mutant
polymerases do not bind rifamycin, it was concluded
that rifamycin binds to the β subunit and that the
rifamycin-resistance gene rpoB or rif (which maps at 89
min) is the gene for the β subunits of RNA polymerase.

Streptolydigin inhibits both initiation and elon-
gation. Actinomycin D, by binding to DNA, inhibits
DNA polymerases as well as RNA polymerases, the

latter at a concentration of only 10–6 M (Box 28-A).
The eukaryotic RNA polymerases are not inhibited by
rifamycin, but RNA polymerases II and III are com-
pletely inhibited by the mushroom poison �-amanitin
(see Box 28-B).  Inhibitors of DNA gyrase (Chapter 27)
also interfere with transcription as do chain termina-
tors such as cordycepin (3'-deoxyadenosine) and re-
lated nucleosides.
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BOX 28-A  (continued)

a Goldberg, I. H., and Friedman, P. A. (1971) Ann. Rev. Biochem.
40, 775– 810

b Perlman, D. (1970) in Medicinal Chemistry, 3rd ed. (Burger, A.,
ed), pp. 309– 316, Wiley (Interscience), New York (Part 1)

c Sobell, H. M. (1973) Prog. Nucleic Acid Res. Mol. Biol. 13, 153–190
d Sobell, H. M., Jain, S. C., Sakore, T. D., and Ponticello, G. (1971)

Cold Spring Harbor Symp. Quant. Biol. 36, 263 –270
e Sobell, H. M. (1974) Sci. Am. 231(Aug), 82 – 91
f Robinson, H., Gao, Y.-G., Yang, X.-l, Sanishvili, R., Joachimiak,

A., and Wang, A. H.-J. (2001) Biochemistry 40, 5587–5592
g Sobell, H. M. (1985) Proc. Natl. Acad. Sci. U.S.A. 82, 5328– 5331
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Model building studies show
that a similar complex can be
formed with double-stranded
DNA.f  While the amino groups
of the guanine rings (see drawing)
are hydrogen-bonded to the actino-
mycin, the other hydrogen atoms
of the same amino groups as well
as the N-1 hydrogen atoms and the
carbonyl groups of the guanine ring
are available for hydrogen bonding
to form a GC base pair.  Thus, the
structure above can be modified
readily into part of the double-
stranded DNA molecule in which
the phenoxazone ring of actinomy-
cin is intercalated between two CG
pairs.  To do this the normal DNA
structure has to be unwound by 18° at the point of
insertion of the extra ring.  Binding also occurs at
other sites.f  Sobell suggested that actinomycin binds
to a premelted region of the DNA helix within the
transcription bubble and immobilizes it.  This inter-
feres with the elongation of growing RNA chains.g

7.  Processing of Bacterial RNA

Newly formed rRNA and tRNA molecules are
usually not functional but must undergo chain cleav-
age, methylation, and other alterations before they
are “mature.”  However, most bacterial mRNA does
not require processing.  Bacteria produce a series of
mRNA molecules of variable length, some correspond-
ing to polycistronic (polygenic) and some to mono-
cistronic operons.  Most of the mRNA molecules
produced are unstable with an average lifetime of
about two min; however, some, such as those pro-
duced in bacteria about to undergo sporulation, sur-
vive much longer.  Bacterial mRNA sometimes does
undergo processing before it reaches the ribosomes.
For example, following infection of E. coli cells by
phage T7, ribonuclease RNase III cleaves the large
7000 nucleotide “early RNA” transcript from the virus
DNA into five defined fragments.202  Each fragment
presumably carries the message for a single viral gene.

Genes containing introns have been identified in
several archaebacteria203– 205 and in certain phage.206

The corresponding transcripts must be spliced, as are
most eukaryotic transcripts.

Ribosomal RNA.  Quantitatively the most im
portant RNA, making up 90% of that present in cells,
is ribosomal RNA.  Synthesis of rRNA must be rapid,
for an E. coli cell produces 5 – 10 new ribosomes per
second, or 2 x 104 molecules of RNA per generation.
Bacterial ribosomes contain three pieces of RNA.
These are designated, according to their sedimentation
constants, as 5S, 16S, and 23S and contain about 120,
1700, and 3300 nucleotides, respectively.  All three
pieces appear in cells as parts of larger pre-rRNA
precursor molecules with extra nucleotide sequences
at both the 3' and 5' ends.207,208

There are seven rRNA regions in the E. coli  chro-
mosome.208a  Each region consists of a single transcrip-
tional unit containing a gene each for 16S, 23S, and 5S

A.  Transcription and Processing of RNA in Bacteria
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rRNA with interspersed tRNA genes as follows: 16S,
tRNA, 23S, tRNA, 5S, tRNA.  A single transcript (which
can, in certain mutant strains, appear as a 30S molecule)
is cut by the endonuclease RNAse III into the smaller
pre-rRNA molecules.209,210  Other nucleases trim
these to their final sizes, and methylases act to modify
24 residues in E. coli rRNAs.208,211 – 213  Most RNAs of
all organisms contain pseudouridine (�), which is
formed by isomerization of specific uridines present
in the RNAs (Eq. 28-3).  In E. coli there is one pseudo-
uridine in the 16S ribosome RNA and nine in the 23S
RNA as well as one or more in most tRNAs.214– 217  The
isomerization depends upon a carboxylate group of
the enzyme, which evidently adds to the 6-position of
the uracil ring to form a pivot around which the ring
can rotate after it is eliminated from its attachment to
the RNA and before it is reattached with a C–N link-
age (Eq. 28-3).217  Both bacteria and eukaryotes con-
tain several pseudouridine synthases, which act to
isomerize specific uridine residues in the precursor
RNAs.218,218a,b  In eukaryotes special guide RNAs
direct the pseudouridine synthases to specific loca-
tions in their substrates.174,219  The same thing is true
for 2'-O-methylases that modify selected ribose rings
in precursor RNAs.219,220

Transfer RNA.  The genes for tRNA molecules
in both bacteria and mammalian cells are grouped
in clusters, which are transcribed as large precursors
sometimes containing more than one kind of tRNA or
containing tRNA fused to rRNA or mRNA sequences.
At least three different nucleases are needed for cut-
ting and trimming to form the mature tRNA.  These
enzymes may not always act in the same sequence.
Thus, for some but not all tRNAs cleavage near the 3'
end is needed before cleavage can take place at the
5' end.

The best known processing nuclease is RNase P,
which cleaves bacterial tRNA precursors to create the
5' ends of the mature tRNAs.  All of the 64 tRNA pre-
cursors present in E. coli are cleaved by this unusual
enzyme,221– 222c which contains an essential piece of
RNA (Chapter 12, Section D,6).  Cleavage of polycis-
tronic tRNA precursors by RNase P or of the previous-

ly mentioned rRNA and tRNA pecursor by RNAses P
and III releases mature tRNAs carrying extra nucleo-
tides at the 3' ends are removed by exoribonucleases, a
surprising number of which are present in cells.  In E.
coli they include RNases II, D, BN, and T,223,224 as well
as polynucleotide phosphorylase.225

The structure of the precursor to the minor E. coli
tyrosine tRNA1 is shown in Fig. 28-10.  This is encoded
by the amber suppressor gene SupF (see Chapter 29).
Transcription of its gene is initiated by GTP 43 bp up-
stream of the 5' end of the mature tRNA and usually
terminates at a ρ-dependent signal 225 bp beyond the
CCA terminus of the tRNA.  An endonuclease cuts the
transcript a few nucleotides beyond the CCA end.  It is
then trimmed to an ~ 130-nucleotide piece still contain-
ing 2 – 3 extra nucleotides at the 3' end.  This interme-
diate is cut by RNase P at the 5' end after which final
trimming is done at the 3' end (Fig. 28-10).226,227

An important chemical achievement was the syn-
thesis by H. G. Khorana and associates of the double-
stranded DNA segment coding for this E. coli tyrosine
tRNA228 and its precursor.229  This was one of the first
synthetic genes (Chapter 5).  The synthesis was ex-
tended to include the gene termination region, which
lies beyond the CCA end of the tRNA.  Two notewor-
thy features appeared.  There is a local center of dyad
symmetry (indicated by vertical bars and a central dot
in Fig. 28-10), which may serve as a termination signal.
The operator is located in the 29-nucleotide sequence
preceding the tyrosine tRNA gene.230– 232

The 3'-terminal group of three nucleotides, CCA,
is invariant among all tRNA molecules and is labile,
undergoing active removal and resynthesis.  The rate
of this turnover is sufficient to involve about 20% of
the tRNA molecules of a cell per generation, but it is
very much slower than the rate of participation of the
tRNA molecules in protein synthesis.  The physiologi-
cal significance of end turnover is unknown.233  While
this CCA sequence is encoded in bacterial tRNA genes,
it is added in a separate reaction in eukaryotes.234

In addition to the cutting and trimming of precur-
sors by nucleases, extensive modification of purine
and pyrimidine bases is required to generate mature
tRNAs.235  Some of these modification reactions are

(28-3)
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discussed in Chapter 5 (see Fig. 5-33).  In Fig. 28-10 the
modifications in the mature tyrosine suppressor tRNA
are shown, and in Fig. 5-30 those in E. coli phenylala-
nine tRNA are indicated.  Modification usually begins
with tRNA precursors.  For example, the precursor
in Fig. 28-10 is methylated to form ribothymidine at
position 63.236  Pseudouridine is then introduced at
positions 40 and 64 by isomerization of the uridines
present in the initial transcript (Eq. 28-3).237  The Tψ
pair at position 63 and 64 of Fig. 28-10 is almost
universally found in tRNA,238 but the positions are

usually designated as 54 and 55 as in Fig. 5-30.  Posi-
tion 8 in most tRNAs is occupied by 4-thiouridine.
The sulfur atom is transferred from cysteine as S0

using a PLP-dependent mechanism similar to that in
Eq. 14-34 and involving an S-sulfonylcysteine (per-
sulfide) intermediate.239,240  Some modifications are
completed on the mature tRNA.241  Some tRNAs re-
quire RNA splicing for maturation (see Section D,5).205

The hypermodified nucleoside queuosine is
found in the first (wobble) position of anticodons of
most eukaryotic tRNAs for Asn, Asp, His, and Tyr and
also in most bacteria.242– 244  Bacteria apparently make
aminomethyl-7-deazaguanine from guanine (Eq. 28-4,
step a) and transfer this compound into the appro-
priate position in tRNA (step b) by a tRNA-guanine
transglycosylase.245– 246a  The incorporated nucleoside
is then converted to queuine by incorporation of the 5-
carbons of the ribosyl group in S-adenosylmethionine
(Eq. 28-4, step c) to form an intermediate epoxide.247

This is converted to queuine in the vitamin B12-depen-
dent step d.  Eukaryotes are unable to form queuine
and must obtain it as a nutrient factor or from intesti-
nal flora.244  It is exchanged into tRNA by action of the
transglycosylase.245  Queuine might be considered a

A.  Transcription and Processing of RNA in Bacteria

Figure 28-10  Sequence of an E. coli tyrosine tRNA precur-
sor drawn in a hypothetical secondary structure.  Nucle-
otides found modified in the mature tRNA are indicated with
their modifications (S4, 4-thiouridine; Gm, 2'-O-methylgua-
nosine; I0, N6-isopentenyladenosine; ψ, pseudouridine; T,
ribothymidine; see also Fig. 5-33).241  A partial sequence of
the tRNA gene past the CCA end is also shown.  Note the
region of local 2-fold rotational symmetry (indicated by the
bars and the dot).  The anticodon 3'-CUA (shaded) of this
suppressor tRNA pairs with termination codon 5'-UAG.
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vitamin.  However, germ-free mice reared on a queuine-
deficient diet seemed normal.  Therefore, the essentiality
of queuine in the human diet is in doubt.242,243

B.  Viral RNA in Prokaryotes

Bacteria not only transcribe their own genes but
sometimes transcribe, or assist in transcribing, genes
of invading DNA viruses or of integrated proviruses.
In addition, they assist in replication of RNA viruses,
another process that requires RNA synthesis.  Viruses
sometimes make use of host RNA polymerases but
often synthesize their own catalytic subunits.  Bacte-
riophage T4 uses the E. coli RNA polymerase and σ
factors but modifies their action through the binding
of several phage-encoded proteins.248  In contrast,
phage T7 encodes its own relatively simple RNAP
whose initiation complex (Section A,2)29 and elonga-
tion complexes have been studied.249– 249b

1.  The Lysogenic State of Phage �

  The study of  bacteriophage lambda has provided
many insights into biological process.250  As we have
seen (Chapter 27), the DNA of phage λ can become
incorporated into the genomic DNA of E. coli.  The
resulting prophage contains many genes (Fig. 28-11),
but they remain largely unexpressed until the SOS
signal (Chapter 27) is generated.  Certain prophage
genes are then expressed with the result that the λ
DNA is excised as a replicating virus.251  How can the
λ genes remain unexpressed in the prophage but be
expressed rapidly at the time of excision?  Part of the
answer has been found252– 254 in the cI and Cro repres-
sors.  The short L1 operon (Fig. 28-11) of the λ pro-
phage is transcribed continuously by the E. coli RNA
polymerase.  This operon contains genes cI and rex,
which are transcribed from the l strands of the pro-
phage DNA as indicated in Fig. 28-11.  The protein CI
(or CI) specified by gene cI is the lambda repressor,
which binds to two operator sites in the prophage
DNA.  One operator (oL) is to the left and the other (oR)
to the right of the cI gene.  From a study of fragments
of DNA protected by the repressor, it was concluded
that each operator has three subsites, which are filled
from left to right at oL and from right to left at oR suc-
cessively by up to six repressor monomers.  Each pre-
sumed subsite has a similar 17-bp quasipalindromic
sequence to which a dimeric repressor can bind.  The
binding is cooperative, probably because the repressor
molecules contact each other, apparently binding the
DNA into a loop.

The right operator oR controls not only the R1
operon but also the L1 operon, which encodes the λ
repressor (cI gene).  The first of the three subsites in

the operator is adjacent to the L1 promoter PRM , and
binding of λ repressor activates that promoter at the
same time that binding to the adjacent subsites blocks
transcription of the R1 operon.  Thus, the λ repressor
positively controls its own synthesis.  At the same
time, blocking of promoters PR and PL prevents syn-
thesis of virally encoded enzymes that catalyze exci-
sion of the λ DNA and replication and transcription of
the rest of the genes.

The SOS signal causes rapid hydrolytic cleavage
of the λ repressor and transcription of the other λ
operons.  The matter is more complex than this. Gene
products cIII and cII, from the early left and early
right operons, respectively, stimulate the transcrip-
tion of cI and are needed for establishing the lysogenic
state initially.256  Once established these genes do not
function since they are never transcribed.  There are
only a few molecules of the λ repressor present in a
cell, but this is ordinarily sufficient to maintain the
prophage state.  On the other hand, irradiation of
the bacterium with ultraviolet light activates the SOS
response and results in rapid hydrolytic cleavage
of the λ repressor and transcription of other phage
operons.

Of special significance to the lytic cycle is the Cro
repressor gene cro, found at the beginning of operon
R1.  Although it binds to the same operator sequences
as does the λ repressor, the Cro repressor has opposite
effects.254  It represses transcription of operon L2 and
hence synthesis of λ repressor, but it positively acti-
vates PR and PL.  The earliest proteins synthesized
during lytic development are the Cro protein and the
product of the first gene N in the left operon L2.  The
N protein, an antiterminator that permits transcrip-
tion to continue on past points tL and tR, is an unstable,
short-lived molecule of t1/2 ~ 2 min.257  Leftward tran-
scription proceeds through genes exo and β, which
are involved with recombination, and xis, which is
required for excision.  When the DNA is integrated
into the E. coli chromosome, it is cut at points aa’ (Fig.
28-11) and is inserted just to the right of the gal operon
(Fig. 26-4).  Prophage transcription can now continue
past point a’ and into the genes of the bacterium.
Translation of the mRNA formed from this early left
operon generates the enzymes needed to free the
prophage and to permit reformation of the circular
replicative form of the phage DNA.  The excision is
also made near point a’, and it is easy to see how the
nearby gal genes can sometimes be included in the
excised λ genome.

The product of gene N also permits rightward
transcription through genes O, P, and Q and at a slow-
er rate on along the rest of the chromosome to point
a.  Genes O and P code for proteins that permit the
host replication system to initiate formation of new λ
DNA molecules.  Replication begins at the point ori
and occurs in both directions.  Gene Q codes for a

 Chapter 28 IND page c -E 2/14/03, 2:18 PM1622



1623

protein that activates transcription of the late genes
beginning at promoter PR.

As indicated in Fig. 28-11, the chromosome can be
divided into four major operons, the short one that
produces repressor, and the early left, early right, and
late operons.  The early operons code largely for repli-
cation and recombination enzymes and control pro-
teins.  The late operon is concerned with production
of proteins needed for assembly of the virus particles
and must be transcribed at an even higher rate; hence
the need for the product of gene Q.  Within the late
operon, genes A to F are involved in packaging of λ
DNA and in formation of heads, while genes S to J are

concerned with the production and assembly of tails.
Genes S and R produce proteins that lead to destruc-
tion of the host membrane and to lysis of the cell.
During the late stages of lytic growth the early genes
are largely shut off by the Cro repressor.  We can see
that even in a virus the control of transcription can be
a complex process.

2.  Replication of RNA Bacteriophages

The small icosahedral RNA-containing bacterio-
phage are of interest because of the small number of

B.  Viral RNA in Prokaryotes

Figure 28-11  Genetic and physical map of the λ phage genome.  After Szybalski.  See Honigman et al.255 for a more detailed
diagram of the immunity region.  The gene for the lambda repressor is labeled CI.
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genes and the possibility of obtaining a detailed un-
derstanding of their replication.  The four genes in the
3569-nucleotide MS2 RNA (Fig. 29-17) code for the A
protein (maturation protein), the coat protein, a repli-
case (RNA polymerase) subunit, and a protein needed
for lysis of the host cell.  The last gene overlaps both
the replicase gene and that of the coat protein.258,259

The somewhat larger phage Qβ contains a 4.2-kb RNA
genome.  One subunit of the Qβ replicase is encoded
by the virus, but three bacterial proteins are needed to
form the complete replicase.260  They are ribosomal
protein S1 and elongation factors EF-Tu and EF-Ts,
proteins that normally function within E. coli in trans-
lation of mRNA (Chapter 29).  Their ability to associate
with RNA has been exploited by the phage for a quite
different purpose.

Replication of a single-stranded virus must take
place in two steps.  From the (+) strand present in the
virus a complementary (–) strand is first formed.  Ini-
tiation of this step requires another bacterial host
factor Hfq260,261 and GTP.  The (–) strands formed do
not associate with the (+) strands.  They are apparently
released from the replicase in a single-stranded form
and presumably fold into highly structured molecules
with many hairpin loops (as for the (+) strand of MS2
RNA shown in Fig. 29-17).  The (–) strands are then
copied (Hfq is not needed for this) to make a large
number of new (+) strands for incorporation into the
finished virus particles.  The Qβ replicase is able to
synthesize in vitro complete complementary strands to
either (+) or (–) viral RNA molecules.  However, the
system is specific for the viral RNA and will not copy
any arbitrary nucleotide sequence, certain sequences
at the 3' end being essential for initiation of replication.
During replication in the test tube mistakes are made
including premature termination and mispairing of
bases.262,263  Thus mutation takes place, and it is possi-
ble to select RNA molecules much smaller than the
original viral RNA that will be replicated readily by
the Qβ replicase system.  One such fragment contains
only 114 nucleotides in a known sequence.264

C.  Transcription in Eukaryotic Cells and in
Archaea

There are three primary domains of life, represent-
ed by the bacteria, archaea, and eukaryotes.  Some of
the clearest evidence for the independent evolution of
these three groups of organisms is found in the tran-
scriptional apparatus.  While the basic chemistry is the
same, the details of initiation and control of transcrip-
tion in bacteria and in eukaryotes are very different.264a

The archaea share characteristics of both bacteria and
eukaryotes.  Archaeal RNA polymerases have a com-
plexity similar to that of eukaryotes and also share a
similar mechanism of initiation of transcription.265– 266b

Several of the protein transcription factors of archaea
also resemble those of eukaryotes.267,268  However, in
a comparison of DNA sequences from the complete
genomes of four archaeal species, it was found that of
280 predicted transcription factors or transcription-
associated proteins 168 were homologous to bacterial
proteins and only 51 to eukaryotic proteins.268  This
tends to confirm the ancient divergence of the three
primary domains of life.

In bacteria transcription and translation are closely
linked.  Polyribosomes may assemble on single DNA
strands as shown in Fig. 28-5.  It has often been as-
sumed that RNA synthesis occurs on loops of DNA
that extend out into the cytosol.  However, recent
studies indicate that most transcription occurs in the
dense nucleoid and that assembly of ribosomes takes
place in the cytosol.268a  In a similar way eukaryotic
transcription occurs in the nucleus and protein synthe-
sis in the cytosol.  Nevertheless, some active ribosomes
are present in the nucleus.268b

1.  Eukaryotic Nuclei and Transcription

In cells with true membrane-enclosed nuclei the
messenger RNA molecules are relatively long lived.
They must move out from the nucleus to the sites of
protein synthesis in the cytoplasm.  In addition to the
need for eukaryotic mRNA to travel further and to last
longer than that of bacteria, a number of other differ-
ences are evident.  Eukaryotic mRNAs are usually
transcribed from single genes.  Polygenic operons are
uncommon in most animals but are numerous in C.
elegans.268c  Eukaryotic cells appear to rely less on
negative control through specialized protein repres-
sors than do bacteria but use a greater variety of posi-
tive control mechanisms.  However, most genes are
repressed by being held in a silent state.

Another characteristic of eukaryotes is the exten-
sive processing of transcripts.  Most primary tran-
scripts that give rise to mRNA appear first in the
nucleus as heterogeneous nuclear RNA (hnRNA).
Like mRNA it has a base composition resembling that
of DNA.  The molecular size varies from 1.5 to 30 kb
or more.  It turns over rapidly, most of it having a half-
life of ~ 10 min.  However, some may last as long as 20
h.  Only about 5% of the hnRNA ever leaves the nucle-
us as mRNA, most being degraded without export to
the cytoplasm.269  The processing consists of capping
at the 5' ends, removal of introns (splicing), cleavage
by nucleases, polyadenylation at the 3' ends, methyl-
ation, formation of pseudouridines, other covalent
base modifications, and sometimes editing.  Because
of the complexity of eukaryotic transcription there are
many points at which control can be exerted during
initiation of transcription, termination of transcription,
splicing and methylation, transport of mRNA out of
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the nucleus, and the degradation of mRNA.  However,
the first points of control are found in the nucleosomes
and in the structure of the chromatin.

It has been recognized for many years that genes
in heterochromatin (Chapter 27) are usually not tran-
scribed.  In most chromatin the great majority of the
genes are silent most of the time.  Genes are repressed
by the folding of the DNA into nucleosomes and by
the further folding into higher order folds or coils (Fig.
27-5).270– 272  Various activating transcription factors
as well as RNA polymerases must bind to the DNA,
displacing it from the histones around which it is
wrapped in the nucleosomes.  The processes by which

inactive nucleosomal DNA becomes active in response
to external signals are beginning to be understood.
Chemical alterations in the histones in the nuclear ma-
trix and in other nuclear proteins and also in the DNA
itself may be involved.273– 275  As pointed out in Chap-
ter 27, the CpG “islands” that lie upstream of many
genes are heavily methylated in the silent heterochro-
matin.  Repressor proteins may bind to methyl-CpG
groups.276,276a

In recent years attention has been focused on the
N-terminal “tails” of histones H3 and H4 (Fig. 27-4)
in which lysine side chains undergo reversible acety-
lation and which may also be phosphorylated and

C.  Transcription in Eukaryotic Cells and in Archaea

BOX 28-B  POWERFUL POISONS FROM MUSHROOMS

Several deadly species of the genus Amanita
produce colorless toxic octapeptides, the amani-
tins.a,b  Two residues of glycine, one of L-isoleucine,
one of the unusual L-dihydroxyisoleucine, one
of L-asparagine, and one of L-hydroxyproline are
present in α-amanitin.  In the center a modified
tryptophan residue has been combined oxidatively
with an SH group of a cysteine residue.  If the dihy-
droxyisoleucine residue of α-amanitin is replaced
with unhydroxylated leucine, the resulting com-
pound, known as amanullin, is nontoxic.  The LD50
for mice is 0.3 mg kg–1 and 50 g of fresh Amanita
phalloides may be sufficient to kill a person.  Aman-
itins act slowly, and it is impossible to kill mice in
less than 15 h, no matter how high the dose.

α-Amanitin completely blocks transcription by
eukaryotic RNA polymerases II and III.  Polymerase
II is the major nuclear RNA polymerase, and its
inhibition prevents almost all protein synthesis by

a Wieland, T., and Wieland, O. (1972) Microb. Toxins 8, 249 – 280
b Wieland, T., and Faulstich, H. (1983) Handbook of Natural Toxins,

Marcel Dekker, New York
c Wieland, T., Nassal, M., Kramer, W., Fricker, G., Bickel, U., and

Kurz, G. (1984) Proc. Natl. Acad. Sci. U.S.A. 81, 5232 – 5236
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the cell.  Note that the amani-
tin molecule is semisymmetric
overall, much as is a actino-
mycin (Box 28-A),  with an
aromatic group protruding
from behind in the center.

The same mushrooms
contain several fast-acting
toxic heptapeptides, the
phalloidins, whose struc-
tures are similar to those of
the amanitins.  However, they
contain a reduced sulfur atom
(—S—) in the cross-bridge.
They are specifically toxic to
the liver.c  The same mush-
rooms also contain an anti-
dote to the phalloidins,
antamanide.  This cyclic

decapeptide, like the toxins, is made up entirely of
L-amino acids, and it apparently competes for the

binding site of the phalloidins.  Unfortunately, it
is of little value in treating cases of mushroom poi-
soning.  Antamanide is a specific sodium-binding
ionophore.
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methylated.33b,271,275a – c  The resulting modifications
in shape and electrical charge can affect the ways in
which the histones interact with the DNA, with each
other, and with other proteins in transcription com-
plexes.271a,275aThe histone tails may interact with adja-
cent molecules either to pack the chromatin more
tightly or to loosen it and allow transcription to take
place.  Active chromatin has long been known to be
highly acetylated, while silent chromatin has a low
degree of acetylation, but a high degree of methylation
of both histones and DNA (pp. 1541– 1542).  Methyla-
tion of histone H3 on lysine 9 (H3-Lys9 or H3-K9) is
especially significant.275d,e  See Chapter 32, Section A,1
and C,1 for further discussion.

Several transcriptional activators form complexes
with acetylating enzymes, the histone acetyltrans-
ferases (HATs), while transcriptional repressor pro-
teins often associate with histone deacetylases.277– 279c

The deacetylases are often found in very large com-
plexes.  For example, the mammalian complex Sin3
contains two histone deacetylases plus at least five
other subunits, some of which evidently bind to his-
tones.277– 278a  Sodium butyrate in millimolar concen-
trations is a powerful inhibitor of these deacetylases.280

Special silencer sequences in the DNA are sometimes
present and provide sites for binding of transcription-
al repressors.  Among these are silent information
repressors (Sir proteins).  They regulate regions of
DNA that can be converted to a heterochromatin-like
state.  They have been located in silenced mating type
loci in yeast (see p. 1880), in telomeres, and in DNA
containing ribosomal RNA genes.280a,b  Sir proteins
have an unusual histone deacetylase activity.  The
acetyl groups removed from histones are trans-
ferred by reaction with NAD+ to ADP ribose (see Eq.
15-16).280c,d Regions of silenced DNA are often set
apart by insulator or bounding regions.280e–g

An important mechanism of silencing some genes
is the use of an antisense RNA strand, as is illustrated
for a bacterial system in Fig. 28-8.  This RNA interfer-
ence is also used in animals and plants, often as a way
of blocking replication of viruses.1,1a,280h – j  The small
20–25 nucleotide siRNAs that function in this way are
abundant in C. elegans and in Drosophila.

Histone acetyltransferases also form large com-
plexes that acetylate not only histones but also other
nuclear proteins.281–283  The SAGA HAT complex of
S. cerevisiae has a molecular mass of ~ 2.0 MDa and
contains at least 14 subunits.283a  Large acetylating
complexes have also been identified in Tetrahymena,
Drosophila, Arabidopsis, and mammalian species.283

Some subunits of these complexes have been identi-
fied as previously known transcription factors.  Such
multiprotein complexes are sometimes described as
cis-regulatory elements (CREs).283b,c

Changes in the structural properties of chromatin
observed during silencing of genes or during their

activation are often described as chromatin remod-
eling.  Large multisubunit complexes are involved.
Their action is characteristically dependent upon ATP
hydrolysis.284– 284b  Complexes SWI/SNF and RSC,
first found in yeast but also present in human cells,
appear to participate in the disruption of nucleosomes
needed for initiation of transcription.284– 287c  Among
other distinctly different remodeling complexes are
ISWI of Drosophila, its human homolog, and the hu-
man Williams syndrome transcription factor WCRF.284

The ATP-dependent component in these complexes
has a conserved sequence that is shared with DNA
helicases.  RNA helicases are also required for all
processes that form, modify, or utilize RNA.288,288a– c

However, the chromatin remodeling complexes
appear not to unwind DNA but to open the nucleo-
somal DNA for initiation of transcription.272,284  They
may act in a processive fashion and be coupled to
transcription. Peptidyl-prolyl isomerases, such as
the cyclophilins (Box 9-F) may also be essential com-
ponents of chromatin-remodeling complexes.289

Just as they participate in driving the cell cycle,
ubiquitin and proteasomes also function in the con-
trol of transcription.  In many cases specific transcrip-
tion factors are targeted for destruction after they are
used to activate or repress a gene.289a– c  However, a
19S regulatory complex, which consists of a base and
a lid of the proteasome (Box 7-A), may participate
directly in control of transcription rather than in
mediating proteolysis.289a– e  In addition to ubiquitin
a 97-residue relative designated SUMO-1 is linked
to proteins by enzymes resembling E1 and E2 of the
ubiquitin system (Box 10-C).  Conjugation with
SUOMO-1 regulates some transcription factors and
has other functions,289f,g  e.g., participation in control
of nuclear pores.  The 81-residue protein NEDD8,
which is 80% homologous with ubiquitin, controls
some transcriptional processes in heart and skeletal
muscle.289h,i  Furthermore, ubiquitin-like sequences
(UBX domain) are present in the C-terminal ends of a
variety of specific proteins.289j

2.  RNA Polymerases

Eukaryotic nuclei contain at least three RNA poly-
merases269,290– 292 which have the following functions:

Polymerase I Formation of large pre-rRNAs

Polymerase II Transcription of most genes to give
precursors to mRNA and most small
nuclear RNAs (snRNAs and small
nucleolar RNAs (snoRNAs)

Polymerase III Formation of 5S rRNA, tRNAs, and
small RNA U6
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Polymerase I is localized in the nucleolus.293,294  Mito-
chondria contain a fourth RNA polymerase295,295a and
chloroplasts a fifth.296

Like the bacterial polymerase, eukaryotic RNA
polymerases are large 500 – 600 kDa aggregates of 9 – 14
subunits each.  Yeast and human RNA Pol IIs each
contain twelve subunits (Fig. 28-12).290  There are two
large nonidentical subunits, which in mammalian cells
have masses of 214 kDa and 140 kDa and are homolo-
gous to the β’ and β core subunits of the E. coli poly-
merase, respectively.291,297– 299c  The active site contains
one or two catalytic Mg2+ ions.290  The largest subunit
has an unusual singly glycosylated C-terminal do-
main (known as the CTD).  It contains the repeating
sequence (YSPTSPS)n.  The number of repeats varies:
n = 18 in plasmodia, 27 in yeast, 45 in Drosophila, and
52 in mammals.300  The numerous serine side chains
in this tail domain undergo phosphorylation and

dephosphorylation to varying extents during each
catalytic cycle.301  This may be a way of easing the
transcriptional complex through nucleosomes,302 but
its most important function appears to be the linking
of transcription to pre-mRNA processing.303,304

RNA polymerases I and III have properties similar
to those of Pol II.304a,b Polymerases II and III are very
sensitive to inhibition by the lethal mushroom poison
amanitin (Box 28-B).  However, both RNA polymer-
ase I and RNA polymerases of mitochondria resemble
the bacterial enzyme in being resistant. Genes tran-
scribed by polymerase I, II, and III are often referred
to as genes of classes I, II, and III, respectively.  While
mRNA is transcribed from class II genes, rRNAs, tRNAs,
and some small RNAs, which must undergo processing
but are not polyadenylated, are transcribed from genes
of classes I and III.  Each type of nuclear RNA func-
tions in its own sites as independent “factories.”305,306

C.  Transcription in Eukaryotic Cells and in Archaea

Figure 28-12 Three-dimensional structure of yeast RNA polymerase II. (A) View from the “top,” with backbones of ten
subunits (of 12) in the  514-kDa protein shown as ribbon drawings.  A 20-base-pair segment of B-DNA has been modeled in a
location indicated by electron crystallography.  (B)  Side view looking toward the end of the DNA.  Eight zinc atoms as well as
an active-site magnesium (green) are visible.  (C)  Schematic drawing showing the transcription bubble as proposed for a
transcribing polymerase.  (D)  Surface representation of the polymerase viewed as in (A).  (E)  Side view of a section cut along
the line marked C in D.  The dashed white line represents the axis of the DNA-RNA hybrid segment.  The hybrid axis must lie
at an anlge with respect to the axis of the incoming DNA.  Pore 1 may be a route for exit of RNA during “backtracking.”  The
nucleotide triphosphate substrates may also enter via pore 1.  From Cramer et al.290  Courtesy of Roger D. Kornberg.
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points for transcription are more variable.  Most pro-
moters contain the TATA sequence, which is usually
required for binding of polymerase II.  In addition,
there are upstream regulatory elements (Table 28-1).
Many promoters contain the sequence 5'- CCAAT at
about – 75, and others have 5'- GGGCGG or similar
sequences at close to – 100.273, 273a,b  A sequence found
upstream from many yeast genes is 5'- TGACTC or
the longer semipalindromic 5'-ATGACTCAT.313,314

Some sequences are unique to small sets of genes such
as the “heat-shock” genes315 considered in Section 6.
Most upstream sequences are not polymerase-binding

sites but attachment sites for addi-
tional protein transcription factors.
Computer programs that help locate
pro- moter sequences have been
devised.316,317

The SV40 early promoter and
transcription factor Sp1. The study
of transcription in eukaryotes has been
difficult because purified polymerases
do not initiate transcription at most
promoter sites.  As a consequence,
much of the early work was done with
viruses such as adenovirus and SV40.

Their genes are transcribed by RNA polymerase II and
have unusually effective promoters.  A protein known
as Sp1, isolated from human cultured cells, protects an
SV40 promoter from digestion by DNase.  Sp1, which
is now known as an acessory factor or coactivator
for transcription,318,318a protects a region that extends
from about – 45 to – 104 bp and contains the hexanu-
cleotide GGGCGG sequence repeated six times.  The
Sp1 protein was isolated as a mixture of related 95-
and 105-kDa peptides319 and was found to contain two
DNA-binding zinc-finger domains (Figs. 5-37, 5-38).320

The Sp1 protein is synthesized in most cells and binds
not only to SV40 promoters but also to many promot-
ers of host cells321 (an example is provided by the
mouse mitochondrial aspartate aminotransferase gene
whose sequence is shown in Fig. 5-4).  In genes that
lack a TATA sequence the binding of Sp1 or the related
Sp2, 3, and 4 to GGGCGG or similar  GC-rich sequenc-
es is essential to initiation of transcription.322,323  A
possible role is to assist in nucleosome remodeling.322

Sp1 also binds, together with other transcription fac-
tors, to certain enhancer sequences.324,324a,b  Its effects
are modulated by posttranscriptional phosphorylation
and glycosylation.321

The TATA binding protein and general tran-
scription initiation factors. A slow basal level of
transcription can be observed when all but a small
part of the control region at the 5' end of a gene is
deleted.325  This minimum promoter, which includes
the TATA sequence, is the binding site of both the RNA

3. Transcriptional Units and Initiation of RNA
Synthesis

Typical simple transcriptional units for class II
eukaryotic genes contain the following elements:
(a) site of initiation, (b) TATA sequence (Goldberg–
Hogness sequence) at position ~ – 30 bp, (c) upstream
regulatory elements, (d) enhancers, (e) a series of
coding sequences or exons separated by introns, an
AATAAA sequence that in the RNA transcript may
establish the 3' polyadenylation site, (f) a termination
region.307

The preceding paragraph describes a simple
transcriptional unit.  There are also complex tran-
scriptional units.308  For example, the terminator
sequence T1 may be followed by additional exons and
a second polyadenylation signal and second termina-
tion sequence T2.  Termination may sometimes occur
at T1 and sometimes at T2 resulting, after splicing, in
two mRNAs, one containing only exons 1 and 2 and
the other all four exons.  In some cases two or more
different modes of splicing may occur with one or
more exons omitted from the final processed mRNA.
Thus, a single transcriptional unit can give rise to two
or more different proteins which share some common
sequences.309– 312  Multiple initiation sites sometimes
exist as well.

Initiation of RNA synthesis is a complex process,
which is summarized diagrammatically in Eq. 28-5.
Some details are given in Sections 4 – 7.  Elongation of
the RNA being formed is also complex, often requiring
splicing and other processing steps before synthesis
can be terminated.  These steps, which are discussed in
Section 8 and in Section D, also depend upon large
complexes of proteins, which are directly coupled to
the RNA polymerase.312a– c

4.  Promoters, Transcription Factors,
Enhancers, and Activators

Eukaryotic promoter sequences are less well de-
fined than are those of bacteria, and the initiation
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Figure 28-13  (A)  Stereoscopic ribbon drawing of the phyloge-
netically conserved 180-residue C-terminal portion of the TATA-
binding protein (TBP) from Arabidopsis thaliana.  The sequence
consists of two direct repeats, giving the protein an approximate
twofold symmetry.  From Nikolov et al.337  (B)  Structure of the
corresponding C-terminal core (residues 155–335) of the human
TATA-binding protein (TBP) bound to the TATA sequence of a
promoter in adenovirus DNA.  From Nikolov et al.327  (C)  Struc-
ture of human transcription factor IIB bound to a TBP from
Arabidopsis thaliana, which, in turn, is bound to an adenovirus
TATA sequence.  Hypothetical  B DNA extensions have been
modeled at both ends of the DNA segment.  The +1 at the left end
is the transcription start site and the –43 upstream end is to the
right.  From Nikolov et al.338  Courtesy of Stephen K. Burley.

A

B

C

polymerase and of transcription initiation factors that
are designated TFII-A, -B, -D, -E, -F, and H.  Because
they affect many genes these are called general tran-
scription factors.326– 329  TFIID is a large complex of a
DNA-binding subunit known as the TATA-binding
protein (TBP) together with 8 – 12 additional tightly
bound subunits known as TBP-associated factors
(TAFIIs).  Many of the TAFIIs have histone-fold struc-
tures.  Some possess histone acetyltransferase and
other enzymatic activities.329a  They may stabilize
initiation complexes on specific gene promoters.330– 332a

TBP binds specifically to the TATA sequence (Table
28-1),333 which is found in most promoters for RNA
polymerases I, II, and III.  Its three-dimensional struc-
ture resembles a saddle, which sits astride the TATA
sequence (Fig. 28-13).  The DNA is bent, untwisted
by ~ 117°, and the minor groove broadened to allow
a good fit.327,328,334  TFIIB is thought to bind first to

the DNA– TBP complex, after which the RNA poly-
merase II complex binds and becomes positioned
on a promoter site.  Other factors, including the ATP-
dependent bidirectional helicase TFIIH,335,335a also add
(Eq. 28-5).  ATP may be needed for more than one step
in initiation.336  TFIID contains TAFII subunits.  They
may bind along with TBP336a as indicated in Eq. 28-5,
or they may bind at a later point in an assembly path-
way.  It is often stated in current literature that the
growing initiation complex “recruits” the next subunit.
It is important to realize that this simply means that
the next subunit that strikes the complex by diffusion
sticks, perhaps with cooperativity in binding.  The
word recruit doesn’t mean that the complex advertises
a vacancy for the next subunit.  The very large com-
plexes (transcriptosomes) that are formed vary in
composition and in assembly pathways.  Proteins
related to TBP bind to different promoters.310  It is also
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important to recognize that some promoters bind
transcription factors tightly while others do so only
weakly.  Some are constitutive, always functioning,
but most are inducible, acting only upon appropriate
stimulation.  The many operators present in a genome
and the many species of eukaryotes present on earth
ensure a vast variety of detailed pathways and control
mechanisms.

Transcriptional activators. Many proteins serve
as activators of transcription, causing larger increases
in rate over those observed with TBP alone.  Some of
these are listed in Table 28-2.338a  The table also lists
two proteins (Sp1 and NF1), and the DNA sequence
CCAAT, which control constitutive or continuously
active genes.  A large group of transcription factors are
active in development.  Receptors may be resident in
cytoplasm, cell membrane or nucleus, as indicated in
Table 28-2.  Some cytoplasmic factors are latent, becom-

ing active only following stimulation by an external
signal.  All of the factors in Table 28-2 are positive-
acting.338a  However, some negative-acting factors are
known.  One, designated Ssn6-Tup1 in S. cerevisiae is
a global repressor, affecting many genes.338b  For exam-
ple, it opposes the activator GAL4.  Proteins related to
Ssn6-Tup1 are found in flies, worms, and mammals.

Genetic studies indicate that gene activator pro-
teins often bind to TFIIB, TFIID, and TFIIH.272  The
coactivator TafII130 (which binds to TFIID), and the
bound transcriptional activator Sp1 apparently inter-
act with the protein huntingtin in regulation of tran-
scription in the brain.338c  A defect in huntingtin leads
to the fatal neurodegenerative Huntington disease
(pp. 1516, Chapter 30).  Other activator proteins bind
to upstream activator sequences, as in prokaryotes.
Among the most studied of these is GAL4, an 881-
residue yeast protein that binds to a specific 17-bp
palindromic upstream site near the TATA sequence.  It
activates transcription of genes needed for galactose
metabolism.339– 343  The GAL4 protein contains a binu-
clear metal cluster composed of two Zn2+ ions and six
cysteine side chains, two of which bridge the pair of
metal ions.341,343  GAL4 is able to activate genes of
Drosophila and of human cells.  The specific GAL4-
binding sequence has been introduced into 5' control
regions of genes in various positions.344  It was found
that neither an exact distance nor alignment between
the GAL4 binding site and the TATA sequence is re-
quired, but activation is best when this distance is not
too large.  The explanation for the lack of a require-
ment for alignment seems to lie in the flexibility of
the C-terminal segment of GAL4, which carries a
large  negative charge and may bind to the repeated
C-terminal sequence of RNA polymerase II to acti-
vate it.345  Many other promoter-specific activators
are known.

Mediators and coactivators.  Transcriptional
activators that act in a crude cell-free system often do
not function with purified DNA, RNA polymerase,
and the basal transcription factors as indicated in Eq.
28-5.  Studies with yeast, Drosophila, and human cells
revealed that additional large multisubunit complexes
known as mediators are needed.272,346– 348  A yeast
mediator complex consists of 20 subunits.349– 350b

Many activator proteins bind to the DNA sequences
known as enchancers, discussed in the next section.
Mediator complexes may also interact with enhancer-
bound activators.  Individual proteins, such as the TAF
subunits, that bind to and cooperate with activator
proteins are often called coactivators.351

Enhancers. Complex DNA sequences called
enhancers help to regulate transcription of many
eukaryotic genes.  The first of these was discovered
in an  upstream control region of the virus SV40 DNA

DNA TATA Promoter
+1

Start
–35

TFIIA  +  TFIID

Assembling
initiation
complex

Preinitiation complex (closed)

Preinitiation complex (open)

DNA strand separation

Nucleotide triphosphates

n PPi

Phosphorylation of PolII
large subunit C-terminal
domain

Initiation

ADP + Pi

ATP

TBP

TFIIB
TFIIE
TFIIH

(Helicase)

TFIIB
TFIIE
TFIIH

Termination RNA

Dephosphorylation

RNA pol II   TFIIF

n’ ATP

n’ ADP

TAFIIs

n’’ PPi

n’’ Nucleotide triphosphates

Elongation, movement of
RNA pol from initiation region

(28-5)
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and consists of two repeats of a 72-bp sequence.47,352,353

The presence of an enhancer sequence may cause as
much as 100- to 1000-fold increase in the rate of tran-
scription as compared with the same transcriptional
unit from which the enhancer has been deleted.  A
surprising fact is that enhancers as far as 1 – 2 kbp up-
stream or even far downstream of the promoter and
in either of the two possible orientations are effective.

This finding suggested that enhancers induce long-
range conformational alterations in DNA.  Alterna-
tively, they might contain points of entry for RNA
polymerase or for an initiation factor that could move
along the DNA to the promoter region.  However, the
synthetic DNA molecule shown in Fig. 28-14 contains
two copies of an enhancer in opposite orientations
in one strand but none in the other strand.354  The

TABLE 28-1
Nucleotide Sequences of Some Commonly Found Regulatory Elements in Promoters and Upstream
Activator Sites

Sequencea transcription Description.  Positions are relative to the start site

RNA polymerase binding sites:

a The sequences are all for the sense strand of the DNA, n = any base.  See Keller, W., König, P., and Richmond, T. J. (1995) J. Mol. Biol. 254, 657–
667; Adams, R. L. P., Knowler, J. T., and Leader, D. P. (1992) The Biochemistry of the Nucleic Acids, 11th ed., Chapman & Hall, London; Lewin, B.
(2000) Genes VII, Oxford Univ. Press, New York.

b Consensus sequence.  The bases in boldface are the most highly conserved.
c From DeDecker, B. S., O’Brien, R., Fleming, P. J., Geiger, J. H., Jackson, S. P., and Sigler, P. B. (1996) J. Mol. Biol. 264, 1072–1084.
d The symbol @ refers to either A/T or T/A.  See Juo, Z. S., Chiu, T. K., Leiberman, P. M., Baikalov, I., Berk, A. J., and Dickerson, R. E. (1996)

J. Mol. Biol. 261, 239–254.

Upstream eukaryotic promoter sites:

Enhancer elements and transcription factors:

AP-25'-CCCCAGGC

AP-1, cJun, GCN4 (yeast)5'-ATGA(C/G)TCAT

Myc / Max heterodimer5'-CAC(G/T)

CRE (cAMP responsive element)5'-ATGACGTCAT

Estrogen-responsive element5'-GGTCAnnnTGACC

Vitamin D-responsive element; direct repeats5'-GGGTGAnnnGGGTGA

SRE (serum response element)5'-CC(A/T)6GC

Homeotic genes; Oct-25'-ATGCAAAT

5'-GGTCAnnnTGACC ERE (erythroid responsive element)

–100 region, Sp15'-GGGCGG

–75 region, CTF5'-CCAAT

Binding site for TFIIIASmall GC clusters ~5 bp apart

5'-GCGCC-C ~ –5; “discriminator” sequence: inhibition of gene
expression by ppGpp

Bacterial –10 or Pribnow promoter sequence5'-TATAATb

Bacterial –35 region promoter sequence5'-TTGACA

Archaeal – 30 region,  TBP binding sitec5'-(C/T)TTA(A/T)Ann

or 5'-TATA@A@nd

Eukaryotic –30 region; yeast  –60 to –120 region5'-TATA(A/T)A(A/T)
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enhancer is thus topologically sepa-
rated from the globin gene present
in the DNA.  Nevertheless, the
enhancer functioned efficiently.
This suggested that enhancers are
protein-binding sequences and that
the bound proteins may, perhaps,
close a loop to affect the transcrip-
tion initiation complex.149,355,356  An
enhancer may control a whole loop
of DNA in a chromosome affecting
many genes.357  Enhancer DNA
sequences are often complex or
modular, consisting of several shorter
elements.  For example, the SV40
enhancer contains 8- to 10-bp se-
quences that are repeated with
minor variations and are also
present in other enhancers.  These
are sites for the binding of activator
proteins, some of which carry mes-
sages from signaling cascades such
as the MAP kinase pathway of Fig.
11-13.  These pathways are central
to the control of cell growth.  Their
activation is recognized as a mito-
genic response.  Some enhancers
(nonmodular) are more compact and
directly tied to the RNA pol com-
plex.  An example is the human
interferon-β (IFN-β) enhancer.357a,b

It responds cooperatively to three
separate activator proteins: NF-κB,
interferon regulatory factors, and
ATF-2/c-Jun together with an archi-
tectural HMG protein.  These form
an enhanceosome, which inter-
acts directly with the transcripto-
some complex.  The whole complex
is sometimes referred to as a cis-
regulatory module (CRM).  The
DNA domains affected by enhanc-
ers may be separated by insulator
or boundary regions (p. 1626).

5. The Variety of DNA-
Binding Proteins

A large number of proteins,
often present in very small amounts,
bind to DNA and may affect tran-
scription.  Some, such as the his-
tones, are relatively nonselective.
The more specific transcription
factors are often capable of binding
tightly, but may do so only upon

Figure 28-14  A “tailed
circle” consisting of an en-
hancer linked to, but topologi-
cally separated from, a gene.
One of the DNA strands of
this plasmid bears two copies
of an SV40 enhancer sequence,
one copy inverted with re-
spect to the other.  This extra
region protrudes from the
circle and self-pairs to form a
functional enhancer.  The
main body of the circle con-
tains the β-globin gene, tran-
scription of which is increased
by the enhancer.  Twisting of
the enhancer has no effect on
the winding of the strands on
the main body of the circle;
nevertheless, the enhancer
efficiently increases β-globin
transcription.  From
Ptashne.355

TABLE 28-2
Functional Classification of Positive-Acting Eukaryotic
Transcription Factorsa

a Major groups are labeled in large type and specific examples are listed below (green).
Some bacterial proteins are included.  Proteins designated by asterisks can be trapped in
the cytoplasm by phosphorylation of serine site chains.  From Brivanlou and Darnell.338a

Positive-acting transcription factors

Constitutive
Sp1

CCAAT
NF1

Regulatory
(conditional)

Developmental
“cell specific”

GATA
HNFs
Pit1

MyoD
Myf5
Bicoid
Hox

Winged helix
(forkhead)*

Steroid
receptor

superfamily
GR
ER
PR
TR

RARs
RXRs

PPARs

Internal
signals
SREBP

p53
Steroid

‘orphans’

Cell surface
receptor-ligand

Resident
nuclear factors

ETS
CREBs
ATMs

SRF (MADS box)
FOS-JUN
MEF-2*

Signal dependent

Latent
cytoplasmic

factors
STATs

SMADs
NFκB/Rel

CI/GLI (HH)
NOTCH (NICD)

CATEN INS (Wnt)
TUBBY
NFAT

I II

A B

1 2 3

a b
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allosteric activation.  Architectures of transcription fac-
tors vary.  Some place an α helix in the major groove
of B-DNA while for others β strands or peptide loops
may interact with the DNA in the wide groove.  Many
transcription factors bind only to a bent or distorted
DNA helix, often with a broadened groove.  Intercala-
tion of groups from other domains of a transcription
factor within the minor groove may help to bring
about necessary distortion.358  Transcription factors
sometimes, perhaps often, have other roles, e.g., as
enzymes.  For example, a pterin dehydratase acts as a
transcriptional cofactor in liver cells.359

While architectures vary greatly, the DNA-binding
domain or domains are usually rich in positively
charged side chains, which may interact directly by
hydrogen bonding with the charged phosphate groups
of the DNA backbone or indirectly via bound water
molecules (see Fig. 5-36).

Leucine zipper transcription factors.  A large
family of DNA enhancer-binding proteins, which are
involved in regulating cell growth in specialized cells
of differentiated tissues and also in yeast cells, have
related structure domains with a characteristic coiled
coil that holds two subunits together.360,361  An exam-
ple is the Max structure shown in Fig. 2-21.  One of
the  first proteins of this type to be recognized was the
mammalian phorbol ester-induced cell activator pro-
tein AP-1, which is a heterodimer of the protein cJun,
encoded by cellular protooncogene c-jun, and cFos,
encoded by protooncogene c-fos.362  The heterodimer
binds to the palindromic sequence 5'-TGACTCA.
Each of the monomeric proteins c-jun and c-fos, as
well as other members of the leucine zipper family, has
an N-terminal DNA-binding domain rich in positively
charged basic amino acid side chains, an activation
domain that can interact with other proteins in the
initiation complex, and the leucine-rich dimerization
domain.363  The parallel coiled-coil structure (Fig. 2-21)
allows for formation of either homodimers or hetero-
dimers.  However, cFos alone does not bind to DNA
significantly and the cJun/cFos heterodimer binds
much more tightly than does cJun alone.364  The yeast
transcriptional activator protein GCN4 binds to the
same 5'-TGACTCA sequence as does the mammalian
AP-1 and also has a leucine zipper structure.360,364,365

Several mammalian leucine zipper proteins bind
to the CCAAT sequence (Table 28-1) and are, therefore,
as a family designated C/EBP.361,366,367  A 30-residue
segment of C/EBP contains four leucine residues at
7-residue intervals.  When plotted as a helical wheel
(Fig. 2-20) the four leucines are aligned on one side.368

Similar sequences are present in the proteins cMyc,
cJun, and cFos and in GCN4.  These observations
suggested that if the peptide sequence forms an α
helix, the leucine side chain from two identical sub-
units or closely related proteins might interdigitate in
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a knobs-in-holes fashion to form the leucine zipper
(Fig. 2-21).368  The structures of these leucine zipper
proteins have now been thoroughly investigated and
verified by X-ray and NMR methods.360,369– 371  Muta-
tional alterations in the zipper regions of these pro-
teins decreases both activation372 and dimerization.373

The CCAAT sequence is found in many enhanc-
ers366,374,375 and is present in ~ 25% of all eukaryotic
promoters that function in differentiated tissues.  A
trimeric protein known as NF-Y binds specifically to
this sequence.366  Its subunits contain glutamine-rich
domains and histone-fold domains that suggest forma-
tion of nucleosome-like structures.366,376

Another transcriptional activator of the leucine
zipper class is Myc, a product of the c-myc oncogene
(Chapter 11) and a key regulator of both cell growth
and programmed cell death (apoptosis).377– 379a  It
binds to the sequence 5'-CACGTG, and its binding
is greatly enhanced by formation of the heterodimer
Myc/Max (Fig. 2-21).  Max is not an activator and
may dimerize with certain other proteins to become
an inhibitor of transcription.  However, it is ubiqui-
tously present and ready to join with Myc to activate
an appropriate series of genes.  A related enhancer se-
quence 5'-TGACGTCA is a cyclic AMP response ele-
ment (CRE) that functions within hormone-responsive
tissues that use cAMP as a second messenger.364,380

Cyclic AMP activates protein kinase A (Fig. 11-4),
whose catalytic subunit diffuses into the nucleus and
phosphorylates the cyclic AMP-response element-
binding protein CREB, a coactivator that binds to the
CRE and which also contacts the general transcription-
al factor complex.365,381– 382b  Transcriptional responses
to cAMP are quite complex.  For example, activation
of the phosphoenolpyruvate carboxykinase (PEPCK)
gene is maximal only when CREB, C/EBP, and AP-1
are all bound at adjacent DNA sites.382c  CREB (also
known as ATF) is a family of proteins that control the
activities of hundreds of genes.  Participating in this
control is a coactivator, the CREB-binding protein
(CBP),382d which is, in turn, subject to control by meth-
ylation.383

Control of growth. A large variety of transcrip-
tion factors control cell growth.  Some of these are
indicated in Figs. 11-14 and 11-15 and Table 28-2.  Since
growth in cell numbers requires completion of the cell
cycle, the specialized transcription factors involved
are necessary.  As is indicated in Fig. 11-5, factor E2F
is of central importance.  In fact, there are at least six
mammalian E2F proteins, five of which have both
a conserved DNA-binding domain and conserved
activation domains.383a,b  E2F1, 2, and 3 can all induce
the S phase of the cycle.  E2F6, in contrast, appears
to bind to EF2-binding sites in DNA and also to Myc-
binding sites to silence these genes and to help keep
the cell in the G0 state.383c,d  As shown in Fig. 11-5, the
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retinoblastoma protein Rb also binds to EF2 and re-
presses transcription.  However, it allows transcription
when phosphorylated.383e

Among the many other proteins that influence
growth are cFos and cJun, which may be activated
by the MAP kinase pathway (Fig. 11-13).383f,g  Binding
of cytokines (pp. 1571, 1845) activates signaling path-
ways from cell membrane receptors to two other fami-
lies of transcription factors.  These are the STATS (p.
1845)383h– j and SMADS.383h,k,l  Upon activation STATS
and SMADS move from the cytosol into the nucleus
where they find their binding sites on DNA.

Response elements. DNA binding sites for
activator proteins are often described as “response
elements.”47  Thus, the site for the cAMP-responsive
protein CREB is the response element CRE.  The bind-
ing site for AP-1 is TRE, named after the phorbol ester
TPA.  HSE is the heat shock response element, GRE
the glucocorticoid response element (or the glucose
response element), and SRE the sterol regulatory ele-
ment.384,384a  Response elements tend to be present in
many enhancers and cooperate with other enhancer-
binding proteins to activate groups of genes.  An
especially large group of genes respond to the serum-
response element (also SRE), which is found within
the c-fos promoter region.384b,c  It is the DNA binding
site for the ubiquitous serum protein SRF (serum
response factor),385–387  which is involved in growth
control, cell cycle progression, and wound repair.

Zinc-containing transcription factors.  The zinc
finger domain (Fig. 5-37), which is also designated
Krüppel-like finger in reference to a Drosophila pro-
tein,388,388a is a repeated motif present in many tran-
scription factors (see Fig. 5-38).389– 391  In each finger a
Zn2+ ion is coordinated by two – SH groups and two
imidazole groups to form the Cys2His2Zn domain.
One of the first proteins in which zinc fingers were
recognized is TFIIIA, one of the factors that controls
transcription of 5S RNA genes.  A large 30-kDa N-
terminal domain contains nine ~ 30-residue repeats of
the sequence XF/YXCX2– 4CX3FX4– 5LX2– 3HX3– 4HX2– 6
where X can be any amino acid.  The fact that TFIIIA
binds 7 – 11 Zn2+ ions per polypeptide chain suggested
that the repeated sequences might be Zn2+-binding
domains in which each Zn2+ is held by two cysteine
and two histidine side chains.  Each of the nine Zn2+-
binding domains might constitute a metal-binding
“finger” able to interact with about five bases in the
DNA.391– 394  In agreement with this idea was the ob-
servation of an ~ 5-bp repeat of guanine clusters in the
DNA.395  The three-dimensional structures of a large
fragment of the TFIIIA N-terminal domain (see title
page banner for this chapter)396 and of numerous other
zinc finger proteins are known.

Yeast proteins often contain a pair of zinc fingers,

but in the nematode Caenorhabditis elegans and in
Drosophila there are more proteins with three or more
zinc fingers.391  The previously discussed Sp1 has
three.390  In C. elegans there are more than 100 genes
that encode proteins with the Cys2His2 zinc-binding
motif.391  In addition, there are many proteins with
four-cysteine zinc-binding motifs.  These include
Cys4 Zn proteins of the GATA family of transcrip-
tion factors, which are found in fungi, plants, and ani-
mals.397,397a  GATA-1 is a specific transcription factor
for regulation of erythroid genes.  It binds to the con-
sensus sequence 5'(T/A)GATA(A/G) found in glo-
bin genes.398  In fungi members of the GATA family
regulate nitrogen metabolism, biosynthesis of sidero-
phores, and uptake of iron.397,399  Another family (LIM)
has Cys2HisCysZn domains.391  A widely distributed
motif in transcriptional repressors is a Cys3HisCys4Zn2
or RING finger domain.400

If zinc-containing domains lose their Zn2+ they
do not bind tightly to DNA.  Regulation of the flow
of zinc ions from storage sites in metallothioneins
(Box 6-E) into transcription factors as well as into
more than 300 enzymes poses interesting mechanistic
questions.401

Winged helix transcription factors.  Liver-
specific expression of certain genes in rats depends
upon hepatocyte nuclear factor-3 (HNF-3).  Related
proteins are encoded by the forkhead family of genes
in Drosophila.  These proteins have characteristic C-
terminal DNA-binding domains, each consisting of
three helices, one of which fits into the major groove
of DNA.  Also present is a twisted three-strand β
structure and two flexible loops or “wings.”402,403  The
structure of the DNA-binding domain is similar to that
of histone H5 and also resembles the HTH domains
of prokaryotic repressors (Figs. 5-35, 28-3) and of CAP
(Fig. 28-6).404  There are many members of the HNF-3/
Forkhead family of proteins and of the related Ets-
domain transcription factors.405–406a

The NF-�B/ Rel proteins.  Nuclear factor NF-κB
plays a crucial role in cellular immune responses and
in inflammatory disease.407– 408c  This transcription
factor was first recognized for its function in regulat-
ing transcription of the κ light chains of immunoglob-
ulins.  It is a member of the larger NF-κB/ Rel family,
which act in concert with a group of DNA-binding
inhibitors of the IκB family.409  The structure of an NF-
κB dimer bound to its DNA target, whose consensus
sequence is 5'-GGGRNYYYCC, is shown in Fig. 5-40.
Its architecture410 is quite unlike that of other tran-
scription factors discussed in this book.

HMG proteins as transcription factors.  The
abundant high mobility group (HMG) nuclear pro-
teins (Chapter 27) bind to DNA, some of them to four-
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way junctions.  The latter may be present in cruciform
structures thought to play a role in regulation of tran-
scription.411  They are often regarded as modulators of
chromatin structure.  The ~ 80-residue HMG  domain
contains three helices and binds into a flattened, un-
derwound, and bent DNA minor groove.412,413  HMG
proteins also act as transcription factors, which may
interact directly with TBP, p53, steroid hormone re-
ceptors, and enhancers.414  Cooperative binding with
other DNA-binding proteins is characteristic of the
effects of HMG proteins.414a  Such interactions may
be affected by acetylation.  Members of the enhancer-
binding HMG-14 /-17 family undergo acetylation at
seven specific sites.415

6.  The Variety of Transcriptional Responses

Every protein has specialized functions, and spe-
cific regulatory mechanisms often control transcription
of its genes.  A cell must respond to a large number
of stimuli, and responses often include activation or
repression of transcription.415a  In some cases an inter-
nal signal, such as a change in concentration of a nu-
trient or a key metabolite, provides the stimulus.  In
other cases an external stimulus such as heat or light is
the inducer.  A few examples follow.  Others are men-
tioned throughout the book.

Many types of hormonal response, including those
of insulin415b,416 (Chapter 11), are transcriptionally
mediated.  This is also true for plants (Chapter 30).
Defensive responses of both animals and plants
(Chapter 31) are mediated in part by transcriptional
responses.

Nuclear hormone receptors.  Among the best
known transcription factors are a large family of
hormone receptors, which not only bind specific hor-
mones but also contain in a central domain a pair of
Cys4Zn fingers that interact with response elements
(discussed in Chapter 22).416a– c  A subfamily of these
binding proteins includes receptors for glucocorti-
coids, progesterone,417 androgens, and mineralocorti-
coids.  Another member binds the insect hormone
20-hydroxyecdysone (Fig. 22-12) and regulates the
puffing seen in giant salivary gland chromosomes of
Drosophila.418,418a  A larger subfamily binds estrogens,
vitamin D3, thyroid hormone,419 and retinoic acid.420

The vitamin D receptor appears to serve also as a bile
acid sensor.420a  The same subfamily also includes
many “orphan receptors.”421– 424  The latter have been
discovered by DNA sequence comparisons and have
led through “endocrinology in reverse” to discovery of
new hormonal signaling pathways.425  The binding of
a nuclear receptor to its response element in DNA is
well illustrated by the estrogen receptor,426– 427b which
binds to a palindromic estrogen response element
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with the consensus sequence 5'-GGTCAnnnTCACC.
It is regulated both by hormone-binding and by phos-
phorylation.  The latter is catalyzed by a cyclinA-
CDK2 complex in response to cell cycle alterations.428

The glucocorticoid receptor protein forms a complex
with a second protein, which has been identified as
the 90-kDa chaperonin hsp90.429  A sterol regulatory
element-binding protein functions in a more general
way to activate over 20 different genes that encode
enzymes needed for synthesis of cholesterol and un-
saturated fatty acids by animal cells.429a,b  The steroid
hormones often bind to their receptors in the cytosol,
and the resulting complex is translocated into the
nucleus (p. 1264).

Nutrient control. In addition to the sterols and
fat-soluble vitamins, other dietary constituents are
also recognized by transcriptional activators or repres-
sors.430  These include glucose,431,432 amino acids,433

phosphate ions,434,435 and various metal ions.  Best
known among the latter is iron.  The mammalian iron
response element (IRE) is a hairpin loop RNA struc-
ture, which like the bacterial attenuator system (Fig.
28-9) functions posttranscriptionally.436– 438a  Iron regu-
latory proteins (IRP1 and IRP2), which contain Fe4S4
clusters, bind to the IRE sequences and inhibit transla-
tion.  IRP1 is identical to cytosolic aconitase.  A high
intracellular iron concentration promotes assembly
of the Fe4S4 cluster and binding to the IRE (see also
Chapter 16).  In the green algae Chlamydomonas a
copper response element (GTAC) in DNA induces
expression of genes important to copper uptake.439

Many nutritional response systems have been recog-
nized first in bacteria.  For example, E. coli controls
uptake of molybdate127a,438,440 and of phosphate437,441

as well as of sugars and ammonia (discussed in
Section A,4).

Stress proteins. Ritossa reported in 1962 that
when Drosophila were suddenly warmed from 25°C
to 36 – 37°C, a series of new puffs could be observed
within the polytene chromosomes of the salivary
glands.442  These same puffs, which were also seen
after other stresses, appeared within a few minutes
and were associated with formation of new mRNAs.
This heat-shock phenomenon was subsequently
found to be universal.  It is observed in all species of
animals as well as in plants and bacteria.443– 448

The principal heat-shock proteins (hsp), encod-
ed by the new mRNAs, belong to five conserved class-
es: hsp100, hsp90, hsp70, hsp60, and small heat shock
proteins.  The function of some proteins as chaper-
onins has been discussed in Chapter 10.  The E. coli
chaperonin GroEL, a member of the hsp60 group,
forms cylindrical aggregates with chambers in which
proteins may fold (Box 7-A).449  In a similar way a
16.5-kDa small heat-shock protein of Methanococcus
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jannaschii forms 24-subunit hollow spheres with octa-
hedral geometry.450  The structure of the 68- to 70-kDa
hsp 70 (dnaK) in E. coli has been conserved with high
homology throughout evolution.  Using DNA chip
technology 77 heat-shock genes have been identified
recently in E. coli.451

Induction of heat-shock proteins depends upon
a heat-shock promoter element (HSE) that binds an
activating transcription factor HSF.452– 455  An increase
in temperature not only induces synthesis of heat-
shock proteins but represses synthesis of most other
proteins.  Thus, in E. coli or Salmonella a shift from
30°C to 42°C causes the appearance of 13 heat-shock
proteins.  At 50°C synthesis of almost all other proteins
stops.  In E. coli transcription of heat-shock genes is
controlled by alternative factors, σ32 and σE.456,456a

In S. typhimurium a series of unusual nucleotides
such as P1, P4-diadenosine 5'-tetraphosphate (ApppA
or Ap4A) accumulate.  The related compounds App-
pGpp (with a 3' pyrophosphate), ApppG, AppG, and
ApppA also accumulate and appear not only in bacte-
ria but in eukaryotes as well.457  They are formed as
a side product in aminoacylation of transfer RNAs
(Chapter 29).458,459  Lee et al.460 proposed that Ap4A
and related nucleotides are formed in response to oxi-
dative stress and serve as alarmones that signal the
need to reduce transcription of most genes and to
increase transcription of genes for protective proteins.
However, there is little correlation between the Ap4A
concentration and the heat shock response.461  See also
p. 1715.

Another type of stress response protein is relat-
ed to glutathione S-transferase.462  Cells of E. coli also
accumulate a 15.8-kDa universal stress protein in
response to most types of stress.  It is an autophospho-
rylating phosphoprotein, a member of a little-studied
group of phosphoproteins normally present in very
small amounts.463  Cells also respond to various other
types of stress such as deprivation of glucose, hy-
poxia,464 ultraviolet irradiation, presence of hydrogen
peroxide,465,465a or change in osmotic pressure.466  Salt-
tolerant plants synthesize new proteins in response to
increased salinity of water.467

Responses to low oxygen tension in tissues (hy-
poxia) are important to all aerobic organisms.464,467a– d

In mammals transcription of hypoxia-responsive genes
is regulated by hypoxia inducible factors HIF-1 and

HIF-2.  A subunit of HIF-1 undergoes 2-oxoglutarate-
dependent hydroxylation on proline and asparagine
residues.  This may be a step in induction of ubiquiti-
nation and destruction of this component of the tran-
scription factor complex.  The human von Hippel-
Lindau  (VHL) tumor suppressor is a ubiquitin E3
ligase, which is also present in this transcription factor
complex.467b,d– h  One subunit of HIF-1 also interacts
with the tumor suppressor p53.467i  Together with
the VHL protein and the elongation factor elongin
(p. 1637)467j  HIF participates in controlling both pro-
duction of red blood cells and growth of new blood
vessels (angiogenesis, Chapter 32, Section D).467k

Light-induced transcription.  Light has a strong
effect on transcription, especially in plants and photo-
synthetic bacteria.  The photosystem II subunits D1,
D2, CP47, and CP43 (see Fig. 23-34) are encoded in the
chloroplast genome.  D1 and D2 are unstable in light,
and their rate of synthesis is increased as a result of
elevated levels of transcription that are induced by a
blue light response.468  The light-induced conversion
of phytochrome to its far-red absorbing form Pfr (Eq.
23-42) causes increased transcription of a variety of
plant genes.469  See also Chapter 23.

Homeotic genes and homeodomain proteins.
Geneticists discovered in D. melanogaster and other
species genes that establish the placement of antennae
and legs on particular segments and in general to
specify the body plan.470,471  These homeotic genes

encode a series of proteins containing a 60-
residue homeodomain, a DNA-binding
domain of the helix– turn– helix class.470,472

Some homeodomain-containing proteins
bind to DNA containing the octameric se-
quence shown in Table 28-1 and are known
as octamer-binding transcription factors
(Oct).  One of these (Oct-2) is specifically
needed for activation of immunoglobulin
genes,473,474 while Oct-1 binds to promoters

of various other genes including that of histone H2B,
U1, and U2 snRNAs.475,475a  Another transcription
factor, Pit-1, which activates genes for growth hor-
mone and for prolactin in the pituitary, binds to the
same octamer.476,476a  Homeotic genes are considered
further in Chapter 32 and immunoglobulin genes in
Chapter 31.

7.  Transcription by RNA Polymerases I and III

Promoters for RNA Pol I, like those of Pol II, lie
upstream of the initiation site for transcription.  At
least two transcription factors have been identi-
fied47,477– 478a and vary among species.  The human
factors bind to a G•C-rich DNA sequence in the – 45 to
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+ 20 region and to a related upstream control element
UCE at – 180 to – 107.

In vertebrate cells transcription by RNA pol III
is controlled by three types of promoter: class 1 (5S
RNA), class 2 (tRNAs), and class 3 (U6 snRNA).47,479,480

Initiation of transcription of class 1 genes requires the
40-kDa transcription factor TF IIIA.479  This was the
first eukaryotic transcription factor to be purified and
characterized,481,482 and one of the first of the zinc
finger proteins to be recognized.   It was a surprise to
find that TFIIIA does not bind to the promoter region
but to a DNA sequence in the center of the 5S RNA
gene between positions + 55 and + 80.47  The presence
of the TFIIIA binding site in the middle of the gene
it controls suggests that TFIIIA interacts with other
proteins that bind in the promoter region to form a
loop.  TFIIIA is involved in initiation of transcription
of the ~ 24,000 oocyte type 5S RNA genes of Xenopus,
but the ~ 400 somatic type 5S RNA genes are not acti-
vated in the same way.  TFIIIA is also unusual in that it
binds not only to DNA but also to a specific CCUGG
sequence in the transcribed 5S rRNA.  This RNA is
stored as a 7S ribonucleoprotein particle until it is
needed after the oocyte is fertilized and begins rapid
protein synthesis.483

After TFIIIA binds, proteins TFIIIC and then TFII-
IB also bind.  Although promoters of classes 2 and 3
do not require TFIIIA, all three classes depend upon
TFIIIB and TFIIIC.484  The TATA-binding protein TBF
is one of three components present in TFIIIB, which
may be regarded as the true initiation factor.47,485  Both
TFIIIA and TFIIIC can be described as assembly fac-
tors.47  A silkworm RNA pol III has been reported to
require a transcription factor consisting of RNA.486

8.  Elongation, Modification, and Termination
of Transcription

As in prokaryotic transcription (Fig. 28-4) elonga-
tion by RNA polymerase II occurs within a transcrip-
tion bubble of ~ 20 – 30 nucleotides in length.487  Most
transcriptionally active DNA is still in the form of nu-
cleosomes, which must be unwound as the transcrip-
tion bubble moves.  Details are still uncertain.269,488

All of the major steps in processing of the pre-mRNA
transcripts, which include capping, splicing, 3'-end
cleavage, and polyadenylation (Eq. 28-6), are coupled
to transcription.  This is apparently accomplished, in
part, by physical connections of the necessary proteins
to the CTD domain of RNA polymerase II.304,312a,b

While pre-mRNA usually undergoes all of the steps
of Eq. 28-6, rRNA and tRNAs are not capped or poly-
adenylated and often are not spliced.

Elongation of the RNA chain depends upon five
general elongation factors, designated P-TEFb, SII
(TFIIS), TFIIF, Elongin (SIII), and ELL.489– 492  Many of

these subunits of the transcriptosome function in the
suppression of pausing in the uneven movement of
the template DNA through the complex.  Some may
have to deal with torsional strain induced in the tran-
scribed DNA.493  Elongin is a heterotrimer of subunits
A, B, and C.494  Most of the other elongation factors are
heterodimers,489 but SII is a monomer that contains
two conserved Zn2+-binding zinc ribbon motifs.492  It
promotes cleavage of the growing transcript within
the transcription bubble at stalled sites, allowing tran-
scription to be restarted from a fresh 3' end.  Defects in
elongation factors P-TEFb, ELL, and CSB (Cockayne
syndrome complementation group) have been corre-
lated with human diseases including cancer.495

Despite the complexity of the processes represent-
ed by Eq. 28-6, a yeast cell is able to transcribe genes
at rates of about one in every 6 – 8 s.496  This can be
compared with a rate of about once in 2 – 3 s for RNA
polymerase of E. coli.

The least well defined step in eukaryotic transcrip-
tion is termination, which follows the various steps
of processing, discussed in Section D.  The final 3' end
of processed transcripts of RNA pol II action in mam-
mals is marked by the sequence AAUAAA, which is
found about 10 – 30 nucleotides upstream from the
end.497  This is usually followed by a polyU or GU-rich
sequence.498  In yeast the termination and polyadenyl-
ation signals are less clear.499,500  The initial transcript
almost always continues beyond the AAUAAA signal,
sometimes for hundreds of nucleotides.  However, the
excess RNA is rapidly degraded by a large complex of
proteins.499– 502  The precise 3' end cleavage is energy-
dependent, requiring creatine phosphate rather than
ATP or GTP.500  Transcription termination by RNA
polymerases I and III is more like that of bacteria.
Terminator sequences are present in the DNA, and
terminator proteins interact with them.480,503– 504b

C.  Transcription in Eukaryotic Cells and in Archaea

Transcription
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D. Processing of Eukaryotic RNAs

All RNA found in eukaryotes undergoes major
alterations prior to functioning.  The cutting out of
rRNA and tRNA molecules from larger precursors
resembles that in bacteria, but subsequent processing
is much more complex, as is that of mRNA.

1.  Ribosomal RNA

Eukaryotic ribosomes contain four pieces of RNA
(Tables 5-4 and 29-1), which are usually designated by
their sedimentation coefficients.  The 18S, 5.8S, and
28S RNAs are encoded as single transcriptional units
with spacers separating the sequences that encode the
mature RNAs.  A typical animal cell contains several
hundred copies of this transcriptional unit, all located
in the DNA in the nucleolus (Fig. 28-15), and each
having its own set of promoter sequences, enhancers,
and transcription factors.47,520– 522  The promoter se-
quences vary substantially among different species.523

The primary transcripts from these units are the sole
product of RNA polymerase I.

Electron micrographs of portions of unwound
cores of nucleoli have revealed fibrils of RNA coated
with protein growing from the DNA strands of the
pre-rRNA genes (Fig. 28-16), ~ 80 – 100 RNA chains of
different length being transcribed concurrently from
a single gene.  The overall gene length in the electron
microscope is 2.3 µm, only a little less than the calcu-
lated length for a fully extended DNA molecule in

9.  Conformational Properties of RNA

Newly formed RNA transcripts fold quickly into
structures of complex shapes,505– 508b the folding being
influenced by interactions with proteins and with
other RNA molecules.  RNA chains are flexible, with
many sterically allowed conformations.509  As with
proteins folding probably begins with a nucleation
event, perhaps involving monovalent or divalent
metal ions510– 512 and continues rapidly.513  Folding is
affected by hydrogen bonding,514 base stacking, and
binding of ions, and by formation of pseudoknots
(Fig. 5-29).515

As is apparent from the structures of tRNAs
(Figs. 5-30, 5-31, 28-20), the Tetrahymena self-splicing
ribozyme (Fig. 12-26), and ribosomal RNA structures
(Fig. 29-2), a large fraction of a folded RNA exists as
hairpin or stem – loop structures.  These are A-type
structures with largely Watson–Crick base pairs.
However, mismatched pairs, triples, and quadruples
of bases are also formed.  Recently discovered RNA
structural elements include base platforms, formed
by pairing of adjacent bases,516 interdigitation of un-
paired bases (also seen in DNA; Fig. 5-27), and wobble
pairs (Chapter 5).517  Hydrogen bonding between
riboses of consecutive nucleotides in two strands may
help to form a ribose zipper.437,507  Guanine-rich tetra-
plexes (pp. 208, 227), cytosine-rich i-motif structures
(p. 228), and water-mediated U·C base pairs also arise
in RNAs.517a– c

The terminal loops, which usually contain the con-
sensus sequence GNRA, may constitute up to one-
third of the entire molecule.518  These loops interact
with many binding proteins, such as
those in the snRNA-protein particles.519

GNRA loops may also dock into the
shallow groove of RNA helices.518

Adenosines that are not paired in
double helices, e.g., those in GNRA
loops, are able to interact in a variety
of ways with other parts of an RNA
molecule or with other molecules.
They are involved in helix packing
interactions in virtually every RNA
studied.517d  Although examples are
still rare, specific mRNA molecules
may provide binding pockets for small
regulatory molecules, e.g., amino acids
and thiamin.517e

Loops of chromatin
in nucleolar
organizing region

Transcription
factors

Transcription units
of rRNA genes

Ribosomal
proteins

Structural
proteins? Fibrillar

center

Dense
fibrillar
component

Granular
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and transport
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Large subunit
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Large subunit

Assembly with mRNP and
translation factors to form
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(as RNP)

Pre-ribosomal
particles

Nucleolus

Figure 28-15  Steps in ribosome formation in the nucleolus.  From
Sommerville.524  Abbreviations are NOR, nucleolar organizing regions;
RNP, ribonucleoproteins.
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mature 28S RNA molecules.  As the primary tran-
scripts, which are formed in the core region of the
nucleolus, move away into the outer cortex of the
nucleolus, cleavage occurs in a number of steps (Eq.
28-7).525,526  Electron microscopy provided the first di-
rect confirmation of the relationship of one pre-rRNA
molecule to another (Fig. 28-17).527,528  The 18S portion
of the 45S RNA seen in Fig. 28-17 lies nearest to the
5'-end just as does the 16S rRNA in the large transcript
of the prokaryotic rRNA genes (Section A,7).

As is indicated in Fig. 28-15, transcription is
thought to occur from the loops of DNA that form the
nucleolar organizing region.  The 100-kDa nucleolin,
the major protein of the nucleolus, binds to the non-
transcribed spacer sequences in the DNA.529–530  It
also binds to the newly formed transcripts, as do
various proteins that enter the nucleus from the cyto-
plasm.524,531  More than 270 proteins, many of which
participate in synthesis of ribosomes, have been de-
tected in the nucleolus.531a  Some of these proteins,
acting together with the snoRNAs discussed in the
next       section, catalyze hydrolytic cleavage of the
pre-rRNA molecules.  For completion of pre-ribosomal
particles additional protein molecules enter the nucle-
olus and associate with the pre-rRNA particles, then
diffuse out of the nucleus.

47 S

45 S
4,100 kDa
(12.8 kb)

32 S
2,100 kDa

20 S
900 kDa

18 S
650 kDa

28 S
1,700 kDa

5.8 S
50 kDa

41 S
3,100 kDa

(28-7)

Figure 28-16  Ribosomal RNA genes from an embryo of
Drosophila melanogaster in the process of transcription.  The
densely packed ribonucleoprotein strands are shorter where
transcription begins and contain increasing lengths of rRNA
where transcription has proceeded for a longer time.  Also
note the characteristic granular knobs at the tips of the
strands.  From Miller.85

Figure 28-17  (A) Electron micro-
graph of the 45S precursor of rRNA
from HeLa cells after spreading from
80% formamide and 4 M urea.  The
molecule is shown in reverse con-
trast.  (B) Tracing of molecule in (A)
showing several regions of secondary
structure as hairpin loops.  The 28S
and 18S rRNA regions are indicated.
(C) 32S rRNA.  (D) 28S rRNA.  Notice
that the same secondary structure
can be seen in the 28S RNA as in its
32S and 45S precursors.  From
Wellauer and Dawid.527

A

B

C D

the B form.  However, judging by the lengths of the
transcripts formed, the pre-rRNA chains are folded
extensively.

The primary eukaryotic rRNA transcripts extend
several hundred nucleotides past the 3' termini of the
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2. Small Nuclear, and Nucleolar, and
Cytoplasmic RNAs

The nuclei of all eukaryotic cells contain a group
of small nuclear RNAs (snRNAs), some of which
(snoRNAs) are localized to the nucleolus and function
there.532– 535e  At least ten of these are always present
(Table 28-3), and yeast appears to contain more than
100.  Some are present in small amounts, and it may
be that a large number of snRNAs will also be found
in other eukaryotes.  The uridine-rich or U series of
snRNA are especially abundant (104– 106 molecules
per nucleus).  Several of them (U1,2,4 – 6,11,12,16,18)
function in RNA splicing.  Species U1– U10 contain
from ~ 60 to ~ 215 nucleotides but some snRNAs from
yeast have over 300 nucleotides and one over 1000.532

The most abundant snRNAs, the metabolically stable
U1, U2, U4, U5, and U6, are exported from the nucle-
us.  In the cytoplasm each snRNA associates with a
complex of several proteins to form ribonucleoprotein
particles (snRNP particles).  The proteins, known as
Sm proteins, range in mass from 11 to 70 kDa536 and
are designated B, B’, D1, D2, D3, E, F, and G.535,537,537a

The proteins may associate to a complex B2D2EFG,
which then binds the snRNAs.  Whereas many
proteins are found in most of the snRNP particles,
some are associated with specific RNAs.  Thus, ma-
ture U1 snRNP may have a partial stoichiometry
U1A2B2C2D4E.536,538  The snRNA particle, known as
U4 / U6snRNP, contains two snRNAs.  After returning
to the nucleus the four snRNP complexes U1, U2, U5,
and U4 / U6, together with the pre-mRNA molecules,
associate via an ordered assembly pathway that gives
rise to the large spliceosomes in which the removal
of introns takes place.539  Some of the snRNP com-
plexes, e.g. the spliceosomal U6 snRNP and snRNPs
involved in mRNA degradation, contain Sm-like
(Lsm) proteins.537a

More recently small 20 – 25 nucleotide antisense
micro RNAs (miRNAs) have become recognized as
important in control of the breakdown of mRNA,
in formation of heterochromatin, and in control of
specific stages in development (Chapter 32), and
in cellular defense mechanisms (Chapter 31, Sec-
tion G).1a,537b  In animals the 21– 23 nt miRNAs are
formed by enzymatic cleavage of double-stranded
dsRNA by a ribonuclease III-type enzyme called
Dicer.171a,537c  In the resulting fragments, which have
5'-phosphate termini, one strand is antisense to a
“target” sequence in mRNA. Small temporal RNAs
(stRNAs) that guide development are cut by Dicer
from RNA stem-loop structures.  In other cases, e.g., in
formation of the siRNAs that silence individual genes,
an RNA-dependent RNA polymerase acts on an RNA
transcript to form a long dsRNA that can be cleaved
by Dicer.  This often happens with foreign RNAs, e.g.,
from viruses or trans-genes.  Unwinding of the small

25S/28S
5’ 3’

Pre-rRNA transcript
18S 5.8S

5’-ETS ITS2ITS1 3’-ETS

fragments formed by Dicer, in a process that may
require ATP, provides the single-stranded antisense
siRNA molecules.  Such antisense molecules bind to
their target RNAs together with a group of proteins to
form RNA-induced silencing complexes (RISCs).
These complexes contain an RNAse (different from
Dicer) that cuts the dsRNA of an siRNA-target com-
plex, initiating destruction of the mRNA and silencing
of its gene.1a,171a,539a This RNA-interference is widely
utilized by plants and animals.  It has also provided
the basis for development of many practical tools for
understanding gene sequences, for genetic engineer-
ing, and for design of new drugs.

Processing of ribosomal RNA.   Transcripts of
rRNA genes vary in size from ~ 35 to 47S (6 – 15 kb)
and often contain spacer regions at both ends as well
as between the 18S, 5.8S, and 28S sequences.  For ex-
ample, human 47S transcripts have 414 extra nucleo-
tides at the 5' ends.540  One group of snoRNAs partici-
pates in the hydrolytic cleavage of pre-rRNA.  RNAs
U3, U14, snR10, snR30, as well as MRP RNA (Table
28-3) are always required.541– 545  Also needed is U22,
an intron-encoded RNA.531  The reactions represented
by Eq. 28-7 are best known for Saccharomyces cere-
visiae.525,541– 541c  Four spacers, the 5'-external tran-
scribed spacer (5'-ETS), the first and second inter-
nal transcribed spacers (ITS1 and ITS2), and the
3'-external transcribed sequence (3'-ETS), must be
removed.525,541,546  Removal of the 5'-ETS depends
upon the snoRNA U3, which contains two highly
conserved sequences able to form base-paired struc-
tures with the 5' end of the 5.8S rRNA region of the
pre-rRNA gene.542– 544,546a  Both U8 and U22 are also
needed for cleavage of the pre-rRNA.546b  Although
the exact functions of snoRNAs and their associated
proteins in the cleavage of pre-rRNA are still uncer-
tain, these RNAs probably act as guide molecules for
the cleavage reactions.  They may have ribozyme
activity and may perhaps be chaperones.

Cleavage at the 5' end of the 5.8S region requires
RNase MRP, a relative of the RNase P that cleaves at
the 5' ends of tRNAs (Fig. 28-10).525,547  MRP (mito-
chondrial processing protein) also cleaves primers
for mitochondrial DNA replication.  The importance of
the enzyme is emphasized by the existence of a hered-
itary defect in the MRP RNA (Table 28-3) that causes
abnormalities in bone, cartilage, hair, and the immune
system.547a  Most bacterial rRNA genes have a tRNA
gene in the position corresponding to that of 5.8S RNA
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in eukaryotes.  This provides an RNase P-dependent
cleavage mechanism, which is alternative to action of
other nucleases.525

The most abundant protein in the fibrillar regions
of the nucleus, where the early stages of pre-rRNA
processing occur, is fibrillarin.541,548,549  Many of the
snoRNAs are closely associated with this protein.
Fibrillarin is also well known as an autoantigen, which
can induce formation of destructive antibodies that
cause scleroderma (Chapter 31, Section F).

Modification guide RNAs.  A second group of
snoRNAs function in methylation, pseudouridine
formation, and other RNA modifications (Section
6).174,525,541,548  These snoRNAs have long sequences
complementary to highly conserved regions of pre-
rRNA, enabling them to form helical regions that may
guide the docking with modification enzymes.  Many
of them also contain characteristic conserved sequenc-
es: C, 5'-UGAUGA; D, 5'-CUGA; H, 5'-AnAnnA; and
5'-ACA.  Sequences C and D are present in snoRNAs
that act as methylation guides, while the H and ACA
sequences characterize guide RNAs for pseudouridine
formation.174

Transcription and processing of snRNAs and
snoRNAs. In higher organisms each of the snRNAs
has several genes,538 e.g., there are 50 – 60 U1 genes in
the human haploid genome.  However, in yeast there are
often single copies.541  All of the snRNA genes, except
for that of U6,550 are transcribed by RNA polymerase II.
The transcripts, which are capped at the 5'-end but are
not polyadenylated, pass into the cytoplasm, where
they undergo further processing and become associated
with proteins.  The 3' ends are trimmed, the 7-methyl-
guanosine of the cap is methylated further, and meth-
ylation may occur on other bases as well.551  SnoRNAs
are not capped.  It was a great surprise to discover that
many of the snoRNA genes lie within introns that occur
in abundantly expressed genes for functionally unre-
lated proteins.173,541,548

Patients with the autoimmune disease systemic
lupus erythematosus make autoantibodies directed
against the Sm proteins of snRNP particles.552,553

Antibodies from different patients vary in their speci-
ficities, making these antibodies a useful tool in the
isolation and study of snRNAs and their protein com-
plexes.552,554

3.  Processing of 5S RNA and tRNAs

The genes for 5S ribosomal RNA and all of the
tRNAs are transcribed by RNA polymerase III.  In
the yeast genome the 5S RNA genes are located in the
spacers between the transcriptional units containing
the other rRNAs.  However, in animals the 5S RNA

D.  Processing of Eukaryotic RNAs

U1a 164  568

U2a 188 1175

U3b 206 – 228  333

U4a 142 – 146  160

U4atac
c 131

U5a 116 – 118 183 or 196

U6a,d 116 214

U6atac
c 125

U7e 57 – 58

U8b 136 – 140

U9 130

U10  60

U11c 131 – 135

U12c 150

U13b,f 105

U14b,f 87– 96 125 – 128

U18b,f 67– 70 102

Xb 150

U20b,f  80

U21b,f  93

U22(Y)b 125

U24b,f,g  77

U32 – U40b,f,h

SnR10b 245

SnR30b 605

SnR38f  93

SnR39f  85

SnR40f  96

SnR41f

MRP RNA (RNA 7– 2) 260 – 280 339

TABLE 28-3
Some Eukaryotic Small Nuclear and Nucleolar
RNA Molecules

Designation Vertebrate Yeast

Number of nucleotides

a  Major spliceosomal RNAs.
b  Fibrillarin-associated SnoRNAs that function in pre-ribosomal

RNA processing.  See Morrissey, J. P., and Tollervey, D. (1995)
Trends Biochem. Sci. 20, 78–82.

c  Function in AT–AC spliceosomes.  See Tarn, W.-Y., and Steitz, J. A.
(1997) Trends Biochem. Sci. 22, 132–137 and Fournier, M. J., and
Maxwell, E. S. (1993) Trends Biochem. Sci. 18, 131–135.

d γ-Monomethyl cap.
e  Required for 3'-end formation in histone mRNAs.
f  SnoRNAs with long complementarities to rRNA.  C and D

sequences are present.  See Bachellerie, J.-P., Michot, B., Nicoloso,
M., Balakin, A., Ni, J., and Fournier, M. J. (1995) Trends Biochem.
Sci. 20, 261–264 and Nicoloso, M., Qu, L.-H., Michot, B., and
Bachellerie, J.-P. (1996) J. Mol. Biol. 260, 178–195.

g  Polyadenylated, noncoding.
h  Participate in 2'-O-ribose methylation.
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caps.551,566  Many viral transcripts, including those of
the much-studied vaccinia virus, have similar caps.564

However,  U6 and some other snRNAs, which are tran-
scribed by RNA polymerase III, have γ-monomethyl
(me-ppp) caps567 or undergo a series of additions and
deletions of uridylate residues at the 3' ends.566,568

Cap synthesis occurs as follows.  The 5' end of an
RNA transcript initially contains a triphosphate group
arising from the fact that a nucleotide triphosphate
serves as the primer in initiating transcription.  The
terminal phospho group is removed by a triphospha-
tase leaving a diphosphate, which is then guanylated
by GTP (Eq. 28-6).569  The capped transcripts are ex-
ported from the nucleus, after which additional meth-
ylation may follow.570

The cap structure affects several processes.565,571  A
family of cap-binding proteins recognize the structure
and may facilitate splicing as well as export from the
nucleus.571a  The cap is very important for ribosome
binding and initiation of translation (Chapter 29).  The
trimethylated caps of snRNAs, on the other hand, may
be signals for retention in the nucleus where they func-
tion.563  Following capping is the often elaborate proc-
ess of splicing to remove introns (Section 5).

A poly(A) “tail” consisting of ~ 250 residues of
adenylic acid is added next by poly(A) polymerase, a
component of an enzyme complex that also cleaves
the RNA chains.545,571b  Most eukaryotic mRNA is
polyadenylated with the exception of that encoding
histones.  The function of the poly(A) is unclear.  It is
needed for transport of mRNA out of the nucleus,
but it does confer a greatly increased stability to the
mRNA in the cytoplasm where the adenylate units are
gradually removed.307,308  In contrast, in chloroplasts
and plant mitochondria polyadenylation is required
for rapid degradation of mRNA.571c,d  Polyadenylation
may also increase the efficiency of translation.572  Poly-
adenylation occurs rapidly within ~ 1 min after tran-
scription is completed.

Mature mRNA molecules vary in lifetime.573,574

Some last for hours or days.  Among the latter are
mRNAs of maternal origin that accumulate in oocytes
and are utilized during the early stages of embryonic
development.575,575a,b  Other mRNAs, e.g., transcripts
of the c-fos and c-myc proto-oncogene products, have
half-lives of 30 min.573,576  Some mRNA molecules are
degraded while attached to ribosomes in response to
recognition of the synthesized peptide (Chapter 29).
Longer lived mRNA molecules may be protected by
RNase inhibitors.577  Hydrolytic removal of caps often
initiates degradation, and Sm-like protein complexes
participate.578–579a

5.  Splicing

An essential modification of the precursor forms
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genes are separate from the other rRNA genes and
are not located in the nucleolus.  In Drosophila ~ 500
copies of the 5S RNA gene are located in the right arm
of  chromosome 2.  In Xenopus ~ 400 genes are active
in  somatic cells and another 24,000 only in oocytes.
These are arranged as large transcriptional units, each
containing several thousand copies of the 120-bp 5S
RNA gene separated by 720-bp spacers.  Cleavage and
trimming are required to form the final product, but
there are usually no introns to be removed.

Most eukaryotic tRNAs are formed from mono-
meric precursors, each gene acting as a transcrip-
tional unit.  Processing is similar to that in bacteria
(Section A, 7). Eukaryotic RNase P usually cleaves
the 5' end,555–558c and another enzyme cuts at the 3'
end.542,556  The 3' CCA sequence of the mature tRNA
is usually not present in the primary transcript but is
added.559,559a,b  As in bacteria (p. 1620) extensive modi-
fication of bases also occurs in the tRNA precursors
of eukaryotes.235,560–562  Many tRNA genes contain in-
trons, which must be removed by splicing (Section 5).

4.  Messenger RNA, Caps, and Polyadenylate
Tails

The first processing event (Eq. 28-6) for most of
the pre-mRNA and snRNA transcripts made by RNA
polymerase II is addition to the 5' end of a “cap,” a
terminal structure containing 7-methylguanosine
from which a proton has dissociated to form a dipol-
ar ion.563– 565  The cap structure may be abbreviated
5’-m7G(5')pppNm —.  The 5' terminal ribose is often
methylated on O2', as shown below.  More complex
caps are methylated at additional sites, e.g., the gua-
nine may be dimethylated on the 2-NH2 group.551

Most snRNAs, including the U1–U5 and U7–U13
snRNAs, have such 2,2,7-trimethylguanosine
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of large rRNA, tRNA, and mRNA molecules is the
splicing out of intervening sequences.  This occurs
prior to polyadenylation of mRNA and is usually slow,
the half-life of introns varying from a few seconds to
10– 20 min.551  Splicing occurs by at least four distinct-
ly different pathways.47,580

Self-splicing RNA.  The precursor to the 26S
rRNA of Tetrahymena contains a 413-nucleotide intron,
which was shown by  Cech and coworkers to be self-
splicing, i.e., not to require a protein catalyst for matu-
ration.581,582  This pre-rRNA is a ribozyme with true
catalytic properties (Chapter 12).  It folds into a com-
plex three-dimensional structure which provides a
binding site for free guanosine whose 3'– OH attacks
the phosphorus at the 5' end of the intron as shown in
Fig. 28-18A, step a.  The reaction is a simple displace-
ment on phosphorus, a transesterification similar to
that in the first step of pancreatic ribonuclease action
(Eq. 12-25).  The resulting free 3'– OH then attacks the
phosphorus atom at the other end of the intron (step b)
to accomplish the splicing and to release the intron as
a linear polynucleotide.  The excised intron undergoes

a third transesterification reaction, of uncertain signifi-
cance (step c), to form a circular polynucleotide and a
short displaced 15-residue oligonucleotide.  The Tetra-
hymena pre-rRNA intron is a member of a group of
similar Group I introns, many of which are found in
fungal mitochondrial pre-mRNA and pre-rRNA.583

All are excised by a similar mechanism.  Many are self-
splicing, but others require a protein catalyst.584–585a  A
similar splicing sequence is involved in removal of a
1017-nucleotide intron from the thymidylate kinase
gene of phage T4 and other introns in T-even phage.
The later are among the relatively rare introns in pro-
karyotic systems.583

All Group I introns have several small conserved
sequences, which suggest a common folded tertiary
structure as is indicated in Fig. 28-19A.  The con-
served sequences are labeled A, B, 9L, 2, 9R, and 9R’.
A is paired with B, 9R with 9R’, and 9L with 2.  The
sites of chain cleavage at the 3' and 5' ends of the in-
tron are indicated by the heavy arrows.  They are evi-
dently selected by formation of the double-stranded
regions.586– 588

D.  Processing of Eukaryotic RNAs
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Another type of intron (Group II) also undergoes
self-splicing.589– 590d  The best known example is the
last intron in the yeast mitochondrial pre-mRNA.  The
splicing pathway shown in Fig. 28-18B is similar chem-
ically to that of the group I introns.  However, the ini-
tial attack is not by free guanosine, but by the 2' OH of

an internal adenosine, the intermediate product hav-
ing a lariat structure with a loop at the end.  Other-
wise, processing is similar to that of group I introns.
The same pathway with lariat formation is followed
by the more widely used removal of introns from
pre-mRNA in spliceosomes (see Fig. 28-22).
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Relationship to viroids and virusoids.  The
smallest of viruses are the naked ~ 250 – 460 nucleotide
single-stranded circular RNA molecules called viroids
(Chapter 5).591– 593  Viroids are closely related to group
I introns.  The conserved paired sequence characteris-
tic of the group I introns are also present in viroids
(Fig. 28-19B), and it looks as if viroids may be “es-
caped introns.”  Another group of “plant satellite
RNAs” or virusoids replicate only with the help of
larger RNA viruses.  These satellite RNAs are repli-
cated by a rolling-circle mechanism.593a  The resulting
long RNA molecules are self-cleaving, cutting them-
selves to form the unit length satellite RNAs.594,595

These are the simplest known self-cleaving RNA mole-
cules.  They have been discussed in Chapter 12.

Pre-tRNAs.  In the removal of type I introns the
formation of specific stem and loop structures directs
the splicing reactions (Fig. 28-18).47,597  Stems and loop
structures already exist in tRNA precursors.  Cleavage
sites are usually located just to the 3' side of the anti-

codon as is seen in the pre-tRNA molecule and in the
composite structure shown in Fig. 28-20.  The chemis-
try of the splicing process205,598– 601 is shown in Fig. 28-
21.  Cleavage at the two splice sites excises the intron.
Then the two ends are rejoined.  In yeast cleavage at
the 5' end of the intron is by a multimeric enzyme with
a pancreatic ribonuclease-type of action that leaves a
2',3'-cyclic phosphodiester (Fig. 28-21A, step a) that
is opened hydrolytically (step b).  Another hydrolytic
cleavage, catalyzed by a different subunit of the en-
zyme complex, occurs at the 3' end of the intron.  The
resulting 5' OH is phosphorylated by GTP (step c),601

and the resulting 5'-phospho group reacts with ATP
to displace PPi and to form a transient adenosine-5'-
diphosphate terminus (step d).  This reacts with the 3'
OH formed at the 5' splice site (step e) to create a phos-
phodiester linkage between the two pieces of RNA.  A
phosphotransferase then removes the superfluous 2'
phosphate (step f).601a  Steps d and e are catalyzed by
an RNA ligase.598,599

Figure 28-22  Assembly and
action of the spliceosomal
complex.  Four special se-
quence elements control the
process: the 5' and 3' splice
sites, the branch point (ade-
nosine A), and a polypyrimi-
dine tract.  The snRNP
particle U1 locates the 5'
splice site and U2 the branch
point.  The tri-snRNP
U4•U6•U5 then binds, U6
recognizing the 5' splice site,
and U1 and U4 are released.
The 2'-OH of the branch point
adenosine attacks the phos-
phodiester linkage to form a
lariet intermediate, which
releases the intron in a lariet
form in the final step.  After
Valcárcel and Green.612
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In HeLa cells and presumably in normal mamma-
lian nuclei, the initial cleavage at the 5' end of the in-
tron leaves a 3' phospho group (Fig. 28-18B, step a),
which is cyclized, probably in an ATP-dependent
process, to the 2',3'-cyclic phosphate (step b).  This is
ligated to the other piece of RNA by a direct displace-
ment on the cyclic phospho group (step c).602

The spliceosome.  The hnRNA of nuclei, which
includes all of the pre-mRNA, is associated with pro-
teins, which sometimes form very large 200S parti-
cles.604  After limited cleavage with nucleases they
tend to sediment in the 30S – 40S range and to contain
a variety of proteins.605,606  Some of the proteins may
have been involved in control of transcription.606

Others participate in splicing.  The smaller snRNP
particles then appear to come into the nucleus and
displace much, but not all, of the protein present in
the pre-mRNA ribonucleoprotein particles.605

The 50 – 60S spliceosome complexes, with their
protein and RNA components, are reminiscent of
ribosomes.  Although smaller in size, they can be
vizualized by electron microscopy.607  Each spliceo-
some is constructed from the four snRNP particles
and additional proteins (Fig. 28-22).539,608– 612  Each
spliceosome can accommodate ~ 500 nucleotides of
pre-mRNA.  As the pre-mRNA moves through the
spliceosome the splice sites, which have only weakly
conserved consensus sequences, must be located.  The
two ends of the introns, which may be much longer
than the average 137-nucleotide exon, must be brought
close together in the spliceosome.613  The exact splice
sites are usually located by an invariant GU at the 5'
end and AG at the 3' end.  The sequence of the first
18 nucleotides of U1 snRNA is largely complementary
to that of the 5' splice site, which has the consensus
sequence AG:GURAGU, where the colon marks the
junction.  The GU is invariant.

After the U1 snRNP binds to the pre-mRNA (step
a, Fig. 28-22)614 the U2 snRNP binds to another almost
invariant sequence CURACU found 20 to 55 nucleo-
tides upstream of the 3' junction.608,615– 617  The A in this
sequence becomes a branch point.  It is brought close
to the 5' splice site with the aid of a preassembled
complex of snRNPs U4, U6, and U5.  In this complex
U4 and U6 are tightly paired, additional proteins are
also present,618– 621 and enhancers may be located in
adjacent exons.617  Upon binding of U6 to the 5' splice
site, the U1 and U4 snRNPs are released (step b, Fig.
28-22) and the 2'-OH of the branch point adenosine
attacks the backbone phosphorus atom (step c) at the
5' splice junction forming a lariat intermediate.  The 3'
end created at the 5' junction must now be held and
brought close to the 3' splice junction, which is located
with the aid of U5 snRNP.622  The 3' splice junction,
utilized in the second splicing step (step d, Fig. 28-22)
has the consensus sequence (T/C)N(C/T)AG:G.

The first splicing step is dependent upon a diva-
lent metal ion, but the second is not.623  Both steps
appear to be in-line nucleophilic displacement reac-
tions.624  Additional splicing factors are needed for
formation of the U4, U6, U5 complex and its function
in the second splicing step, which also appears to
require ATP.621,622

A small fraction of eukaryotic mRNA introns are
characterized by AU and AC (rather than GU and AG)
ends.  The spliceosomes that act on these introns con-
tain modified snRNAs U4 and U6, which are desig-
nated U4atac and U6atac.  They also require U11 and
U12 snRNPs.534,625,626

Since pre-mRNAs usually contain many introns, a
series of splicing events must occur.  These apparently
take place consecutively beginning at the 5' end.  Simi-
lar splicing pathways are followed in yeast, higher
plants, insects,627 and mammals.

Alternative splicing pathways.  RNA that con-
tains many introns can undergo splicing in more than
one way.  Many examples of alternative splicing have
been discovered.612  The mammalian isoenzyme forms
of pyruvate kinase called M1, M2, L, and R are all tetra-
mers of 60-kDa subunits.  The M1 and M2 forms are
encoded by a single gene.  The two mRNAs contain
1593-nucleotide coding regions, which are identical
except for a 160-nucleotide sequence that determines
the amino acid sequence in a region responsible for
intersubunit contact.  The difference between the M1
and M2 forms involves a choice of two alternative exon
regions, one or the other of which is omitted during
splicing.628  Other examples have been found in hu-
man collagen,629 in fibronectin,630 in neuropeptide
formation (Chapter 30),631 and among human proline-
rich salivary proteins,632 cytoskeletal tropomyosin,633

platelet-derived growth factor,634 coagulation factor
X,635 and porphobilinogen deaminase.636  Alternative
splicing is very common in transcripts of viral DNA
(Section E).

Alternative splicing could have arisen acciden-
tally, but it is controlled by proteins.  Best known is the
alternative splicing factor (ASF or SF2).612,637  It was
first recognized by its function in Drosophila melano-
gaster, where the sex of individuals is determined by
alternative splicing of an mRNA.638  In addition to ASF
other serine- and arginine-rich SR proteins partici-
pate in alternative splice site selection.612

Trans splicing. Every mRNA in trypanosomes
has, at its 5' end, a short 35-nucleotide sequence that is
not encoded in the transcribed gene.  It was found that
for each mRNA molecule two transcripts are formed
and are spliced together, always with the 5' piece from
a short SL (spliced leader) gene being joined to each
of the others.639  This trans splicing has since been
observed in many plants, animals, and protists.640

D.  Processing of Eukaryotic RNAs
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Among these are the nematode Caenorhabditis,639,641

flatworms,642 yeast,643 plant chloroplasts and mito-
chondria,640,644 and mammalian cells.645

6.  Modification and Editing of RNAs

Both mRNA and rRNA undergo rapid methylation
of selected residues.  About 1–3 internal adenylate
residues per kb are methylated at their N6 positions.646

These are usually the central adenylates in the se-
quences GAC or AAC.  The methylated sites are not
uniformly distributed but are clustered, sometimes
in the 3' untranslated ends of the RNA.  Many more
residues (55 in yeast and ~ 100 in vertebrates) in rRNA
are methylated on selected ribose 2'-OH groups.173,

535c–e,647–648a  About an equal number of uridine resi-
dues are converted to pseudouridines (Eq. 28-3).
Methylation sites are apparently selected by the
fibrillarin-associated snoRNAs U32 – U40 (Table 28-3).
These methylation-guide snoRNAs contain 10- to
14-nucleotide sequences that are complementary to
segments of the rRNA that contain the methylation
sites, and evidently provide rigid helical regions that
are targets for the methylase action.  The snoRNAs
contain the previously mentioned C and D sequences.
Methylation occurs on the ribose of the nucleotide
that is base-paired with the fifth nucleotide that is
upstream of the D sequence in the snoRNA.  Each
snoRNA directs methylation of a different ribose.173

In a similar manner the snoRNAs containing the ACA
motif located three nucleotides upstream of their 3'
ends appear to direct the conversion of uridines to
pseudouridines, as in Eq. 28-3.

Editing of RNA transcripts. Interpretation of
the genetic code utilized by the mitochondria of try-
panosomes and other kinetoplastid protozoa was con-
founded by the discovery that the DNA sequences of
many genes, including the COIII cytochrome oxidase
gene present in the kinetoplast maxi circle DNA, do
not appear to encode the correct amino acid sequence.
In fact, the RNA transcripts are extensively edited,
mostly by insertion of multiple uridine residues at
many positions649,650 and by occasional deletions at
others.  Editing of some mRNAs causes 45% of the
message to be rewritten.651  Several additional kinds
of editing were soon discovered, not only in protozoa
but also in mammals, plants, and archaea.652,652a

A frequent editing change is the hydrolytic
deamination of a C to a U residue.652b  For example,
human apolipoprotein B is synthesized in two forms:
apoB100, a full-length 512-kDa protein made in the
liver and used for transport of cholesterol and triglyc-
erides, and a shorter 241-kDa form, apoB48, used in
absorption of dietary lipids (Chapter 21, Section A1).
ApoB100 is synthesized from a full-length mRNA, but

apoB48 is made according to a shortened mRNA in
which a glutamine codon (CAA) has been converted
by editing to the translation stop codon UAA.652,653  A
special enzyme deaminates only cytidine 6666 of the
mRNA.654  C to U editing occurs in chloroplasts and
mitochondria of plants.655– 657  In Arabidopsis mitochon-
dria 456 different C to U conversions have been identi-
fied in mRNAs.656

Deamination of adenosine residues produces
inosine, which occurs in brain mRNA once in ~ 17,000
ribonucleotides.658  Some ionotropic glutamate recep-
tors in the brain have subunits translated from inosine-
containing mRNAs.  A glutamine codon CAG is edited
to CIG, an arginine codon.  The arginine codon AGA
is converted to the glycine codon IGA at another site,
ATT is converted to ITT and TAC to    TIC.  All of
these changes affect the properties of the glutamate-
activated ion channel.659  The adenosine deaminases
involved in these editing events are usually specific
for double-stranded helical segments of RNA, e.g., for
the stems in stem–loop structures.660– 662  At least one
human adenosine deaminase not only binds to RNA
but also contains a DNA-binding domain specific for
Z-DNA.663

Returning to the trypanosomes and their relatives,
mitochondrial RNAs undergo extensive insertion and
deletion of U’s.  The editing site is located by a guide
RNA (gRNA), which directs the hydrolytic cleavage
of the chain and either the addition of U’s to the 3' cut
end by transfer from UTP or hydrolytic deletion of U’s
from the 3' cut end.  The chain ends are then rejoined
by an RNA ligase.172,664– 667c  The functional signifi-
cance of the editing of kinetoplast mRNA is uncertain.
However, at least some of the edited mRNA is trans-
lated to give proteins that are presumably used.668

While trypanosomes usually insert only U’s, the slime
mold Physarum polycephalum may insert dinucleotides
such as AA, AU, CU, or GU669 and may also add nu-
cleotides at the 3’-ends of RNAs.669a

A to G editing occurs in RNA of Drosophila.670

Yet another type of editing has been observed in viral
RNA from paramyxovirus.  The virally encoded RNA
polymerase sometimes “stutters” reading the same
template base two or more times, with a resulting
insertion of a base.671  Editing of transcripts usually
serves an essential biological function, creating the
correct sequence for translation of the mRNA and
often generating multiple isoforms of proteins.

Finishing the transcripts. Additional modifica-
tions must be made to some mRNAs, and there will
doubtless be many surprises as the details are worked
out.  One detail, which was discovered in the 1980s,
is the specific function of snRNA U7 in recognition of
the 3' end of pre-mRNAs for histones.  The U7 RNA
apparently base-pairs with a sequence near the 3' end
cleavage site, acting as a cutting guide.47,672,673
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Newly synthesized mRNA emerges from the
nuclear pores as nucleoprotein complexes containing
as many as ten different proteins.  A major component
is a 78-kDa polypeptide thought to be associated with
the poly(A) tail.  These ribonucleoproteins are some-
times stored for long periods of time, for example, in
mature seed embryos and in amphibian oocytes.575a,674

They may also travel rapidly for long distances, e.g.,
down nerve axons675 or from cell to cell in plants via
transport in the phloem.676

E.  Transcription of Mitochondrial, Chloroplast,
and Viral Genes

In the compact 16-kb chromosomes of mammalian
mitochondria, the genes are tightly packed against one
another (Fig. 18-3).677,678  Most genes are transcribed
using heavy H strands as templates and specialized
bacteriophage-type RNA polymerases encoded in
nuclear DNA.679  A single promoter in the D loop
region (Fig. 18-3) is used to make a long transcript
from the entire H strand.680  The transcript is then cut
precisely by mitochondrial RNase P at the 5' ends of
the tRNAs.681  Similarly precise cleavage must occur
at the  3' ends because there are often no nucleotides
or only one to a few nucleotides separating adjacent
genes.  The nucleases involved differ from those used
in nuclear tRNA 3' processing.682  In animal mitochon-
dria tRNA genes sometimes overlap by one nucleo-
tide.  Polyadenylation of the transcripts provides a
form of editing that is required to create a UAA trans-
lational termination signal to which termination pro-
teins bind.683  The tRNA genes lack the 3' terminal
CCA, which must be added.  The lighter L strand has
its own promoter, also located in the D loop.  Both
promoters contain the conserved nonanucleotide
sequence 5'-ATATAAGTA.  The pre-mRNAs created
by these cleavages are not capped but are polyadeny-
lated.  Since the promoters are simple and the tran-
scription factors few, mitochondrial transcription is
controlled largely by mRNA stability, translation, and
posttranslational events.684

The 70- to 100-kb circular mitochondrial DNA mole-
cules of yeast and of higher plants contain more genes
than do animal mitochondria, but most of the  increased
size is accounted for by intergenic spacers and by a few
long introns.  All yeast mitochondrial genes except for
that of tRNAThr are transcribed from a single strand.
About 20 different primary transcripts have been identi-
fied in Saccharomyces cerevisiae.  These originate at sev-
eral points in the genome but always at the sequence
5-ATATAAGTA, the 3’A corresponding to the 5' nucleo-
tide of the transcript.678  One of these sequences is locat-
ed at the origin of replication, suggesting the possibility
that a normal RNA transcript provides the primer for
DNA replication in yeast mitochondria.677

The 100- to 160-kb chloroplast genomes (Chapter
23, Section E,2) also have many prokaryotic features.
They encode ~ 50 proteins as well as the tRNAs and
rRNAs.  Promoter and terminator sequences resemble
those of bacteria and protein sequences are often
homologous to those in bacteria.  This applies, for
example, to the α, β, and β’ subunits of RNA poly-
merase.685

1.  Viral Transcription and Replication

Because viruses contain small genomes, study of
transcription of viral DNA and of replication of RNA
viruses has played an important role in helping us to
understand transcription in eukaryotes.47,686– 688  An
example is the discovery of the virus SV40 enhancer,
which has been discussed in Section C,4.  Study of
viral life cycles is also essential to future progress in
fighting viral diseases.  Each of the many different
viruses has its own often very complex life cycle.  Only
a few details can be given here.  For lucid summaries
see Voyles.259

Eukaryotic DNA viral genomes, like that of phage
λ , usually contain early and late transcriptional units.
The small papovaviruses, such as SV40 and polyoma
virus, have 5.2 kb genomes.  Like the small RNA virus-
es, they make use of overlapping genes and alternative
RNA processing.  In SV40 DNA there are two overlap-
ping promoters called early-early and late-early.
The first of these contains a TATA sequence, and both
promoters also depend upon a 21-bp repeat segment
as well as the SV40 enhancer.  At least two proteins,
one that binds to the enhancer and one that binds to
the 21-bp repeat, are needed for initiation of early
transcription.  The early-late promoter lacks the TATA
sequence but requires the 21-bp repeat and enhancer.
A 94-kDa encoded protein called the large T-antigen
(Chapter 27, Section C,10) is one of the regulators of
transcription as well as of DNA replication.689,690  This
protein is also sufficient to transform rodent cells in
culture.  Although predominantly nuclear it is also in-
serted into the membrane where it acts as an antigen.

The large icosahedral adenoviruses cause respira-
tory infections in humans and attack and may cause
cancer in many other vertebrate species including
birds and amphibians.  The 35.9-kb genome of human
adenovirus-2 encodes at least 30 proteins, 10 of which
appear in the virion.  One of these is covalently linked
to the 5' end of the DNA.  As with smaller DNA virus-
es extensive use is made of alternative splicing of the
transcribed RNA.  There are at least six early transcrip-
tional units, each with its own promoter.  A variety of
mRNAs are created using the various coding segments
and a complex array of regulatory sequences control
transcription.  A 32-kDa phosphoprotein transcription
factor designated E1A is encoded by a “pre-early”

E.  Transcription of Mitochondrial, Chloroplast, and Viral Genes
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gene.  It is required along with host-encoded transcrip-
tion factors for viral transcription.691,692

The late region of the adenovirus genome encodes
structural proteins for the virus coat.  Most of its tran-
scripts begin about 16.5% of the way along the 36.5-kb
dsDNA.  However, the initial transcripts are cleaved at
several different positions to yield a series of different
3'-poly(A)-terminated transcripts.  In an exceedingly
complex process the transcripts undergo splicing out
of genes at their 5'-ends so that the final mRNAs typi-
cally code for single proteins.  At the 5' ends the cap is
joined to short segments from the original mRNA 5'
end.687,688,693

Viruses SV40, polyoma, and some strains of aden-
oviruses are oncogenic in some species and cause
transformations of cells in culture.  Transformed cells
always contain integrated viral DNA. That of SV40
can be incorporated at many different sites in the host
genome.  The integrated DNA does not always include
the complete SV40 genome, and parts of the DNA
may be inverted, deleted, or scrambled.  Integration
is not an essential part of the viral life cycle and has
no effect on the infective properties of the viruses.688

Cells transformed by adenoviruses usually also con-
tain only a fragment of the viral genome in their DNA.
However, one small set of genes from early region
1A is present in all transformed cells.  The encoded
proteins appear to be modulators of transcription and
may cause cancer by promoting uncontrolled tran-
scription of certain genes.694

2.  Replication of RNA Viruses

The RNA (+) strands present in many RNA viruses
often serve immediately after infection as a messenger
RNA.  However, replication requires formation of (–)
strands of viral RNA from which new (+) strands can
be transcribed for assembly into new virus particles.
Other RNA viruses contain (–) strands of RNA or
double-stranded RNA and, therefore, have significant-
ly different life cycles.259

Small RNA viruses.  The human polio virus, the
common cold virus (rhinoviruses, Fig. 7-15), and other
picorna viruses have 7.2- to 7.5-kb genomes with con-
siderable homology (50% between the polio and rhi-
noviruses) and similar overall structures.695  The polio
genome encodes eight different proteins, one being
a small 22-residue peptide that becomes covalently
linked to the 5'-end of the RNA through a phosphodi-
ester linkage to the side chain of a tyrosine.  Cleavage
of this linkage by a host enzyme allows the viral RNA
(+) strand, which is polyadenylated at the 3' end, to
serve as an mRNA for synthesis of a single large 220-
kDa polyprotein.  This is cleaved by a host protease at
several Gln-Gly bonds to form several proteins.  These

include the 22-residue RNA-linked peptide, two
capsid proteins, and a capsid precursor protein.  The
latter is cleaved during capsid assembly by a viral
protease at an Asn-Ser bond to give two more capsid
proteins.  These four proteins have masses of 7, 26, 29,
and 32 kDa.  A viral protease, a large 58-kDa replicase,
and a 37-kDa protein of unknown function are also cut
from the polyprotein.  A host protein initiates cleavage
of the polyprotein, but the virally encoded protease
later takes over this function.

One of the best understood of the many viral
pathogens of plants is the tobacco mosaic virus (Fig.
7-8).  Its 6.7-kb positive strand RNA encodes a repli-
case, coat protein, and at least one other protein.696

Influenza viruses.  These negative-stranded
viruses are classified into types A, B, and C, but it is
only type A that infects nonhuman species including
birds, horses, pigs, seals, mink, and whales.697– 699

Type A influenza viruses have also caused the great
pandemics such as those in 1918 – 1919 and in 1968.
Influenza viruses are surrounded by a lipid bilayer
in which the virally encoded hemagglutinin and a
neuraminidase (p. 186) are embedded.  The inside of
the bilayer is coated with a matrix protein and within
this coat eight pieces of RNA of total length 13.6 kb
are coiled together with a basic nucleoprotein.  Also
present are ten molecules each of three other proteins.
The eight pieces of RNA vary in length from 900 to
2500 nucleotides.  Seven of them encode one each of
the seven virion proteins.  One encodes an additional
nonstructural protein while the smallest piece, using
overlapping nucleotide sequences, encodes two non-
structural proteins.697

The existence of a fragmented genome evidently
underlies the ability of influenza A viruses to undergo
rapid changes in antigenic behavior.  If a cell is coin-
fected with two strains of virus, the eight fragments
act as independent chromosomes, which can be reas-
sorted into new combinations in the progeny viruses.
As a consequence, it is difficult to develop safe, live
virus vaccines.  A large reservoir of infection among
migratory water birds and other animals facilitates the
appearance of new strains and their rapid spread
throughout the world.698

The first step in the replication of influenza virus-
es, which takes place in the cytoplasm, is the synthesis
of (+) strands that can serve both as mRNA for syn-
thesis of proteins and as templates for synthesis of
new (–) strands.  Three of the capsid proteins form
the required RNA polymerase.  This “transcriptase” is
primed preferentially by 5'-capped 10- to 13-nucleotide
segments of RNA that have been cut by a viral nucle-
ase from host mRNAs.700  The mRNAs made from
viral RNA are polyadenylated and are translated by
the host cell’s ribosomes.  However, some transcripts
are used as templates to form viral (–) strands, which
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are not polyadenylated and which contain uncapped
pppA at the 5'-ends.

HIV-1 and other retroviruses.  Because of their
association with viral oncogenes (Chapter 11) and
because of the human immunodeficiency virus
(HIV-1) and the AIDS epidemic a great deal of atten-
tion is focused on retroviruses.701– 701b  Each retrovirus
particle contains two identical single-stranded (+) RNA
molecules, which may be as long as 10 kb.  Their
unique characteristic is that they induce synthesis of
DNA, which must be integrated into the host genome
before new viral (+) strands are transcribed.  Retrovi-
ruses may sometimes cause cancer and may carry
oncogenes (Chapter 11).  Study of the Rous sarcoma
virus (RSV), which infects chickens, and of the related
avian myeloblastosis virus (AMV) and of HIV has
revealed a common structure and a complex life style
that are largely shared by all known retroviruses.

The organization of retroviruses687,688,702 always
includes a sequence of genes designated gag (glyco-
protein antigen core proteins), pol (polymerase), and
env (envelope) (Fig. 28-23).  These are often followed
by an oncogene.703  In RSV this is the src gene (Chapter
11).  At each end of the retrovirus gene sequence is a
short direct repeat labeled R in Fig. 28-23.  In RSV the
R sequence is 21 nucleotides in length688 and in HIV
(see Fig. 28-23)704 it is 98 nucleotides long.705,706  The 5'
end of the viral RNA is capped, and the 3' end is poly-
adenylated.  The dsDNA of the integrated form of the
virus (Fig. 28-23) is longer and at each end is bounded
by long terminal repeats (LTRs).  Each LTR consists
of a sequence, designated U3, that is present next to
R at the 3' end of the viral RNA.  In the LTR this is
followed by sequence R and then by U5, a unique
sequence that came from the 5’ end of the viral RNA.
Each ds-LTR begins and ends with a short inversely
repeated segment:

5'-TGT —— ACA in RSV
5'-CTG —— CAG in HIV

The integrated provirus is always bounded by a se-
quence of host DNA that is repeated without inversion
at the opposite end.  For RSV this is a 5-bp sequence.

The LTRs in RSV are 569 bp in length, and those
in HIV are 634 bp in length, 83 bp coming from U5,
98 from R, and 453 from U3.706  The LTRs themselves
often contain promoter and other control elements
and even entire genes.  The organization of a retrovi-
rus (Fig. 28-23) reflects the complex mode of replica-
tion, which is presented in simplified form in Fig.
28-24.  The key enzyme is the RNA-directed reverse
transcriptase (Fig. 27-12).707– 709  The initial synthesis
of DNA by this enzyme is primed by a tRNA.  RSV
uses tRNATrp and HIV tRNALys for this purpose.710– 712

The 3' end of the tRNA, including the nucleotides

forming both the acceptor stem and the stem of the
TΨC loop (Fig. 5-30), must relinguish its normal base-
pairing to form ~ 18 Watson–Crick base pairs with a
primer binding site (labeled PB in Fig. 28-24) near
the 5' end of the retroviral DNA.  Because synthesis
of the (–) strand of the retroviral DNA begins so close
to the 5' end of the template (Fig. 28-24), only a short
piece of DNA, including sequences U5' and R’ comple-
mentary to U5 and R, can be formed.  For replication
to continue RNA must be removed from hybrid re-
gions.  This is accomplished by the RNaseH activity
of the reverse transcriptase.708,709,713,713a  After removal
of the RNA the primer tRNA must undergo a strand
transfer, in which it shifts from the 5' end of the viral
RNA template to the 3' end (Fig. 28-24), utilizing pair-
ing between the right-hand R sequence of the template
and the R’ sequence of the growing cDNA copy.703,711,714

This transfer is sometimes to the second of the pair of
identical RNA molecules in the virus, providing a way
of increasing diversity by recombination.  A second
strand transfer of the growing (+) strand is needed to
complete the dsDNA, which now contains the two
identical LTRs.  The 5' and 3' ends of the template RNA
are doubtless held close together to facilitate strand
transfer.

Integration of the dsDNA into the host DNA can
occur at many places.  The mechanism of integration
probably resembles that used by phage λ (Fig. 27-27)
and accounts for the duplication of host sequences at
the two ends of the integrated virus.  A virally encod-
ed integrase catalyzes the process (see also Chapter
27, Section D,3).715– 717  It is the integrated virus that is
transcribed to form new (+) viral RNA strands.

Integrated retroviruses are usually transcribed as
full-length RNA copies, which may or may not have
introns spliced out.  The smaller spliced pieces encode
the env and other genes such as src (Fig. 28-25).  The
gag-pol region is translated as a polyprotein that is
cleaved into a number of pieces.  These include four
proteins of the virus core (encoded by gag), the reverse
transcriptase with its associated RNaseH, and an
integrase718,718a (all encoded by pol).259  There is also
an aspartic protease only 99 residues in length with-
in pol (Fig. 28-25; Chapter 12, Box 12-C).  The promoter
and control region for transcription is located in the
U3 region and is placed into a position where it can
function only upon synthesis of the first LTR.  The
gene env encodes the major viral envelope protein and
is translated from a spliced mRNA (Fig. 28-25).

Accessory regulatory genes. HIV and some
related retroviruses such as HTLV-1 (which causes
rare T-cell leukemias)719 are distinguished from other
retroviruses by a marked increase in the rate of DNA
transcription within infected cells as compared with
uninfected cells.  This is thought to be a result of syn-
thesis of virally encoded proteins that are trans-acting
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Figure 28-23  Comparison
of the forms of a retrovirus.
(A)  Infective RNA (+)
strand.  (B)  The double-
stranded DNA form.  (C)
The DNA form integrated
into the host DNA.  LTR,
long terminal repeats.
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regulators of transcription.  The HIV genome map
(Fig. 28-26) shows the positions of the nine recognized
genes marked in the three reading frames.  In addition
to the gag, pol, and env genes there are genes for six ac-
cessary proteins: Tat, Rev, Vif, Vpr, Vpu, and Nef.720–722

Transcription is initiated at the promoter in the 3' LTR.
This contains a TATAA sequence, an SP1 binding site,
and an enhancer that binds transcription factor NF-κB
(Fig. 5-40).  The full-length 9-kb transcript contains,
according to Frankel and Young,722  the following

E.  Transcription of Mitochondrial, Chloroplast, and Viral Genes

Figure 28-25  Gene expression from a typical retrovirus that has been integrated into a host’s genome.  This figure illustrates
how a variety of proteins are encoded by a single rather short piece of DNA.  After Voyles.259
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which give rise to 15 proteins.  After Frankel and Young.722
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BOX 28-C  SYNTHETIC ANTIVIRAL COMPOUNDS
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9-(1,3-dihydroxypropoxymethyl)-guanine (DHPG),
is more soluble, more potent, and has a broader
range of effectiveness.a– c

One of the first effective drugs against RNA
viruses was ribavirin (1-β-D-ribofuranosyl-1,2,4-
triazole-3-carboxamide), an analog of guanosine.
It has a broad range of action and is used to treat
severe viral pneumonia and bronchitis caused by
respiratory syncytial virus (RSV).  This common
virus usually is mild but may cause death in infants
and children.  Ribavirin may also be of some value
in the treatment of AIDS.

How do these compounds exert their antiviral
effects?  The nucleoside analogs are usually phos-
phorylated to the corresponding mono-, di-, and tri-
phosphate derivatives by cellular enzymes.  Thus,
Ara-A yields Ara-ATP, which inhibits the herpes
virus-encoded DNA polymerase.  Ara-A may also
enter the viral DNA. In addition Ara-A may inhibit

Most bacterial infections can be treated success-
fully with antibiotics, but the development of satis-
factory antiviral agents has been slow.  Yet we are
susceptible to many dangerous virus diseases, and
viruses also take a huge toll among domestic ani-
mals and plants.a  The first antiviral drug, 5-iodo-2'-
deoxyuridine (idoxuridine), was introduced in 1962
and was used for 20 years by ophthalmologists to
treat serious eye infections by the herpes simplex
virus (HSV).

More recently 9-β-D-arabinofuranosyladenine
(Ara-A) has become a preferred drug in treat-
ment of ocular herpes infections.  This compound,
which is a naturally occurring antibiotic, can also
be administered intravenously for life-threatening
infections such as herpes encephalitis.a  Ara-A
is quite toxic but the guanine derivative 9-(2-
hydroxyethoxymethyl) guanine (acyclovir) is
less so.  Another acyclic 2'-deoxyguanine analog,
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BOX 28-C  (continued)

polyadenylation of virally induced mRNA.  Some
analogs, such as acyclovir, undergo little conversion
to the monophosphate by cellular kinases but are
efficiently phosphorylated by herpes virus-encoded
thymidine kinase.  Thus, acyclovir does little dam-
age to uninfected cells.a  Ribavirin 3'-monophos-
phate may inhibit IMP dehydrogenase (Fig. 25-16,
left) thereby interfering with GTP production.  At
the same time ribavirin triphosphate competes with
GTP to inhibit virally encoded RNA polymerase.a

Phosphonoformate is a pyrophosphate analog
and inhibits both DNA polymerases and reverse
transcriptase.  However, toxicity may prevent long-
term treatment of AIDS patients.  Amantadine has
a narrow antiviral specificity.  It specifically inhibits
initiation of the replication of influenza virus RNA
of type A (but not of type B).  Active only against
retroviruses, 3'-azidothymidine is a reverse tran-
scriptase inhibitor, which acts by a chain termina-
tion mechanism.  It was synthesized in the early
1960s but only recently has been used in treatment
of AIDS victims.  More recently a series of 2',3'-
dideoxynucleosides, such as dideoxyinosine, have
also been used.d  Acyclic phosphonates, such as
phosphonylmethoxypropyladenine, avoid the need
for metabolic phosphorylation of the drug.e

Development of synthetic antiviral compounds
is hardly beyond its infancy.f  Serious problems
must be overcome with most of these compounds.
Toxicity (sometimes carcinogenicity), development
of resistance by viruses, and enzymatic destruction
limit the utility of most drugs.  For example, ad-
enosine deaminase destroys Ara-A quite rapidly.
With our rapidly advancing knowledge of viral life

a Robins, R. K. (1986) Chem. Eng. News 64, 28 – 40
b Cheng, Y.-C., Grill, S. P., Dutschman, G. E., Nakayama, K., and

Bastow, K. F. (1983) J. Biol. Chem. 258, 12460 – 12464
c Biron, K. K., Fyfe, J. A., Stanat, S. C., Leslie, L. K., Sorrell, J. B.,

Lambe, C. U., and Coen, D. M. (1986) Proc. Natl. Acad. Sci.
U.S.A. 83, 8769 – 8773

d Sandberg, J. A., and Slikker, W., Jr. (1995) FASEB J. 9, 1157– 1163
e Tsai, C.-C., Follis, K. E., Sabo, A., Beck, T. W., Grant, R. F.,

Bischofberger, N., Benveniste, R. E., and Black, R. (1995) Science
270, 1197– 1199

f Mitsuya, H., Yarchoan, R., and Broder, S. (1990) Science 249,
1533– 1544

g Richman, D. D. (1996) Science 272, 1886 – 1888
h Althaus, I. W., Chou, J. J., Gonzales, A. J., Deibel, M. R., Chou,

K.-C., Kezdy, F. J., Romero, D. L., Palmer, J. R., Thomas, R. C.,
Aristoff, P. A., Tarpley, W. G., and Reusser, F. (1993) Biochemistry
32, 6548 – 6554

i Rosin, C. D., Belew, R. K., Walker, W. L., Morris, G. M., Olson,
A. J., and Goodsell, D. S. (1999) J. Mol. Biol. 287, 77– 92

j Robinson, W. E., Jr., Reinecke, M. G., Abdel-Malek, S., Jia, Q.,
and Chow, S. A. (1996) Proc. Natl. Acad. Sci. U.S.A. 93, 6326 –
6331

k Goldgur, Y., Craigie, R., Cohen, G. H., Fujiwara, T., Yoshinaga,
T., Fujishita, T., Sugimoto, H., Endo, T., Murai, H., and Davies,
D. R. (1999) Proc. Natl. Acad. Sci. U.S.A. 96, 13040 – 13043

l Giovannangeli, C., Perrouault, L., Escudé, C., Gryaznov, S., and
Hélène, C. (1996) J. Mol. Biol. 261, 386 – 398

cycles and protein and nucleic acid structures many
new drug targets have been identified.g  Among
the targets for HIV are the reverse transcriptase,h

protease,i and integrase.j,k  Computer-assisted
design, as well as new techniques of synthesis and
screening, have allowed development of many non-
nucleoside inhibitors.

Oligonucleotide phosphoramidates and other
triplex-forming compounds may be designed to
bind to specific DNA targets.l

essential regions, whose positions may vary somewhat
from one isolate of the virus to another:

A complex pattern of splicing produces more than
30 mRNAs.723  When viral RNAs are first produced
most are doubly spliced, allowing the split genes tat
and rev to be expressed by synthesis of Tat and Rev.
The trans-activator protein Tat is a small 86-residue
cysteine-rich protein, which binds the Tar stem–loop
structure and greatly stimulates transcription.724– 725a

The 116-residue rev (regulator of expression of
virion genes) gene product is also a transactivator,
which is needed for rapid production of singly spliced
(4 kb) or unspliced (9kb) gag-pol mRNA required for
formation of virus structural proteins.726,727  The effect
of Rev is probably on transport from the nucleus
rather than on splicing.

Transcription is repressed by the 206-residue N-
terminal myristoylated protein, Nef, a phosphoprotein

that associates with cytoplasmic membranes.728– 729a

It has been difficult to learn its exact function, but it
seems to be required for maintenance of the integrated
provirus for long periods of time without extensive
replication.  Mutations in gene nef do not eliminate the
ability of the virus to replicate in T lymphocytes and to
kill them.

The 23-kDa protein Vif (viral infectivity factor)
is not needed for growth but is essential for infectiv-
ity.729b  Other genes in HIV are vpu, which encodes an
81-residue integral membrane protein (virion protein
U), and vpr, which encodes the 96-kDa virion protein
R.  Several possible functions have been proposed for
these small proteins.722,729b,c

HIV-1 is a member of the group of slow viruses or
lentiviruses.730  Other lentiviruses include the human
HIV-2,731 an immunodeficiency virus that attacks cats
causing leukemia,732 and the human leukemia virus
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Figure 28-27  General fea-
tures of the HIV-1 replication
cycle.  The early phase (upper
portion of the diagram)
begins with CD4 recognition
and involves events up to and
including integration of the
proviral DNA, and the late
phase includes all events from
transcription of the integrated
DNA to virus budding and
maturation.  From Turner and
Summers.735

1– 55 TAR, a 59-residue stem-loop structure;
binding site for Tat

182– 199 PB, primer binding site

240– 350 Packaging signal.  Binds envelope protein NC

248– 271 Dimerization site with “kissing loop”

290 Major splice donor site, used to form all
spliced mRNAs

1631– 1673 Gag-Pol frameshifting region where – 1
ribosomal frameshifting occurs to allow
5– 10% synthesis of Gag-Pol polyprotein

7362– 7596 Rev response element.  Binding site for Rev

5358 and 7971 Two major splice acceptor sites; other minor
sites are also used

9205– 9210 Polyadenylation signal

Description
Position

from 5' end
HTLV-1.733  Another lentivirus causes two diseases
of sheep, maedi, a pulmonary disease, and visna, a
paralytic condition somewhat similar to multiple
sclerosis.734  Because of its slow development there
has been doubt as to the cause of AIDS, but there is
now little doubt that HIV-1 is the true culprit.

Success in treating AIDS may depend upon
better understanding of the complex life cycle of HIV-
1,722,730,735 which is summarized in Fig. 28-27.  The
cycle begins with the binding of the virion envelope
protein to the immunoglobulin-like surface protein
CD4, which is found principally on the type T4 helper
T cells (Chapter 31).  Binding of CD4 to the HIV enve-
lope proteins appears to activate the T cells to enter the
cell cycle and to take up and integrate the virus.  The
virus infection destroys these CD4+ lymphocytes with
a half-life of less than two days.735

A major effort is being made to devise a vaccine
against HIV.  However, rapid mutation of the env gene
makes it difficult to accomplish.736,736a  This high rate
of mutation appears to be a result of a high frequency
of errors by the HIV reverse transcriptase.737  There is
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hope from the fact that some individuals are naturally
resistant to HIV infection.738,739

3.  Retrotransposons

Transposition of DNA, which is discussed in
Chapter 27, Section D,4, may seem to be a rare and
relatively unimportant event in our body cells.  How-
ever, transposon DNA accounts for 35% or more of the
human genome740 and apparently plays a major role in
evolution.  Like other transposons, the DNA sequences
known as retrotransposons also move about within
DNA.  However, they use an indirect mechanism that
involves synthesis of mRNA and reverse transcrip-
tion.740,741  The reverse transcribed complementary
DNA may be inserted back into the genome at new
locations.  The necessary chemical reactions parallel
those involved in the replication of retroviruses (Fig.
28-23, 28-24).  Retrotransposens, truncated retrotrans-
posons, and related sequences constitute as much as
16% of the human genome.741

There are two classes of retrotrotransposons: those
with long terminal repeats (LTRs) and those without
(LTRs).  The first group is closely related to retrovi-
ruses, but its members lack genes for envelope pro-
teins.  They do carry gag and pol genes similar to those
of retroviruses (Fig. 28-3).  Most retrotransposons are
defective and do not move.  Over evolutionary time
they accumulate in the genome, sometimes to the
extent that the genome size grows enormously.  This

has happened often during the evolution of plants,
some of which (e.g., certain lilies) have 40 times more
DNA per cell than do humans (Table 1-3).742  Although
most retrotransposons are inactive, some of them occa-
sionally jump to new locations where they may mutate
a gene and may sometimes cause disease.  However,
their major significance is probably in facilitating
evolution, perhaps including the formation of new
species.743

The non-LTR transposons are exemplified by the
6–7 kbp LINES (p. 1539)741,743 and the short 90–400 bp
SINES (p. 1538, Fig. 27-9).744  Mammalian genomes
contain ~50,000 truncated members of the LINE-1 (L1)
family and 3000–5000 full-length L1s.  Only a few of
these are active in our present population.  The RNA
intermediates that participate in retroposition of
LINES are generated by RNA polymerase II, while
RNA polymerase III forms the RNA intermediates for
propagation of SINES.  Participation of these RNAs
in trans splicing processes can modify existing genes,
contributing to the remodeling of the genome.744

Yet another group of mobile elements in the ge-
nome are intein genes, which encode protein-splicing
polypeptides (see Box 29-D).  Many inteins also have
homing endonuclease activity and cleave DNA at
specific insertion sequences, initiating incorporation
of intein DNA into new locations in the genome.745

Group II introns, which are found in bacteria and in
organelles of fungi and plants, may also act as mobile
DNA elements.746
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Study Questions
(Additional questions are located on p. 1738.)

1. Describe the sequence of events involved in the
initiation of transcription in E. coli.  As part of your
answer, describe those features that must be pres-
ent in a gene for proper recognition and transcrip-
tion by the RNA polymerase.

2. How does transcription in eukaryotes differ from
that in prokaryotes?

3. In E. coli precise spacing between the conserved -35
and -10 (Pribnow) promoter elements has been found
to be a critical determinant of promoter strength.
What does this suggest about the interaction between
RNA polymerase and these conserved sequences in
the DNA?
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The ~ 15,000 ribosomes in a bacterial cell synthesize over 4000 proteins following the genetic
code in messenger RNA molecules.  A ribosome (left) consists of two large subunits, each
composed largely of ribosomal RNA, whose folded chains can be seen.  About 100 proteins
are bound, largely to solvent-exposed surfaces, but with extended “tails” protruding into the
ribosome.  The messenger RNA (mRNA; right) moves through the ribosome between the
large subunits.  Amino acids, activated for reaction, are carried into the ribosomes by transfer
RNAs (green) which move consecutively from A/T to A/A, A/P, P/ P, and P/E sites.  They
insert their activated amino acids into the growing polypeptide chain in the P site of the 50S
subunit.  Image of ribosome33a courtesy of the authors.

Cleft

Platform

L1

30S

50S

mRNA

3’

5’

Head

Central
protuberance

L7/L12
stalk

aaTranslocation

P/E
P/P

A/A

A/T

Contents

References
Study Questions

Boxes
Box 29-A The Diphtheria Toxin and Other

Ribosome-Inactivating Proteins
Box 29-B Antibiotics That Inhibit Protein Synthesis
Box 29-C Nonribosomal Peptide Synthesis
Box 29-D Protein Splicing, Inteins, and Homing

Endonucleases
Box 29-E Prions and Amyloid Diseases
Box 29-F The Yeast Two-Hybrid System for 

Identifying Protein–Protein Interactions

Tables
Table 29-1 The Composition of Ribosomes 
Table 29-2 Ribosomal Proteins from E. coli

1720
1721
1722
1722
1723
1723
1724
1727
1728

1728

1729
1738

1685

1689
1713
1716

1718
1725

1672
1677

1673
1673
1673
1676
1676
1676
1677
1677
1681

1681
1681
1684
1684
1684
1686
1687
1687
1687
1687
1687
1688
1693
1693
1694
1694
1694
1695
1695
1697

1698

1698
1698
1700
1700
1702
1702
1704
1705
1708
1708
1709
1709
1709

1710
1710
1711
1711
1712
1712

1714
1715

A.  The Architecture of Ribosomes
1. Ribosomal RNA

Chemical modification and crosslinking
Phylogenetic comparison
Structural domains in 16S ribosomal RNA
23S rRNA
5S rRNA

2. Ribosomal Proteins
3. RNA–Protein Interactions and Assembly of

Ribosomes
5’-Domain of 16S RNA
Central domain of 16S RNA
3’-Domain of 16S RNA
23S and 5S RNAs
Eukaryotic ribosomal proteins

4. Locating Active Sites in Ribosomes
The tRNA-binding sites
The peptidyltransferase site
The GTPase-activating center

B.  Transfer RNAs
1. Structures of Transfer RNAs

Cloverleaf and L forms
Initiator tRNAs

2. Pairing of Codon and Anticodon
3. Aminoacylation of tRNAs

Structures
Recognition of cognate tRNAs
Mechanisms of reaction
Correcting errors
Essential modification reactions of
aminoacyl-tRNAs
Additional functions of aminoacyl-tRNA
synthetases

C.  Protein Synthesis: The Ribosome Cycle
1. Initiation

Prokaryotic initiation factors
Initiation of protein synthesis in eukaryotes

2. Elongation of Polypeptide Chains
Codon-specific binding of an aminoacyl-tRNA (decoding)
The peptidyltransferase reaction
Elongation factor EF-G and translocation
Polyribosomes
Rates of synthesis of ribosomes and of proteins

3. Termination of Polypeptide Synthesis
Recycling factors

4. Preventing and Correcting Errors in Translation on
the Ribosome

Codon usage
Dealing with lost peptidyl-tRNAs and broken transcripts

5. Suppressor Genes
Selenocysteine (Sec)
Expanding the genetic code

6. Read-Through Translation and Ribosomal
Frameshifting

7. RNA Viruses
8. Other Functions of Ribosomes

D. Processing, Secretion, and Turnover of Proteins
1. Cotranslational and Posttranslational Processing
2. Forming Functional Proteins
3. Translocation through Membranes
4. Translocation into Organelles
5. Membrane Proteins
6. Secretion of Proteins
7. Protein Folding
8. Completing the Cycle: Proteolytic Degradation

of Proteins
E. Proteomics

 chapter 29 rebuild2 2/14/03, 2:24 PM1668



1669

Ribosomes and the Synthesis of Proteins 29

The many thousands of proteins present in each
cell are made within the ribosomes, which are able to
read each specific mRNA that comes their way.  While
ribosomes appear as little more than blurred dots in
most electron micrographs, the 15,000 ribosomes of
one cell of E. coli represent one-fourth of the total mass
of the cell.  Eukaryotic cells contain many times more
of these little molecular machines.  When ribosomes
were first observed in the early 1950s,1– 3 nobody could
imagine either their composition or their function.
Less than 50 years later (1999) their complete three-
dimensional structure was known at nearly atomic
resolution, and the function of ribosomes in protein
synthesis was quite well understood.  However, the
structure could not have been obtained without the
development of a whole range of new methods.

As electron microscopy developed, the fuzzy
granules in micrographs assumed well-recognized
forms.  By the 1970s, the approximate shapes of the
two ribosomal subunits were known, locations of
several ribosomal proteins had been established, and
binding sites of transfer RNAs and other features of
ribosomes were being mapped.2,4– 7  The resulting
picture of the ribosome structure, which is shown
schematically in Fig. 29-1, is quite similar to the
present-day view.  Later,  three-dimensional images
were reconstructed from electron micrographs (elec-
tron tomography),8,9 and cryo-electron microscopy
provided detailed images at a resolution of ~ 2 nm.10

In 1950, when the study of ribosomes began, no
methods for determining the sequences of amino acids
in proteins or of nucleotides in nucleic acids existed.11

Sanger published the sequences of the two short
chains of insulin in 1953, and the first transfer RNA
sequence was published by Holley in 1965.21  Never-

theless, by 1980 the Wittmanns and coworkers in
Berlin had sequenced 53 of the E. coli ribosomal pro-
teins4,22 (Table 29-2), and the three rRNA molecules
had also been sequenced.22a,b,c  In 1950, X-ray crystal-
lography of proteins was still in its infancy; the struc-
ture of myoglobin was not determined until 1960.
Ribosomal proteins proved hard to crystallize, the
first structure being solved in 1980.23  NMR structural
analysis yielded several structures including that
of L30 (Fig. 3-25A).  In recent years, high-resolution
structures of many additional ribosomal proteins in
their free forms have been established as have the
structures of most of the proteins bound into ribo-
somes.24

The first crystals of bacterial ribosomes in a
three-dimensional lattice suitable for study by X-ray
diffraction at a resolution of ~1 nm27were obtained
by Yonath in about 1980.6,25,26  Now atomic structures
are being established at a resolution of 0.3 – 0.1 nm, or
less.17–19,28–33g  However, such progress would have
been impossible without information about ribo-
somes obtained from improved cryo-electron micro-
scopy,10,20,33e,34–37a phylogenetic analysis of ribosomal
RNAs,38–39b mutational analysis,40,41 neutron scatter-
ing,42–47 chemical and photochemical crosslinking,48–53

photoaffinity labeling,54 immunological labeling,55

chemical footprinting,56,57 fluorescence resonance
energy transfer (FRET),58 mass spectrometry,59,60 and
study of the effects of toxic proteins (Box 29-A)61 and
antibiotics (Box 29-B).

Why is the ribosome so large and complex?  Aside
from the fact that it must form the peptide linkages, it
must translate the genetic code in the mRNA into the
correct amino acid sequence for each of the thousands
of proteins present in the cell.  The process takes place
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1670 Chapter 29.  Ribosomes and the Synthesis of Proteins

APE

Figure 29-1  (A – C)  A 1970s view
of a bacterial ribosome achieved
by electron microscopy and image
reconstruction.  These interface
views show the surfaces that face
each other in the 70S ribosome.
Locations marked with dashed lines
are on the outer (back) surfaces.
From Nagano and Harel.12  Based
on shapes and data of Lake and
associates.13,14  (A)  The 30S subunit.
Positions of a few proteins located
by immunoelectron microscopy and
three positions in the 16S RNA are
marked.  The puromycin binding site
labeled Pm was mistakenly thought
to be near the peptidyltransferase
center.  (B)  The 50S subunit.  Only a
few positions of many located by a variety of techniques are marked.  EF-G marks the site at which elongation factor G (see
Fig. 29-12) binds.  A prominent feature is the “stalk”, designated St in some of the drawings.  It was early shown to be formed
by two copies each of the nearly identical L7 and L12.  The stalk is flexible and in many circumstances may be folded down or
not visible as in the X-ray structures of F – H.  (C)  The 70S ribosome.  The 50S subunit is oriented as in (A) while the 30S sub-
unit has its outer face toward the viewer.  (D)  Stereoscopic view of a neutron scattering map of the 30S subunit of an E. coli
ribosome.  The proteins studied are represented as spheres with volumes corresponding to those of the anhydrous proteins.
Also marked on the map are positions of proteins located by immunoelectron microscopy as mapped by Kahan et al.15  Figure
from Ramakrishnan et al.16  Courtesy of V. Ramakrishnan.  (E)  Model of the 50S subunit from Haloarcula marismortui.  From
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Ban et al.17  Courtesy of T. A. Steitz.  The
peptidyltransferase center is marked by the
green image of the transition state inhibitor
shown in Fig. 29-13.   (F)  Model of three
tRNAs bound to a ribosome from Thermus
thermophilus in the A (aminoacyl), P (pepti-
dyl), and E (exit) sites.  These are based on
0.75-nm X-ray data and a number of differ-
ence electron density maps.  The 3'-CCA
end of the A-site tRNA is not modeled but is
marked “∧”.  Views are left, facing the inner surface of the 30S subunit; right, facing the inner surface of the 50S subunit.
(G)  Schematic side view of a ribosome showing a molecule of tRNA bound in the A site between the 30S and 50S subunits.
The anticodon of the tRNA is base-paired with mRNA in the “decoding site” on the 30S subunit.  The 3'-CCA end with
attached aminoacyl group lies in the peptidyltransferase site in the 50S subunit.  (F) and (G) are courtesy of Cate et al.18

(H)  Stereoscopic view of a model of the 70S ribosome from T. thermophilus.  The 30S subunit (lighter) is toward the viewer.
Courtesy of Harry F. Noller and Albion Baucom.  (I)  Section through the 0.24 nm-resolution model of the 50S subunit shown
in (E).  The modeled path of the polypeptide chain through the exit tunnel is marked.  Courtesy of Nissen et al.19  (J)  Stereo
diagram of the relative orientations of the A-, P-, and E-tRNAs and mRNA showing codon–anticodon interactions and the kink
between the A and P codons.  (H) and (J) courtesy of Yusupov et al.33a  (K)  Stereoscopic view of tRNAs in the P site and in an
overlapping P/ E site as observed by cryo-electron microscopy at a resolution of 0.5 nm in an image of the 70S ribosome at 1.5
nm resolution.  The anticodon arms are to the left.  Two tRNA molecules are not present simultaneously but their images have
been presented together.  From Agrawal  et al.20  Courtesy of Rajendra Agrawal.
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1672 Chapter 29.  Ribosomes and the Synthesis of Proteins

in several steps:  (1) Initiation of protein synthesis
in bacteria requires binding of the 30S ribosomal sub-
unit to an mRNA molecule, location of the start sig-
nal (initiation codon and nearby Shine–Dalgarno
sequence, shown in Fig. 29-2 and Eq. 29-8), and bind-
ing of the initiator tRNA carrying formylmethionine.
The 30S complex must then bind to the 50S ribosomal
subunit.  (2) Elongation of the polypeptide chain
in the resulting complete 70S ribosome ensues with
binding of the appropriate aminoacyl tRNA to the
next codon in the 5' → 3' direction.  Base pairs form
between the anticodon of the tRNA and the mRNA
codon that lies in the aminoacyl (A) site; the peptide
bond is then formed by the peptidyltransferase
reaction.  This reaction is followed by translocation,
movement of the initiator tRNA into an exit site at
the same time that the second tRNA (together with its
mRNA codon and the attached growing peptide chain)
moves into the peptidyl (P) site.  The elongation
cycle is repeated until the peptide chain is complete.
(3) Termination of translation involves release of the
completed protein and preparation of the ribosomal
subunits for another cycle.  The entire process is pow-
ered by the hydrolysis of ATP and GTP.  The ATP is
utilized in a three-step process for the activation of the
amino acids, which become linked to the appropriate
tRNAs (Eqs. 17-36 and 29-1).61a  If the inorganic pyro-
phosphate that is formed is hydrolyzed, two molecules
of ATP are required for activation of each amino acid
molecule.  In addition, at least two molecules of GTP
are hydrolyzed to GDP and inorganic phosphate
within the ribosome for each peptide linkage formed.

The pairing of codons and anti-
codons required for insertion of the
correct amino acid into the growing
polypeptide chain is often referred
to as decoding of the gene sequence.
However, an equally important part of
the decoding is the attachment of the
correct amino acid to its corresponding
cognate tRNA.  This occurs in the
cytoplasm and also in the nucleus.62

The base pairing of tRNAs and mRNA,
which follows, occurs in the decoding
center on the 30S ribosomal subunit.
Both the A and P sites of tRNA-binding
and the decoding center are formed
by folds of the 16S RNA.  The peptide
bond formation takes place at the
opposite ends of the tRNA molecules
in the peptidyltransferase center of
the 50S subunit (see Figs. 29-1, 29-14).
As pointed out in Chapter 12 (top of p.
650), peptidyltransferase is a ribozyme.
Its active site consists entirely of seg-
ments of the 23S RNA (see Fig. 29-14).
Another important site is the GTPase
activating center, at which the 23S
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TABLE 29-1
The Composition of Ribosomes

Small (30S) subunit 850 Small (40S) subunit 1440

16S RNA 500 18S RNA 700

Proteins (21) 350 (total) Proteins (~ 30) 740

Large (50S) subunit         1450 Large (60S) subunit 2800

23S RNA 950 28S RNA 1700

5S RNA 40 5.8S RNA 51

5S RNA 39

Proteins (32 – 34) 460 Proteins (~ 46) 1010

Complete (70S) ribosome       2300 Complete (80S) ribosome 4240

Prokaryotica Eukaryoticb

Component Mass, kDa Component Mass, kDa

a Data from Wittmann, H. G. (1982) Ann. Rev. Biochem. 51, 155 – 183.  Based on
sequences of all components.  Presence of spermine, K+, etc., may add 10%.

b Data from Freifelder, D. (1983) Molecular Biology, 2nd ed., Jones and Bartlett,
Boston, Massachusetts (p. 419) and Mao, H., and Williamson, J. R. (1999) J. Mol.
Biol. 292, 345 – 349.
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RNA interacts with specific G proteins known as
initiation, elongation, and termination factors.

The proteins in a ribosome may help to hold the
RNA into conformations that are correct for its func-
tions.  They may also catalyze conformational alter-
ations during the various steps of the translation
process.  In addition, the proteins may help provide
binding sites for substrate molecules and participate
in regulatory activities.  Both the tRNA exit (E) site
and the tunnel through which the polypeptide chain
leaves the ribosome are composed, in part, of ribo-
somal proteins.

A.  The Architecture of Ribosomes

Ribosomes of E. coli each have a mass of ~  2.3 x 106

daltons and are ~  65% RNA and 35% protein.  Ribo-
somes of eukaryotic organisms are larger (~ 4.3 x 106

daltons) and consist of ~50% RNA and 50% protein.
Under some conditions such as a low Mg2+ concentra-
tion complete bacterial ribosomes, called 70S ribo-
somes, dissociate into two subunits of unequal size,
which are known as 30S and 50S ribosomal sub-
units.  The larger 50S subunit is about twice the size of
the smaller one (Table 29-1).  The small 30S ribosomal
subunit contains the 16S rRNA, a chain of ~ 1500 – 1700
nucleotides (nt) that, if fully extended, would stretch
to a length of over 500 nm.  In addition to the highly
folded RNA molecule, the 30S subunit contains 21 pro-
teins, each one unique in its amino acid composition
and sequence (Table 29-2).  Many of these proteins,
which are designated S1, S2, S3, etc., are of relatively
low molecular mass.  Many are strongly basic.  They
contain numerous lysine and arginine residues, many
of which are able to interact with RNA in the ribo-
some.  However, neutral and acidic proteins are also
present.  The 50S ribosomal subunit contains the
~ 2900 nt 23S rRNA, the ~120 nt 5S RNA, and about
31– 34 proteins, two of which (L7 and L12) are present
as two copies each.  The composition of ribosomes is
variable, but most proteins are present in a strict 1:1
ratio.  Others may be lacking in some of the ribosomes.
Some proteins bind to the ribosomes transiently dur-
ing their function in protein synthesis as do certain
proteins with functions other than protein synthesis.
In both subunits the RNA molecules form the internal
core.  Proteins are largely found on the solvent-exposed
surfaces.  Some of them form the stalk and other fea-
tures.17  They often have globular domains with ex-
tended tails that interact with the ribosomal RNA.

Eukaryotic ribosomes are not only larger but also
(Table 29-1) contain more protein subunits than do
those of  bacteria:  ~ 30 for the small subunit and 49 for
the large subunit.63  However, the number of essential
proteins may be the same.  Both eukaryotic ribosomal
proteins and rRNA molecules are larger than those of

bacteria.  Bacterial ribosomes are ~ 22 nm in diameter
and ~ 30 nm in the third dimension.  Eukaryotic ribo-
somes are of the order of 1.17 times larger in linear
dimensions.  Ribosomes of chloroplasts resemble those
of eubacteria such as E. coli but contain a few more
proteins.64  Mammalian mitochondrial ribosomes also
resemble those of bacteria in many respects.65  How-
ever, their RNA chains are shorter and they contain
more proteins.66,66a  The protein content is ~ 66% com-
pared with ~ 35% for E. coli ribosomes.

1.  Ribosomal RNA

The sequences of all three pieces of RNA in the E.
coli ribosomes are known as are those from many other
species.  These include eukaryotic mitochondrial, plas-
tid, and cytosolic rRNA.  From the sequences alone, it
was clear that these long molecules could fold into a
complex series of hairpin loops resembling those in
tRNA.  For example, the 16S rRNA of E. coli can fold as
in Fig. 29-2A and eukaryotic 18S RNA in a similar way
(Fig. 29-4).38,39,67– 69  The actual secondary structures of
16S and 18S RNAs, within the folded molecules re-
vealed by X-ray crystallography, are very similar to
that shown in Fig. 29-2A.  Ribosomal RNAs undergo
many posttranscriptional alterations.  Methylation
of 2’-hydroxyls and of the nucleic acid bases as well
as conversion to pseudouridines (pp. 1638–1641)
predominate over 200 modifications, principally in
functionally important locations that have been found
in human rRNA.69a

Chemical modification and crosslinking.
Before high-resolution X-ray data were available, two
major biochemical approaches were used to deduce
the secondary structures of ribosomal RNAs.38,39  The
first was the application of chemical reagents and
enzymes that modify the RNA.  Crosslinking reagents
were used to establish pairs of nucleotides that lie
close together in the three-dimensional structure.
Cleavage by specific endonucleases was used to estab-
lish whether a region of the molecule is double-helical
or single-stranded.68  Nucleases were also used to
clip out base-paired fragments, which were separated,
denatured, and sequenced.  This revealed both hair-
pin loops and pairings between regions that are far
apart in the primary sequence.  The ability of nucleic
acid bases to undergo specific chemical reactions at
positions not involved in base pairing was used to
establish whether or not a given base was actually
paired.67,69  Thus, every position in E. coli 16S RNA
was probed by reactions of dimethylsulfate with ade-
nine at N1 and cytosine at N3, reaction of kethoxal
(Eq. 5-16) with guanine at N1 and N2', and by reac-
tion of a carbodiimide with uracil at N3 and with
guanine at N1.67

A.  The Architecture of Ribosomes
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1674 Chapter 29.  Ribosomes and the Synthesis of Proteins

Figure 29-2  (A) Secondary structure model for the 1542-residue E. coli 16S rRNA based on comparative sequence analysis.73a

Dots indicate G.U or A.G pairs; dashes indicate G.C or A.U pairs.  Strongly implied tertiary interactions are shown by solid
green lines.  Helix numbering according to Brimacombe.  Courtesy of Robin Gutell.  (B)  Simplified schematic drawing of type
often used.  (C)  Positions of the A, P, and E sites on the 30S ribosomal subunit from Carter et al.70  (D)  Stereoscopic view of the
three-dimensional fold of the 16S RNA from Thermus thermophilus as revealed by X-ray structural analysis at 0.3 nm resolution.
Features labeled are the head (H), beak (Be), neck (N), platform (P), shoulder (Sh), spur (Sp), and body (Bo).  (E-H)  Selected
parts of the 16S RNA.  In (E) and (F) the helices are numbered as in (A).  (F) and (H) are stereoscopic views.  The decoding site
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P
A

E

is located at the upper end of helix 44.  (G), (H).  In (G) the electron density difference observed upon binding of tRNA into
the A site is displayed as a Fourier difference map (at 0.7-nm resolution).  The molecular model of the tRNA with its anticodon
paired with a codon from mRNA is superimposed.  Two positions of bases A1492 and A1493 are shown as they are found in
the presence and absence of paromomycin.  A patch of negative density can be seen near the A1492 and A1493 labels, indi-
cating that these groups may rearrange to interact with the minor groove of the codon–anticodon helix when the A-tRNA is
bound.  See also p. 1690.  Courtesy of Yusupov et al.33a  (D) through (F) and (H) are from Wimberly et al.33  Courtesy of Venki
Ramakrishnan.

A.  The Architecture of Ribosomes

H44

C D

E F

G H

 chapter 29 rebuild2 2/14/03, 2:24 PM1675



1676 Chapter 29.  Ribosomes and the Synthesis of Proteins

Phylogenetic comparison. This technique, also
called comparative sequence analysis, has proved very
powerful.38,39,39a,b,71,72  An example is illustrated in Fig.
29-3.  Here a loop from 23S RNA of E. coli is shown
and is compared with the sequence of 26S RNA from
the fungus Physarum polycephalum.38  Wherever the
latter differs from the E. coli sequence, the substituted
base is indicated in a box.  These square boxes, which
are concentrated in base-paired regions, indicate com-
pensatory changes for which there is usually a second
change that preserves base pairing in a double helical
region.  The studies also showed clearly that bacterial
16S RNA is homologous with eukaryotic 18S RNA,68,69

with 17S RNA of dinoflagellates,73 and also with 12S
RNA of human mitochondria.  Likewise, 23S RNA of
bacteria corresponds to 28S RNA of eukaryotes.

Structural domains in 16S ribosomal RNA.
Three major compact structural domains, 5', central,
and 3', can be distinguished in 16S RNA.33  An extend-
ed subdomain is also present at the 3' end.  These are
indicated on Fig. 29-2 as I, II, III, and IIIa.  The double
helical segments are also numbered.  Ribosomal RNA
molecules must be folded into compact forms to fit
into the envelope of the ribosomal subunits.  The
individual structural domains form independent
globular cores to which several proteins apiece are
bound.  Domains I, II, and III form the body, platform,
and head, respectively (Fig. 29-1A).  Relatively minor
changes in conformation accompany the incorpora-
tion of the rRNA molecules into the ribosomes.67  On
this basis, and taking account of all available data,
attempts were made for many years to predict a
three-dimensional structure.12,74– 76  One of these77 is
portrayed in Fig. 5-32A as a series of cylinders repre-
senting the 45 double-helical segments suggested by
the structure of Fig. 29-2A.  This can be compared with
the X-ray based model shown in Fig. 29-2B.

23S rRNA.  The large RNA of the 50S subunit
consists of six structural domains.5  Its secondary
structure is shown in Fig. 29-4.  As with 16S RNA each
domain is tightly folded.  However, the domains are
interdigitated in such a way that they form a single
monolithic structural unit.17  Nevertheless, there are
distinct catalytic sites, as described in Section 4.  Like
proteins, which are able to undergo conformational
alterations that usually involve some rearrangement in
their internal hydrogen-bonding patterns, these large
RNA molecules may also assume alternative confor-
mations.  Conformational changes may involve not
only alternative hydrogen bonding patterns but also
alternative base-pairing.77a  Such changes may be
essential to the functioning of ribosomes86 and may al-
so accompany maturation of pre-rRNAs.87  Eukaryotic
28S RNAs have basically the same structures as the

Figure 29-3  Example of phylogenetic comparisons in
ribosomal RNA.  The diagram shows helices 34 – 37 of E. coli
23S RNA, compared with the corresponding region of
Physarum polycephalum 26S RNA.  The diagram depicts the E.
coli helices, with changes in the P. polycephalum sequences
denoted by symbols in boxes on the side.  Bases in square
boxes are compensating; those in round boxes are mismatch-
ing or in single-stranded regions.  Solid triangles denote
deletions, while bases with arrows indicate insertions.
Dotted lines or “crossed-out” base pairs denote modified
base-pairing in P. polycephalum.  The letters “a” and “b”
indicate the termini of RNA fragments isolated as a base-
paired complex.  From Brimacombe.38

3’
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L1 24.6
L2 29.4 +
L3 22.3
L4 22.1
L5 20.2
L6 18.8 +

L7 12.2

L8
L9 15.5
L10 17.7
L11 14.9
L12 12.2
L13 16.0
L14 13.5
L15 15.0
L16 15.3 +
L17 14.4 +
L18 12.8 +
L19 13.0 +
L20 13.4 +
L21 11.6
L22 12.2
L23 11.0 +
L24 11.2 +
L25 10.7 +
L26 = S20 9.6
L27 9.0
L28 8.9
L29 7.3
L30 6.4
L31 7.0
L32 6.3
L33 6.3
L34 5.4

Total mass 460c

23S RNAs of bacteria but have been expanded by in-
sertion of additional nucleotides at many places.10,36,79

Most of the chemical activity of ribosomes occurs
in the interface between the 30S and 50S subunits.  En-
trance and exit tunnels for both mRNA and the amino-
acylated tRNAs are formed between these subunits.
The mRNA apparently moves across the platform as
the tRNAs move from A to P to E sites experiencing
codon selection (decoding) and peptidyltransferase
activity.  Many loop ends from 16S RNA interact with
those of 23S RNA.41,88

5S rRNA. This ~ 120-nucleotide molecule orga-
nizes one domain of the 50S ribosomal subunit.89

Extensive phylogenetic comparisons of 5S RNA se-
quences led to the secondary structure shown in Fig.
29-5.90,91  The three-dimensional structure, as seen in a
ribosome, is also shown in this figure.  Study of base-
pairing possibilities suggests that 5S RNA can exist in
more than one conformation.90,92  In a possible second
conformation the sequence GUGUGGGG (residues 79
– 86) pairs in an antiparallel fashion with the sequence
CCCCAUGC (residues 35 – 42), with loss of base pair-
ing in stem 4 (Fig. 29-5).  A structure somewhat similar
to that of 5S RNA is probable for eukaryotic 5.8S
RNA.94  Nearly a thousand different prokaryotic and
eukaryotic 5S RNA sequences have been compared.95

From them phylogenetic trees, which suggest evo-
lutionary pathways between species, have been con-
structed.96  Sequences of 16S RNA have been used in a
similar way (Fig. 1-5).97

2.  Ribosomal Proteins

Ribosomal proteins are soluble in concentrated
salt solutions.  Most of them can be dissolved without
damage by buffers containing 2 M LiCl and can then
be separated by electrophoresis or ion exchange chro-
matography and gel filtration (molecular sieving).98

Although many of them are quite insoluble and are
often unstable, all ribosomal proteins of E. coli (Table
29-2) have been separated and sequenced, mainly by
Wittmann-Liebold and coworkers.22  The ribosomal
proteins of other bacteria usually resemble those of
E. coli.99  The more numerous eukaryotic ribosomal
proteins have also been isolated and studied indi-
vidually.100  Many of these 84 proteins appear to cor-
respond directly in properties and functions to those
of E. coli.100a  As with ribosomal RNAs, the sizes of
the eukaryotic proteins have been expanded.101  Mito-
chondria have their own set of ribosomal proteins,
which are more numerous than those of either E. coli
or yeast.65–66a,102–102c  Pure individual ribosomal pro-
teins are now produced from the cloned genes as are
16S and 23S ribosomal RNAs.

Most ribosomal proteins are folded into compact

A.  The Architecture of Ribosomes

forms, much of whose surfaces are accessible to added
reagents.  However, X-ray structures have revealed
that parts of some proteins penetrate deeply into the
RNA core.17  Much of the RNA is also accessible from
the outside, and the ribosome contains ~ 50% of its
mass as internal hydration.  A ribosome usually con-
tains only one molecule of each kind of protein with
the exception of proteins L7 and L12 of the large
subunit.  There are two of each.  Sequencing of the
120-residue proteins from E. coli shows that L7 is

TABLE 29-2
Ribosomal Proteins from E. colia

Proteins of 30 S
Ribosomal subunits

Designation Mass, kDa Bindingb

Proteins of 30 S
Ribosomal subunits

Designation Mass, kDa Bindingb

S1 61.2
S2 26.6
S3 25.8
S4 23.1 +
S5 17.5
S6 15.7
S7
(strain K) 19.7 +
(strain B) 17.1 +
S8 14.0 +
S9 14.6
S10 11.7
S11 13.7
S12 13.6
S13 13.0
S14 11.1
S15 10.0 +
S16 9.2
S17 9.6 +
S18 8.9
S19 10.3
S20 9.6 +
S21 8.4

Total mass 350 (strain K)

a Molecular masses from Wittmann, H. G. (1982) Ann. Rev. Biochem.
51, 155 – 183

b A plus sign indicates direct binding to ribosomal RNA.
c Four copies of L7/L12 are assumed.
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See H
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Peptidyl-
transferase

See F

1

Figure 29-4 Structure of 23S – 28S ribosomal RNAs.  (A)  The three-dimensional structure of RNA from the 50S subunit of
ribosomes of Haloarcula marismortui.  Both the 5S RNA and the six structural domains of the 23S RNA are labeled.  Also shown
is the backbone structure of protein L1.  From Ban et al.17  Courtesy of Thomas A. Steitz.  (B)  The corresponding structure of
the 23S RNA from Thermus thermophilus.  Courtesy of Yusupov et al.33a  (C)  Simplified drawing of the secondary structure of
E. coli 23S RNA showing the six domains.  The peptidyltransferase loop (see also Fig. 29-14) is labeled.  This diagram is cus-
tomarily presented in two halves, which are here connected by dashed lines.  Stem-loop 1, which contains both residues 1 and
2000, is often shown in both halves but here only once.  From Merryman et al.78  Similar diagrams for Haloarcula marismortui17

and for the mouse79 reveal a largely conserved structure with nearly identical active sites.  (D)  Cryo-electron microscopic
(Cryo-EM) reconstruction of a 50S subunit of a modified E. coli ribosome.  The RNA has been modified genetically to have an
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A.  The Architecture of Ribosomes

approximately 34 nt predicted extension of helix 9 of the 16S RNA (see Fig. 29-2).  The helix 9 extension, clearly visible in this
image, locates that helix in E. coli ribosomes, which have not yet given crystals satisfactory for X-ray investigation.  From
Matadeen et al.79a  Courtesy of Richard Brimacombe.  (E)  Stereoscopic interface view of the 50S subunit of an E. coli ribosome
with atomic structures of ribosomal proteins fitted to the cryo-EM density (semitransparent) of the 50S subunit.  Protein struc-
tures are displayed as backbone tubes, and rRNA fragments in ball-and-stick format.  Courtesy of Mueller et al.37a  (F)  The
GTPase-activating loop of 23S RNA of E. coli.  This loop, from domain II, binds to protein L11, which shields nucleotide A1067
from methylation and prevents the binding of the antibiotics thiostrepton (Box 29-B) and micrococcin.  Green nucleotides are
highly conserved in bacterial, chloroplast, and mitochondrial RNAs.  The small loop (1054 – 1081) containing the thiostrepton-
binding site is also part of the binding site for elongation factors EF-Tu and EF-G.80,81  (G)  Stereoscopic view of the 58-nucle-
otide loop shown in (E) with the associated protein L11.  Courtesy of Conn et al.82  (H)  Secondary structure of the sarcin/ricin
(SR domain) of the E. coli 23S RNA.83– 85  The site of hydrolytic cleavage by the ribonuclease sarcin (Box 29-A) is indicated as is
the site of depurination catalyzed by the plant toxin ricin (Box 29-A).  (I)  Three-dimensional structure of the sarcin–ricin loop.
The two views are from directions 90° apart.  The sites of attack by ribotoxins are at the top.  Courtesy of Correll et al.83
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N-acetylated L12.  Thus, the 50S ribosomal subunit is
often described as containing four copies of protein
L7/12.  They form the flexible stalk seen in Fig. 19-1.

Most ribosomal proteins are rich in lysine and
arginine and, therefore, carry a substantial net positive
charge.  Proteins S20, L7/12, and L10 have over 20%
alanine, while L29 is almost as rich in leucine.  Proteins
S10, S13, L7/L12, L27, L29, and L30 are surprisingly
low (< 2 mol %) in aromatic amino acids.  Proteins S5,
S18, and L7 have acetylated N termini while L11, L3,
L7/12, L11, L16, and L33 contain methylated amino
acids.  L11 contains nine methyl groups.22  Protein
S6 is the major phosphoprotein of eukaryotic ribo-
somes.103,104  Most ribosomal proteins have no known
enzymatic activity.  Although often difficult to crystal-
lize, high-resolution three-dimensional structures are
known for many free ribosomal proteins.24  Most of
them have shapes resembling those previously found

Figure 29-5  (A)  Secondary struc-
ture of E. coli 5S RNA with five uni-
versal helical stems (labeled 1–5).
This small RNA is found in the
central protuberance of the 50S
ribosomal subunit.  See Fig 29-4A.
Photocrosslinking using thiouridine-
containing 5S RNA suggested a
close proximity of U89 (marked by
arrow) with nucleotide 2477 of the
23S RNA in the loop end of helix 89
(Fig. 29-4).93  (B)  Stereoscopic view of
the 5S RNA as observed in ribosomes
of Haloarcula marismortui.  From Ban
et al.17  Courtesy of Thomas A. Steitz.
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in globular proteins, including DNA-binding proteins.
Many have extended “tails” that reach into the interior
of the ribosome.33b  A few seem to assume a defined
shape only when packed into a suitable niche in the
ribosome.  Proteins L7/L12 and the 60-residue L30105,105a

have similar folding patterns with 2 – 3 helices and a
3-strand β sheet.  The structure of L30 of E. coli was
deduced106 by NMR methods (Fig. 3-25) and resembles
that from the Bacillus stearothermophilus determined by
X-ray diffraction.105,107

Many specific parts of ribosomal RNA molecules
and specific proteins within the intact ribosome were
located prior to the determination of high resolution
crystal structures.  One major approach was the use of
immunoelectron microscopy.  Antibodies to specific
ribosomal proteins or to special sites in the RNA were
prepared, and electron microscopy was used to map
the binding sites of the antibodies on the ribosomal

A

B
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subunit surfaces.108,109  In this manner, the locations
of numerous proteins in both the 30S and 50S subunits
were identified.  A few of these are indicated in Fig.
29-1A,B.5  In several instances more than one distinct
antibody binding site was found for a given protein.
Pairs of sites were sometimes 8 – 19 nm apart, suggest-
ing that these proteins assumed an elongated or fi-
brous conformation.  However, X-ray studies have
established more compact structures for many of the
proteins.  Perhaps the ease of denaturation of the pro-
teins led to some errors in localization with antibodies.
The X-ray studies have now established exact locations
for almost all of the ribosomal proteins.  However, the
correct identification of each protein involved exten-
sive measurements, many of which were done prior to
the availability of the X-ray structures.

A variety of crosslinking reagents have been used
to locate the positions of specific proteins within ribo-
somes.  For example, bifunctional compounds may
bind covalently to two different SH groups or NH2
groups.110,111  Among the many crosslinked protein
pairs identified in this way are S5-S8, S7-S9, S6-S18,
and S13-S19.112  Crosslinking experiments on both
small and large ribosomal subunits have yielded
complex distance maps that helped to establish the
packing relationships.113

Another important approach has been to isolate
ribosomal proteins from bacteria grown in D2O and
then to reconstitute ribosomal subunits with pairs
of deuterated proteins.  By studying neutron scat-
tering the distances between the centers of mass of
these pairs could be measured.  By triangulation the
three-dimensional relationship of the entire group
of proteins could be determined.  The results of such
studies43,47,114 for the 30S subunit are shown in Fig.
29-1D.  Most of the results are in agreement with those
obtained by other methods.  Neutron scattering from
the 50S subunit was investigated by using pairs of
protonated proteins in a subunit consisting of other-
wise deuterated components.  This gives an increase
in sensitivity.47

3.  RNA–Protein Interactions and Assembly of
Ribosomes

Within bacterial cells the assembly of ribosomes
is coupled to rRNA synthesis and requires only 1– 2
minutes.115  In the laboratory both the 30S ribosomal
subunits116 and the 50S subunits117 – 121 of E. coli can be
completely dissociated into individual protein and
RNA molecules and can be reconstituted in a function-
al form.  This is true for both natural 16S or 23S RNA
or for RNAs prepared by in vitro transcription.  In
these reassembly experiments, which were pioneered
by Nomura,116 it was found that the order of addi-
tion of the protein is important.  Some proteins bind

directly to ribosomal RNA.  For example, S4, S7, S8,
S15, S17, and S20 bind directly to 16S RNA.31  Other
proteins bind only after one or more proteins have
already bound and the RNA has folded properly to
form a structural core (Fig. 29-6A).  Domains I, II,
and III each form an independent RNA–protein as-
sembly.  The lower half of domain I of the 16S RNA,
from positions ~60–300, is unreactive toward single-
stranded probes and may serve as one core for assem-
bly of the ribosome.67  Protein S20 binds to the 240–286
stem, which is in this core.  Protein S4 also binds di-
rectly to 16S RNA in the 5' domain.  Proteins S8 and
S15 bind in the central domain and S7, which is struc-
turally related to the DNA-binding proteins HU and
IHF (Chapter 27),24,122 binds near the 3' end.

5’- Domain of 16S RNA.  The 23-kDa protein S4,
one of the largest ribosomal proteins, appears to have
an important organizing role for the 5' domain.123,124

It binds in such a way as to protect sequences 27– 47
and 394–556 of the RNA (Fig. 29-2) from chemical
modification.  The small loop at positions 323–330 is
protected in the 30S subunit, and the residues A325,
A327, A379, and G331 are universally conserved.67

The same is true of bulge loop 505–510 and the loop
sequence 518–533, which contains 7-methylguanine
(m7G) at position 526.  Reconstitution experiments also
suggested that S16 binds to S4 as well as to S20.  Some
mutations in proteins S4 and S5 are associated with
reduced fidelity of translation, while others lead to
spectinomycin resistance.134

Central domain of 16S RNA.  Proteins S6, S8,
S15, and S18 bind to the central domain II of 16S RNA
(Fig. 29-2)31,31a,67,125–129 and organize the platform
region (Fig. 29-6).  Protein S8 binds with high affinity
to regions 588 – 606 and 632–651 of helix 21 and plays a
key role in ribosomal assembly.126,130,130a  S15 protects
residues 655–672 and 734–751 of helix 22.  The region
contains functionally important conserved loops at
positions 570–571, 766–768, and 811–820 as well as
many individual adenines in other locations.  S15
binds not only to the 16S RNA but also to the 715
loop of 23S RNA in the large subunit and to its own
mRNA.129  A Mg2+-dependent conformational change
in the RNA seems to be important in the assembly of
the central domain.131  S6 and S18 bind to 16S RNA
after S15 has bound (Fig. 29-6).  Proteins S11 and S21
also bind after S15.129  S11 binds to the 690 loop of the
RNA, as is illustrated in Fig. 29-6B.  This loop is con-
served in all three phylogenetic domains.  Located in
the platform of the small subunit, it protrudes into the
interface to interact with domain IV of the 23S RNA
and is also a site of binding of initiation factor IF3.133

The mutant A649G in 16S RNA confers resistance to
pactamycin in E. coli.  Protein S8 is not only an impor-
tant structural protein in the central domain but also

A.  The Architecture of Ribosomes
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Figure 29-6  Some protein–RNA interactions within the ribosome.  (A)  A space-filling model of the 23S and 5S RNA with
associated proteins from the ribosome of Haloarcula marismortui.  The CCA ends of bound tRNA molecules in the A, P, and
E sites are also included.  The view is looking into the active site cleft.  The proteins with e after the number are related to
eukaryotic ribosomal proteins more closely than to those of E. coli.17 Courtesy of T. A. Steitz.  (B)  Three-dimensional structure
of a 70S ribosome from Thermus thermophilus.  The 30S subunit is to the right of the 50S subunit.  Courtesy of Yusupov et al.33a

(C)  Stereoscopic view of the helix 21 to helix 23b region of the 16S RNA with associated proteins S6 (upper left), S18 (upper
center, front), and S15 (lower back) from T. thermophilus.  Courtesy of Agalarov et al.31  (D)  Simplified in vitro assembly map
of the central domain of the 30S bacterial ribosome.  Courtesy of Gloria Culver.  (E) Contacts of proteins with the central
(platform) domain of the 16S RNA component.  The sequence shown is that of Thermus thermophilus.  Courtesy of Agalarov et al.
(F)  Three drawings showing alternative location of the four copies of protein L7/L12.  The N-terminal and C-terminal
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C
N

globular domains (labeled on
one of the four molecules) are
connected by a flexible region.
One pair of L7/L12 molecules
retains a fixed position toward
the center of the 50S subunit
but the  C-terminal domains of
the other pair are seen to occupy three different positions.  Courtesy of Montesano-Roditis et al.146a  (G)  Stereoscopic view of
the 30S subunit of the T. thermophilus ribosome with six positions at which tetracycline binds and one at which the peptide-like
antibiotic edeine binds.  From Pioletti et al.146b
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acts as a translational repressor of its own gene and
of other genes of the spectinomycin-resistance operon
(see Box 29-B).  This operon encodes genes for ten
ribosomal proteins, of both the large and small sub-
units.126  S8 is a neighbor to proteins S2, S4, S5, S12,
S15, and S17.

3’- Domain of 16S RNA.  Domain III of 16S RNA
binds proteins S2, S3, S7, S9, S10, S13, S14, and S19.
Proteins S3 and S14 may be necessary for assembly
of ribosomes but may no longer be needed once the
30S subunit has been correctly formed.135  The largest
of the E. coli ribosomal proteins is the 556-residue S1.
It does not bind tightly and has sometimes been re-
garded as nonessential.  However, mutations in the
S1 gene can be lethal, and the protein seems to be
essential for both initiation of translation and for elon-
gation of polypeptide chains in vivo.137  S1 behaves
as an elongated molecule 22 nm in length135 and
is unusual in having an ~86-residue RNA-binding
sequence repeated four times in the central and
N-terminal regions.  The protein possesses RNA-
unwinding activity137,138 and may employ these four
motifs in unwinding mRNA as it enters the ribosome.

23S and 5S RNAs.  Reconstitution of the large
ribosomal subunit reveals that proteins L3 and L24 act
as assembly initiators.115,118  L1, L9, L20, and several
other proteins (Table 29-2) also bind directly and inde-
pendently to the 23S RNA.  Assembly maps similar to
that in Fig. 19-6A have been prepared for the 50S
subunit.117

One of the most prominent features of the 50S
subunit is the L1 protuberance, seen on the left side in
Fig. 29-6A.  This protuberance is formed almost entire-
ly by protein L1, which is one of the largest ribosomal
proteins.  It binds to the 2105–2184 loop in domain V
of the 23S RNA (see Fig. 29-14).139  L1 has an important
regulatory role in bacteria in which it represses trans-
lation of its own structural gene by binding to a region
in its mRNA close to the Shine–Dalgarno sequence.
The polygenic mRNA also carries the code for pro-
tein L11.139  This is one of several examples of such
autogenous regulation of translation of ribosomal pro-
teins.139a  L1 also interacts in the ribosome with the 5S
rRNA.140  The 272-residue L2 also associates directly
with 23S RNA and assists in ribosome assembly.141

Protein L2 is one of the structurally most highly con-
served of the ribosomal proteins.46,142  It binds to the
1794–1865 region of domain IV of 23S RNA.  Histidine
229 of this protein may play a functional role in the
ribosome.  The protein is elongated, and one end con-
tacts 16S RNA.46,33a  Protein L9 binds to domain V of
23S RNA in the 2100–2190 region.  It is an elongated
molecule with two globular α/β domains separated by
an α helix.  This enables it to bind also to domain III,
acting as a rigid strut.143– 145

On the right side of the 50S subunit, as viewed in
Fig. 29-1, is the stalk, a pentameric protein complex
consisting of two L7/L12 (E. coli) or (L12)2 dimers
bound to one molecule of L10.24,146–147  The stalk is not
always seen in X-ray structures, e.g., in Fig. 29-6A, and
appears to be flexible.  In crosslinking experiments the
N-terminal domains of L7/L12 can be linked to L10
and also to its neighbor, L11,82,148,149 which lies in the
GTPase-activating center (Fig. 29-4F) at the base of
the stalk.  However, the C-terminal domains can be
crosslinked to three distinctly different locations: to
L11 on the platform surface, to L2 and L5 near the
peptidyltransferase center, and to S2, S3, and S14 of
the head and neck of the 30S subunit.146  Domain I of
23S RNA, near the 5' end, binds to protein L20.153

An independent and essential structural domain of
the ribosome is formed around the 5S RNA.5,108,154–156

Proteins L5, L18, and L25, whose structure is similar to
that of glutaminyl-tRNA synthetase,154 bind specifi-
cally to one loop of the 5S RNA.156a  Furthermore, the
L5–L18–L25–5S RNA complex binds the oligonucleo-
tide TCC.  This suggests an interaction between the
5S RNA and the TΨC arm of a tRNA molecule bound
to the ribosome.  In addition, it has been observed
that L18 + either L5 or L25 cause 5S RNA to bind to
23S RNA.

Eukaryotic ribosomal proteins.  The functions
of the 70–80 different eukaryotic ribosomal proteins
are less well known than those of E. coli.  In eukaryotes
the assembly of ribosomes begins in the nucleus with
binding of proteins to the individual ribosomal RNA
precursors (Chapter 28).121,156b  Significant functional
properties that are peculiar to eukaryotic ribosomal
proteins include the following: S6 is the site of multi-
ple phosphorylation reactions, which control initiation
of protein synthesis.132,132a,132b  Mammalian S3 may
function in the nucleus in DNA repair.136  Eukaryotic
proteins P0, P1, and P2 are homologous to E. coli stalk
proteins L10, L7, and L12, respectively.  Higher eu-
karyotes possess only one type of P1 and P2,150 but
yeast,150a,b maize,151 and other species have multiple
forms.  An L7-related protein is also required for a
nucleolar function in ribosomal protein synthesis,
perhaps as a component of a snoRNP complex (Chap-
ter 28).152  Rat liver L37 is involved in peptidyltrans-
ferase, but sequencing of the 111-residue protein
reveals homology with E. coli L34 rather than with
L16.157  Proteins L14, L21, L24, L27, L29, and L30
bind to the 5.8S RNA of the large subunit of yeast
ribosomes.158

Yeast protein L30, which is not homologous to
any bacterial protein, controls its own synthesis by a
feedback inhibition at the mRNA splicing step.  L30
binds to its own pre-mRNA near the 5' splice site,
blocking completion of the spliceosome assembly
(Chapter 28).159
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BOX 29-A  THE DIPHTHERIA TOXIN AND OTHER RIBOSOME-INACTIVATING PROTEINS

Until a suitable vaccine was developed, an
infection by Corynebacterium diphtheriae was one of
the dread diseases of childhood.  Despite the fact
that the bacteria caused only superficial membra-
nous lesions in the throat, the patient often died
with evident damage to many organs.  The cause
is a potent heat-labile toxic protein,a– d which the
bacterium produces when infected by a temperate
bacteriophage carrying the tox gene and when the
inorganic iron of the surroundings has been largely
depleted.  Diphtheria toxin is a 535-residue protein
with a minimum lethal dose (LD50) of only 0.16 mg
kg–1 for the guinea pig.  Tests in cell culture show
that the toxin blocks incorporation of amino acids
into proteins by inactivation of the eukaryotic
elongation factor EF2, which is required for trans-
location, an essential step in protein synthesis in
mammalian ribosomes.  The toxin acts as an enzyme
that transfers (with inversion at the ribose C1) an
ADP-ribosyl group from NAD+ to a side-chain ring
nitrogen of the single residue of diphthamide in
EF2.  This modified histidine is found in EF2 and,
apparently, in no other protein.d

The modified elongation factor reacts normally
with GTP, but the complex so formed is unable to
participate in translocation.  A concentration of
the toxin in the cytoplasm of 10–8 M is sufficient
to promote the fatal reaction.  The reaction with
diphthamide parallels that of cholera toxin (Box 11-A).

The diphtheria toxin moleculee,f consists of
three domains, an N-terminal catalytic (C) domain
(residues 1–193), a central, largely α-helical, trans-

membrane (T) domain (residues 205 – 378), and the
C-terminal receptor-binding (R) domain (residues
386– 535).  Before it enters a cell, the toxin molecule
is “nicked” by protease activity between the cata-
lytic and transmembrane domains, a step that is
apparently necessary for binding to its receptor,
which has been identified as a heparin-binding
EGF-like growth factor precursor.g  The catalytic
domain (also called the A fragment) enters the cell
through endocytosis from coated pits.  Additional
proteolytic cleavage, as well as reduction of a
disulfide linkage, are required for activity.f,h  After
entering the cytosol the toxin fragment catalyzes
inactivation of EF2.f  A single molecule can kill a
cell.  The larger 613-residue exotoxin A of Pseudo-
monas aeruginosa catalyzes the same reaction as does
diphtheria toxin.  It also consists of three domains:
a large β-sheet-containing N-terminal region, a cen-
tral α-helical domain, and a C-terminal domain.
The last contains the ADP-ribosyltransferase
active site.a,i

What is the origin of the tox gene, and why is it
carried by a virus?  Cells do normally contain ADP-
ribosyltransferases.j  The genes for such a protein
may have become incorporated into a virus and,
after a period of evolution, came to specify the toxic
protein.

Another family of toxins attacks ribosomes in
a very different way, cleaving ribosomal RNA at
specific sites.  One of the best known of these is the
neurotoxin from Shigella dysentariae (Shiga toxin).
Like the cholera toxin (Box 11-A) it consists of

a single catalytic A subunit and a
pentameric ring of B subunits,k which
binds to specific surface glycolipids.l

Verotoxin, another poison from certain
strains of E. coli, has a similar structure.
Although they have very different effects
and there is no detectable similarity in
their amino acid sequences, the structures
of the B pentamers of verotoxin and of
the cholera toxin-like heat-labile entero-
toxin of E. coli are similar.m,n  The A
subunit of Shiga toxin hydrolyzes the N-
glycosyl linkage of adenine to the ribose
ring at position 4324 of 28S ribosomal
RNA.k  A number of plants form very
toxic lectins: ricin (from castor bean),o

viscumin (from mistletoe), modeccin,
abrin,p gelonin,q and volkensin.o  The
names are derived from the genus names
of the plants.  All appear to be glycopro-
teins consisting of two disulfide-linked
chains, one of which is a lectin.  The
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BOX 29-A  THE DIPHTHERIA TOXIN AND OTHER RIBOSOME-INACTIVATING PROTEINS  (continued)

lectin subunits of ricinr and of volkensins bind to
galactose residues.  The A chains are cytotoxins,
which enter cells and, like Shiga toxin, inactivate
60S ribosomal subunits.  The 267-residue A chain of
ricin is similar to that of a pokeweed viral antigent

and of Shiga toxin.  It catalyzes the same reaction,u

the depurination of adenosine 4324.  (The poke-
weed toxin also catalyzes the corresponding reac-
tion with A2660 of the E. coli 23S RNA.v)  Like the
diphtheria toxin these toxic proteins bind to cell
surface receptors, are taken up by endocytosis, and
are transported through the Golgi to the endoplas-
mic reticulum.  Their structures facilitate uptake but
allow them to escape degradation in proteasomes.w

Ricin is one of the most toxic substances known.
A single molecule can inactivate over 1700 ribo-
somes per minute and kill the cell.u  With an LD50
of only 1 µg / kg of body weight for many animals,
ricin has been used as a poison by assassins.  Of
more importance is the attempt to couple ricin
and related toxins to immunoglobulins to produce
immunotoxins that will attack cancer cells (Box
31-A).  A related goal is to design a potent inhibi-
tor that could serve as an antidote.x  It is fortunate
that most plant seeds do not contain toxins like
ricin.  Many plants, including such important food
grains as wheat and barley, do contain ribosome-
inactivating proteins similar to the A chain of ricin.
However, the plants lack the B (lectin) subunits and
do not enter animal cells.

A group of unusual fungal ribonucleases, which
includes �-sarcin and restrictocin, are produced
by Aspergillus.  The cytotoxic nucleases enter ani-
mal cells, where they cut the 28S RNA of ribosomes,
specifically on the 3' side of guanosine 4325 in the
sarcin / ricin domain (see Fig. 29-4), thereby block-
ing protein synthesis.u,y,z Staphylococcus aureus
produces a 22-kDa toxic protein thought to be
responsible for toxic shock syndrome.aa  Another
toxic ribonuclease is colicin E3 (Box 8-D), which
cuts the 16S RNA of E. coli after nucleotide 1493 (see
Fig. 29-1A).bb  Colicin D stops protein synthesis by
cleavage of four isoaccepting tRNAArg molecules
between positions 38 and 39 in the anticodon loop.cc

a Han, X. Y., and Galloway, D. R. (1995) J. Biol. Chem. 270, 679 –
684

b Pappenheimer, A. M., Jr. (1977) Ann. Rev. Biochem. 46, 69 –94
c Pappenheimer, A. M. J. (1993) Protein Sci. 2, 292– 298
d Ward, W. H. J. (1987) Trends Biochem. Sci. 12, 28– 31
e Choe, S., Bennett, M. J., Fujii, G., Curmi, P. M. G., Kantardjieff,

K. A., Collier, R. J., and Eisenberg, D. (1992) Nature (London)
357, 216 –222

f Weiss, M. S., Blanke, S. R., Collier, R. J., and Eisenberg, D. (1995)
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Biol. Chem. 269, 29077 –29084
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4.  Locating Active Sites in Ribosomes

In early studies, antibodies against haptens co-
valently linked to ends of the 16S RNA were used to
locate the 3' end of 16S RNA on the upper “platform”
of the 30S subunit (Fig. 29-1A).5,160  The 5' terminus
was found in the lower body.  Two N6,N6-dimethyl-

adenosines occur at positions 1518 and 1519, about 25
residues from the 3' end of the 16S RNA (Fig. 29-2).
Antibodies were used to locate this position on the
lower platform.  Likewise, the m7G at position 526 lies
in the “neck” as shown in Fig. 29-1A.161  Taking into
account known protein–RNA interactions, domain II
of the 16S RNA was located in the “platform” on the
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upper left side of the “body” (viewed from the “out-
side” as in Fig. 29-1C), while domain III is in the
“head.”  Recent structural studies have confirmed
these biochemical localizations.19,29,33,33a

The tRNA-binding sites. During protein synthe-
sis tRNA is bound sequentially in at least three places
located between the 30S and 50S subunits.  These are
known as the A (aminoacyl), P (peptidyl), and E
(exit) sites.  The latter binds deacylated tRNA before it
is released from the ribosome.162,163  Because tRNA is
such a large molecule, these sites have subsites in both
30S and 50S ribosomal subunits.  When in the P site,
a tRNA has its anticodon held firmly and base-paired
with a codon in the mRNA in the decoding site of the
30S subunit.  The CCA 3'-end with its attached pepti-
dyl chain lies in the 50S subunit at the peptidyltran-
ferase center.  A “charged” aminoacyl-tRNA enters
the A site, which is close to the 5S RNA in the central
protuberance of the large ribosomal subunit, with its
anticodon in the decoding site and its aminoacyl
group at the peptidyltransferase site.

One end of the P site must be close to the 3' end of
the 16S RNA near the two m2

6A residues (Fig. 29-1A).
This conclusion, which was based on photochemical
linking of a hypermodified base at position 34 (see Fig.
29-7) in tRNAVal with C-1400 of 16S RNA by cyclobu-
tane dimer formation (Eq. 23-26),164 has been con-
firmed by structural studies.29,33,33d  Investigation of
tRNA binding, effects of mutations in ribosomal RNA,
and effects of antibiotics pointed to locations of the P
and A sites in both ribosomal subunits.  These have
been located precisely by crystallography.  See Fig.
29-1F,J; 29-2C.  Residue 6530 together with nucleotides
921– 927, 1390 – 1394, and 1491– 1505 of 16S RNA par-
ticipate in forming the form A and P sites in the decod-
ing center.33c,d,164a,b,378  The two adjacent adenine rings
of A1492 and A1493 swing out from helix 44 (Fig. 29-2;
see also Fig. 29-14) to form a major part of the A site.
In the 50S subunit the adjacent cytosines C74 and C75
of the CCA 3’-ends of the tRNAs in the A and P sites
interact respectively with G2553 of the A loop and
G2252 of the P loop (Fig. 29-14B,E).164b–e    Tetracycline
(Fig. 22-7) also binds into the A site (see Box 29-B).  It
can be photochemically crosslinked to proteins S18
and S4.167

The peptidyltransferase site. The position was
located by binding of derivatives of the antibiotic
puromycin (Fig. 29-13).  An arylazide derivative of
puromycin was photochemically linked (Eq. 23-27)
to proteins L23, L18/22, and L15; immunoelectron
microscopy, using antibodies to the N6-dimethyl-
adenosine of puromycin,165,166 located the binding site
adjacent to the central protuberance between the 50S
subunit and 30S subunit near S14.5  4-Thio-dT-p-C-p-
puromycin was photochemically crosslinked to G2553

of the peptidyltransferase A site (see Fig. 29-14).  X-ray
data provided a precise structure of the peptidyltrans-
ferase site (see pp. 1702–1704).166a  Studies of mutant
ribosomes together with affinity labeling and cross-
linking experiments pointed to the peptidyltrans-
ferase loop marked on Fig. 29-4 and further illus-
trated in Fig. 29-14.164a,167a,b

The GTPase-activating center. Also shown in
Fig. 29-1C is a site for binding of the elongation factor
EF-G (Section C,2).  This was located, in part, because
the antibiotic thiostrepton prevents EF-G from bind-
ing to the ribosome.  Thiostrepton binds to a complex
of protein L11 and a 61-fragment of the 23S RNA
(positions 1052–1112; see Fig. 29-4F).80  Another elon-
gation factor, EF-Tu, also binds at the same site or
adjacent to the EF-G site by the head of the small
subunit.168  An additional location of interest is the
polypeptide exit tunnel, which brings the growing
protein chain from the peptidyltransferase site out of
the ribosome (Fig. 29-1I).5,6,33f

B.  Transfer RNAs

The small 4S tRNA molecules have masses of ~26
kDa and consist of 75 ± 5 nucleotides (Figs. 5-30, 5-31,
and 29-6).  The basic structures are similar in bacteria
and eukaryotic cells.  The need for “adapters,” to carry
amino acids to the proper positions along the mRNA
template, had been predicted prior to the discovery
of tRNA.169,170  It had been expected that there would
be a base sequence constituting an anticodon, which
would fit against the proper codon at some binding
site on the protein-synthesizing machinery.  This is
just what tRNA molecules do, but their chemistry
contained many surprises.

1.  Structures of Transfer RNAs

The first surprise was that these molecules are
much longer than seems necessary for the formation of
adapters.  In addition, 10 – 20% of their bases are modi-
fied greatly from their original form.171  Another sur-
prise was that the anticodons are not all made up of
“standard” bases.  Thus, hypoxanthine (whose nucleo-
side is inosine) occurs in some anticodons.  Conven-
tional “cloverleaf” representations of tRNA, which
display their secondary structures, are shown in Figs.
5-30 and 29-7.  However, the molecules usually have
an L shape rather than a cloverleaf form (Figs. 5-31
and 29-6),172 and the L form is essential for functioning
in protein synthesis as indicated by X-ray and other
data.173  Three-dimensional structures, now deter-
mined for several different tRNAs,174,175 are all very
similar.  Structures in solution are also thought to be

B.  Transfer RNAs
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similar for the various tRNA molecules.176,177  One of
the four hydrogen-bonded “stems” of a tRNA in the
cloverleaf form terminates in the universally con-
served CCA-3’ amino acid acceptor end (Fig. 29-7),
which can carry an esterified amino acid generated as
in Eq. 29-1, steps a, b.  The other three stems terminate
in loops, which usually contain a large number of
modified bases.  The modifications may serve to opti-
mize the interaction of the tRNA with other compo-
nents of the protein-synthesizing machinery.178  The
dihydroU loop (loop I) contains 5,6-dihydrouridine in
various amounts and in varying positions.  The anti-
codon loop (loop II) always contains the anticodon
directly opposite the amino acid acceptor end in the
cloverleaf drawing.  On the 5' side of the anticodon at
position 33 there is almost always a U (shaded in Fig.
29-7A) preceded by another pyrimidine.  A hydrogen
bond from the N3 proton of U-33 and a phosphate
oxygen of residue 36 stabilize the U-turn that precedes
the anticodon triplet (Fig. 5-31).177  Next to the 3' side
of the anticodon there is usually a hypermodified
base, such as N6-(∆2-isopentenyl) adenosine (Fig. 5-33)
or a more complex derivative.178  The variable loop
(loop III) can range between 5 and 21 nt in length.177,181

The T�C loop (loop IV) contains the specific nucleo-
tide sequence for which the loop is named.

Cloverleaf and L forms. Interconversion be-
tween the cloverleaf and L forms of tRNA molecules
can be pictured as in Eq. 29-2.  Notice that in the L

Figure 29-7  (A) Generalized cloverleaf diagram of all tRNA sequences except for
initiator tRNAs numbered as in yeast tRNAPhe (Fig. 5-30).  Invariant bases:  A, C, G, T,
U, and ψ; semivariant bases:  Y (pyrimidine base), R (purine base), H (hypermodified
purine base).  The dotted regions (α, β, variable loop) contain different numbers of
nucleotides in various tRNA sequences.  See Rich.179  (B)  L form of the yeast phenyl-
alanine-specific tRNAPhe.  The structure is the same as that in Fig. 5-31 but has re-
cently been redetermined at a resolution of 0.20 nm.175  The new data revealed the
presence of ten bound Mg2+ ions (green circles) as well as bound spermine (green).
(C)  Schematic representation of L form of E. coli tRNACys.  Some tertiary base pair-
ings are indicated by dashed lines.  No modified bases are shown.  See Hou et al.180
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BOX 29-B  ANTIBIOTICS THAT INHIBIT PROTEIN SYNTHESIS

Many of our most effective antibiotics act by
blocking protein synthesis on ribosomes.a– de  The
usefulness of many of these remarkable drugs in
human medicine depends upon the fact that they
inhibit protein synthesis on bacterial 70S ribosomes
but do not seriously affect eukaryotic ribosomes.
Antibiotics act at a variety of sites involving both
ribosomal proteins and rRNA.  Some of the result-
ing points of inhibition of the ribosomal elongation
cyclee are marked on Fig. 29-12.  Binding sites for
many antibiotics have been located by footprinting
experiments, by studies of mutants, and more
recently by X-ray crystallography.  Exposure of
bacteria to antibiotics often gives rise to antibiotic-
resistant mutants.  In some of these mutants a spe-
cific ribosomal protein has been altered, but in
others a specific RNA base has been changed.

One of the first antibiotics to be studied was
puromycin (Fig. 29-13), which binds to the 50S
subunit and causes premature termination of
peptide synthesis. A glance at its structure
reveals how it can do this.  It resembles in
fine detail the 3' end of a tRNA molecule
bearing an aminoacyl group.  However, it is
not an aminoacyl group, and once the grow-
ing peptide chain has been transferred onto
the puromycin, further chain elongation is
impossible.  It was shown in 1975 that puro-
mycin could be crosslinked to several differ-
ent proteins in the ribosome by ultraviolet
irradiation.f,g  L23 of the 50S subunit and
S14 of the 30S subunit were labeled most
heavily.  More recently puromycin, acting
on 70S ribosomes, has been shown to label
protein S7 and several large subunit pro-
teins near the peptidyltransferase center in
the central domain V of the 23S RNA.h  A
puromycin-derived transition state inhibitor
has permitted precise identification of the
peptidyltransferase site (Fig. 29-13).i,j  In
earlier work immunoelectron microscopy on
N-bromoacetylpuromycin-labeled 50S subunits
had located the site marked Pm in Fig. 29-1A.
However, this is quite far from the recently deter-
mined location of the peptidyltransferase center,k
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BOX 29-B  ANTIBIOTICS THAT INHIBIT PROTEIN SYNTHESIS  (continued)

illustrating the difficulty in use of active-site label-
ing techniques.

A large number of other antibiotics also bind in
the vicinity of the peptidyltransferase center (Fig.
29-14).l,m  Among them are macrolide antibiotics
such as erythromycin (Fig. 21-1)n and spiramycin,o,p

chloramphenicol (Fig. 25-10), griseofulvin (Fig.
21-10), streptogramins,q oxazolidinones such as
linezolid,r sparsomycin,s and lincomycin.  Erythro-
mycin has been very useful in locating the peptidyl-
transferase center.  For example, 23S RNA mutant
G2057A, in which A has replaced the normal G,
and mutants G2058G and G2058U are resistant to
erythromycin.l,n,t  Mutant C2518U in Halobacterium
halobium 23S RNA (C2499 in E. coli) is among mu-
tants resistant to sparsomycin.s  Chloramphenicol
not only blocks the peptidyltransferase but also
causes an accumulation of the compound ppGpp
(p. 1715).

The aminoglycoside antibiotics streptomycin
(Box 20-B),c,d,u,v the neomycins,w paromomycin (see
drawing below),c,x–z gentamycin,aa and kanamycin
have one structural unit in common.  They often
bind to 16S ribosomal RNA in the decoding center.

However, they bind in distinctly different ways.
Streptomycin causes ribosomes to misread the
genetic codebb,cc primarily at the first base of a
codon.  Thus, when poly(U) serves as a messenger
RNA, the expected polyphenylalanine product
contains 40% isoleucine.  When a bacterial popula-
tion is subjected to the action of any antibiotic, a
few mutants are able to grow and survive in the
presence of the antibiotic.  Streptomycin-resistant
mutants of E. coli arise at the very low frequency of
~10–12.  One of the genes affected (rpsL) was mapped
at 72 min.  Subsequently, it was shown that strepto-
mycin binds to ribosomal protein S12, and that
rpsL is the gene for this protein.  Mutations in the
universally conserved 2660 loop of 23S RNA in the
sarcin/ricin domain lead to blockage of the elonga-
tion cycle.  Bacteria containing both a G2661C mu-
tation in their 23S RNA and also a streptomycin
resistance mutation in protein S12 lose efficiency in
the action of EF-Tu and die.  However, they survive
in the presence of streptomycin.dd

Streptomycin can also be chemically crosslinked
to 16S RNA,ee and several aminoglycoside antibiot-
ics including streptomycin and spectinomycin bind

Paromomycin

Figures are from Carter et al.c
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BOX 29-B  (continued)

to and, in footprinting experiments, protect spe-
cific nucleotides in 16S RNA.ff  Streptomycin binds
tightly to the upper part of helix 44 of bacterial
16S RNA (Fig. 29-2).  This part of the helix is in the
region that binds messenger RNA.  It also contains
parts of the A and P sites of the decoding region
of the 30S ribosomal subunit.  The same antibiotic
binds less tightly to the 915 region in the center
of the 16S RNA.gg,hh  As mentioned above, some
streptomycin-resistant mutants become dependent
upon the antibiotic and will not grow in its absence.
This streptomycin dependence sometimes results
from modification in ribosomal protein S4, but the
dependence can be suppressed by specific muta-
tions in S5.ii  It is clear that a single point mutation
altering one amino acid is all that is necessary to
enormously change the sensitivity of a living organ-
ism to a particular toxin, or even to make the or-
ganism dependent upon that toxin.  Paromomycin
also  binds to the upper end of helix 44 in the major
groove of the RNA (see figure in this box) and close
to the streptomycin-binding site.c,z,jj  Binding dis-
torts the structure of the bulge loop containing
adenosines A1492 and A1493, which are markers for
the A site of the decoding region.  Messenger RNA
is also bound at this site as shown in the accompa-
nying figure.  Gentamycin also binds in the A site.aa

Hygromycin B also binds at the very top of
helix 44 blocking the translocation step in the ribo-
somal cycle.kk Spectinomycin binds not only to
RNA but also to protein S5, as indicated by analysis
of resistant mutants.  The S5 structural gene spcA
maps at 64 min, a position in a ribosomal protein
operon of the E. coli chromosome.  The 16S RNA
binding site at one end of helix 34 (with protection
of G1064 and C1192) is adjacent to S5 as shown by
X-ray structural analysis and directed hydroxyl
radical probing (see Fig. 29-2).c  The antibiotic also
interferes with the translocation step of polypeptide
elongation. Kasugamycin inhibits the binding of
fMet-tRNA (initiation).  In this case, resistant mu-
tants appear in which it is not a protein subunit that
has been modified but the 16S RNA.  In resistant
strains there is less methylation of adenosines 1518
and 1519 (Fig. 29-2) than in normal strains.ll

The tetracyclines (Fig. 21-10) inhibit the
binding of aminoacyl-tRNA at the A site in the 30S
ribosomal subunit.kk  However, this doesn’t appear
to be a direct effect.  Tetracyclines bind to the 16S
RNA at two sites.  A major site is on helix 34 near
the spectinomycin site in the platform region.  A
second site is on helix 27, the switch helix, which
plays a direct role in translocation (see Eq. 29-9).kk

Although the basis of the inhibition is not clear,

there are distinct differences in binding to the 16S
bacterial and 18S eukaryotic RNAs that explain the
high specificity of the antibiotic toward bacteria.

Another site of antibiotic action is the GTPase-
activating center.  This center contains a double
hairpin structure in the 23S RNA, which binds to
protein L11 and the L10·(L12)4 stalk complex.  Sev-
eral proteins, including initiation factor IF1 and
the elongation factors EF-Tu, EF-G (bacteria)/EF-2
(eukaryotes), bind to this part of the 50S ribosome
(Fig. 29-4).  The thiopeptide antibiotics thiostrep-
ton, micrococcin, and siomycint,mm,nn also bind in
this region.  Thiostrepton acts by preventing associ-
ation with the ribosome of an incoming aminoacyl-
tRNA as the EF-Tu·GTP complex.  Its binding site is
primarily in the 23S RNA, but it probably interferes
with peptide elongation by interfering with a con-
formational change in protein L11.t  A related cyclic
peptide (GE2270A) binds to  EF-Tu·GDP competing
for binding of an aminoacyl-tRNA and blocking the
GDP-GTP exchange.nn  Certain mutations in the EF-
Tu protein confer resistance to this antibiotic.oo  In
a similar way kirromycin prevents release of EF-Tu
from the ribosome after GTP hydrolysis.nn,pp,qq

The binding site of initiation factor IF1 involves
both the 30S and 50S ribosomal subunits.  The large
oligosaccharide antibiotic evenimicin protects a
specific set of nucleotides in two loops near the
peptidyltransferase center (Fig. 29-14).rr   Erythro-
mycin,b other macrolide antibiotics, cycloheximide
(Fig. 21-10), and fusidic acid (p. 1266) all prevent
translocation by stabilizing the pre-translocation
complex.ss,tt  Fusidic acid may bind to EF-G on the
ribosome, preventing an essential conformational
change in this G protein.tt  Fusidic acid also inhibits
accumulation of ppGpp.  Figure 29-14 shows the lo-
cations of some mutations in E. coli 23S rRNA that
confer resistance to erythromycins and chloram-
phenicol.  Notice that both domains II and V are
involved.n Pactamycin binds to helices 23b and
24a, a binding site for initiation factor IF3.kk

Many antibiotics, which inhibit protein synthe-
sis, do not bind to ribosomes but block any of a va-
riety of vital chemical processes needed for growth.
Among them are pseudomonic acid, which inhibits
isoleucyl-tRNA synthetase from many gram-positive
bacteria.uu,vv Rapamycin, best known as an immuno-
suppressant (Box 9-F), inhibits phosphoinositide-3-
kinase and also phosphorylation of the  cap-binding
protein 4G, a component of the eukaryotic initiation
factor complex (Fig. 29-11).ww  The bacterial enzyme
peptide deformylase, which is absent from the human
body, has been suggested as a target for design of
synthetic antibiotics.xx

B.  Transfer RNAs
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BOX 29-B  ANTIBIOTICS THAT INHIBIT PROTEIN SYNTHESIS  (continued)
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form the acceptor stem and the TψC arm form a
single acceptor-T�C-minihelix, while the other
two domains fold together to create an anticodon-
dihydrouridine stem loop.172  New tertiary interac-
tions, some of which are indicated in Fig. 29-7C, are
formed.  Mitochondrial tRNAs of metazoa often lack
some elements of the cloverleaf.  An extreme example
is the bovine mtRNASer, which recognizes AGY codons
and completely lacks the dihydrouridine loop.  This
fact suggests that the L shape of tRNAs cannot be

completely invariant.174,176  As is shown in Fig. 29-7B,
divalent metal ions such as Mg2+ are bound at discrete
sites in tRNA molecules.171  The tertiary interactions
in the “core” of the L form contains several stacked
layers of base pairs and triplets (Fig. 29-7C).  The top
layer is usually the single base 59; below it in succes-
sion are the 15:48 pair (see Fig. 29-7), the 21:8:14 triplet,
the 13:22 pair (see also p. 231), and then base pairs
present in the dihydroU loop.  Considerable variation
is observed among the different tRNAs.182,183  The
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structural features of this core may also be utilized for
recognition by aminoacyl tRNA synthetases.

Initiator tRNAs.  While the TψC sequence
has been found in all bacterial and most eukaryotic
tRNAs examined, it is replaced by UCG in eukaryotic
initiator tRNAs.  In these tRNAs the preceding two
nucleotides, beginning in the stem of loop IV, are also
conserved; the complete conserved sequence being
GAUCG.184  Other characteristics of initiator tRNAs
are the absence of base-pairing between residues 1,
and 72, and the presence of C rather than G at position
1, A rather than G at position 72, and CCU in place
of the two dihydroU residues in loop I.185  Initiator
tRNAs of chloroplasts resemble those of bacteria,186

whereas archaeobacteria have their own unique pecu-
liarities.187  These include the presence of a hypermod-
ified base known as archaeosine (p. 1456) in position
15 of the dihydroU loop.188,189

2.  Pairing of Codon and Anticodon

Accurate protein synthesis depends upon both
correct charging of the tRNAs and correct recognition
by an anticodon in the tRNA of the complementary
codon in the mRNA.  A surprise was the discovery
of inosine (I) in anticodons of yeast tRNA (but not in
most E. coli tRNAs).  Another unexpected finding was
that fewer than 61 kinds of tRNA exist in a given cell
(61 = 64 codons minus three stop codons).  Consider-
ation of these matters led Crick, in 1966, to propose the
wobble hypothesis.190  According to this proposal the
first two bases at the 5' end of the codon (and at the 3'
end of the anticodon) must pair in the same ways as
do the bases in DNA.  However, the third base pair (3'
end of the codon and 5' end of the anticodon) is under
a less severe steric restriction.  That is, there may be
some “wobble.”  Crick suggested the accompanying
rule for pairing of the third base.  All of the observed

deviations from the AU, CG pairing of a Watson–Crick
helix can be explained in this way.  An anticodon with
G at the 5' end can pair with codons with either  C or
U at their 3’ end.  Anticodons with C or A at the 5’ end

pair strictly.  Anticodons ending with U at the 5’ end
can pair with codons containing either A or G in the
3' position.  Anticodons with I in the 5' position can
recognize codons with any of the three bases in the
third position.  Comparison with Table 5-5 makes it
immediately clear why fewer than 61 anticodons are
needed.  Many codons represent the same amino acid,
and frequently the nature of the base in the 3' posi-
tion of the codon is immaterial to the meaning of that
codon.  Thus, there is an economy in using less than
the full array of anticodons.  Crick showed that his
proposal was chemically feasible if the spatial relation-
ships for the wobble pair were allowed to vary from
the usual ones in Watson – Crick base pairs.  This is
illustrated in Fig. 29-8 for binding of inosine to C (a
normal Watson–Crick base pair) and to A and to U.
Although the word wobble does not convey an exact
meaning, the hypothesis has predicted many things
correctly.  For example, only three tRNAs are required
to recognize the six serine codons.  In fact, only three
are found in E. coli.

The matter is made more complex by the fact
that U34 in the first (5') anticodon position of tRNA
is usually modified postranscriptionally.190a  For
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example, it is usually converted to the 2-thio-5-CH3 or
2-thio-5-CH2-NH2

+-CH3 derivative in anticodons rec-
ognizing A in the 3' position of a codon.  For recogni-
tion of other bases the 5 – OH, – OCH3, or –OCH2COO–

derivative is usually present.  Yokoyama et al. attrib-
uted the selectivity to the stabilization of the C2' endo
form of the ring in the former group.191

3.  Aminoacylation of tRNAs

Discrimination between some pairs of tRNAs de-
pends entirely on the anticodon sequence.  For exam-
ple, tRNAMet contains the anticodon CAU.  That for a
minor tRNAIle is the same except that the cytosine has
been posttranscriptionally modified by covalent link-
age of a molecule of lysine via its ε-amino group to C2
of the cytosine.  The latter base (lysidine) is correctly
recognized by E. coli isoleucyl-tRNA synthetase; but,
if the cytosine is unmodified, it is aminoacylated by
methionyl-tRNA synthetase.192  In most instances the
acceptor specificity, or tRNA identity, is not deter-
mined solely by the anticodon sequence.  Thus, when
a methionine initiator tRNA was modified to contain
a tryptophan anticodon, it was only partially charged
with tryptophan in vivo.  However, when A73 of the
methionine tRNA was also converted to G73, only
tryptophan was inserted.193  Nucleotide 73 (Fig.
29-7) is sometimes called the discriminator nucleo-
tide.194–196  It is A in methionine and leucine tRNAs,197

G in tryptophan tRNAs, and C in histidyl RNAs.198

The tRNA features needed to establish its identity are
sometimes referred to as its identity-determinant
set.196,198a,b  This includes the anticodon and other fea-
tures needed for recognition by the aminoacyl-tRNA
synthetases that “charge” the tRNAs with aminoacyl
groups.199– 204  For example, for E. coli tRNAVal the
recognition determinants are A35 and C36 of the anti-
codon, A73, G20, G45, and a regular A-RNA acceptor
helix.205  All known mature tRNAs contain a 3'-CCA
end on which the aminoacylation occurs.  Neverthe-
less, alterations in this sequence still allow correct
aminoacylation of some tRNAs.206

The aminoacyl-tRNA synthetases (amino acid:
tRNA ligases) join amino acids to their appropriate
transfer RNA molecules for protein synthesis.  They
have the very important task of selecting both a spe-
cific amino acid and a specific tRNA and joining them
according to Eq. 29-1.175,195,207  These reactions repre-
sent the first step in the decoding of mRNAs.  Organ-
isms usually contain one aminoacyl-tRNA synthetase
for each of the 20 amino acids.  Each synthetase must
select a specific amino acid and a correct tRNA for that
amino acid.  The same enzyme transfers an activated
amino acid to all of the isoacceptor tRNAs specific
for a given amino acid.  Some aminoacyl-tRNA syn-
thetases attach the aminoacyl group to the 2'– OH of

the tRNA substrate, some to the 3'– OH.  The chemical
mechanism is the same in both cases.

Structures.  Aminoacyl-tRNA synthetases vary in
size, the subunit masses ranging from 37- to 110-kDa
(329– 951 residues).  There are monomeric species,
dimers, tetramers, and (αβ)2 mixed tetramers.207,208

Sequence comparisons, together with X-ray structural
investigations, have shown that the enzymes can be
classified into two groups, each containing ten en-
zymes.207,209,209–209b Class I aminoacyl-tRNA syn-
thetases share two consensus sequence motifs: HIGH
and KMSKS.  Their ATP-binding active sites are in a
Rossman fold nucleotide-binding domain (Fig. 2-13).210

The KMSKS sequence parallels the Walker sequence
found in various nucleotide-binding proteins includ-
ing ATP synthase.211 – 213  The actual sequences vary
considerably, e.g., the KMSKS sequence for a tyrosyl-
tRNA synthetase is actually KFGKT.211

Class II aminoacyl-tRNA synthetases contain
a different set of three “signature sequences,” two of
which form an ATP-binding catalytic domain.  The
active site structure is built on an antiparallel β sheet
and is surrounded by two helices (Fig. 29-9).  Each
class contains subgroups with inserted loops that
form other domains.  In the following tabulation the
reference numbers refer to three-dimensional struc-
tural studies.

Class I
Glu,209 Gln,218– 220 Arg,221

Tyr,222 Trp,212

Ile,223 Leu,224 Val, Cys, Met210,225,226

Class II
His,227– 229 Pro, Ser,230,231 Thr
Asp,232,233 Asn,234Lys,217,235

Phe,236  Ala, Gly,204,237

The 37-kDa 334-residue subunits of the dimeric
type I tryptophanyl-tRNA synthetase238 are the
smallest known; the largest bacterial synthetase is
an alanine-specific type II tetramer with 95-kDa
875-residue subunits.239  Gene deletions show that a
much smaller core, comparable in size to that of the
tryptophanyl-tRNA synthetase, is needed for amino
acid activation.  The synthetases share little sequence
homology except for a short 11-residue part of the
adenylate binding site near the N terminus.240,241

Some of the synthetases contain bound zinc ions.225,242

Recognition of cognate tRNAs.  Many attempts
have been made to learn what part or parts of tRNA
molecules are involved in recognition by aminoacyl-
tRNA synthetases.  Nucleotide sequences of isoaccep-
tor tRNAs have been compared.  Chemically modified
and fragmented tRNA molecules have been studied,
and many mutant tRNAs have been made.  These
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have often been mutants of suppressor tRNAs that
place specific amino acids such as phenylalanine or
alanine into a peptide at a termination codon, often the
termination codon UAG (see Section C4).  An alterna-
tive approach is to synthesize DNA templates, which
can be transcribed in vitro by phage T7 RNA poly-
merase to give mutant tRNAs,243 or to make such
tRNAs by solid-phase chemical synthesis.244  Although
these contain no modified bases, they serve as sub-
strates for the aminoacyl-tRNA synthetases.

The results of these efforts show that no method of
tRNA recognition is universal.244a  In some cases, e.g.,
for methionine- or valine-specific tRNAs, the synthe-
tase does not aminoacylate a modified tRNA if the
anticodon structure is incorrect.  Although the anti-
codon is 7.5 nm away from the CCA end of the tRNA,
the synthetases are large enzymes.  Many of them are
able to accommodate this large distance between a
recognition site and the active site (Fig. 29-9A).  For
some other tRNAs the anticodon is not involved in
recognition.245  For yeast tRNAPhe residues in the stem
of the dihydrouridine loop and at the upper end of the
amino acid acceptor stem seem to be critical.241

For some other tRNAs only the acceptor helix is
essential for recognition.  Change of one base-pair,
the pair G3 · U70 (a “wobble” pair) of an E. coli
tRNAAla · mRNA complex to the unnatural A3 · U70,
prevents aminoacylation.  Conversely, a G3 · U70 pair
formed with tRNAs specific for other amino acids
causes them to become substrates for the alanyl-tRNA
synthetase.241,246  Even a shortened tRNA minihelix
consisting of a 7-bp acceptor stem, 6-nucleotide loop,
and ACCA 3' end is a substrate for this enzyme.247,247a

A seryl-tRNA synthetase depends upon recognition of
two base pairs in the acceptor stem.248  Synthetic DNA
oligomers with sequences corresponding to those of E.
coli tRNAPhe or tRNALys, and with either deoxythymi-
dine or deoxyuridine in the positions occupied by
ribouridine in the tRNAs, are also substrates for the
synthetases.  The affinity and reaction rates are  some-
what decreased, but the ribose 2'-OH is not essential
for recognition.249

Mechanisms of reaction.  Activation of an amino
acid occurs by a direct in-line nucleophilic displace-
ment by a carboxylate oxygen atom of the amino
acid on the α phosphorus atom of MgATP to form
the aminoacyl adenylate (Eq. 29-1, step a).  For yeast
phenylalanyl-tRNA synthetases the preferred form
of MgATP appears to be the β,γ-bidentate (Λ screw
sense) complex (p. 643).250  This is followed by a sec-
ond nucleophilic displacement, this one on the C = O
group of the aminoacyl adenylate by the –OH group
of the tRNA (Eq. 29-1, step b; Fig. 29-9C).  A conforma-
tional change in the protein may be required to permit
dissociation of the product, the aminoacyl-tRNA.  In
the complex of a class I synthetase with aminoacyl

adenylate and tRNA the 3' CCA acceptor end of the
tRNA is straight, but in a class II synthetase it is bent.
In the two classes of synthetase the tRNAs approach
the enzyme in a mirror-symmetric fashion.  The 2'-OH
of the terminal ribose is positioned to attack the car-
bonyl of the aminoacyl adenylate in class I enzymes,
while the 3'-OH is positional for the attack in class II
enzymes.207

The three-dimensional structure of E. coli
glutaminyl-tRNA synthetase is shown in Fig. 29-9A.
The active site lies against a β sheet in a structure
similar to the nucleotide binding domain of a dehy-
drogenase (Fig. 2-13).  The site of binding of a ATP
is marked in Fig. 29-9A.  The details of this binding
to tyrosine-tRNA synthetase have been studied inten-
sively.251– 255   Binding of the tRNA substrates is less
well understood.  A large series of mutants involving
40 basic residues were prepared by Bedouelle and
Winter256; study of these mutant enzymes, together
with computer-assisted modeling, led to a proposed
structure for a transition state for a complex with
tRNA as is shown in Fig. 29-9B.  Kinetic studies of
heterodimers prepared from mutant and normal
enzyme confirm that both subunits of the dimeric
enzyme interact with the tRNA.

The active site of a type II synthetase is shown
in Fig. 29-9C,D.217,217a  The expected movement of
electrons in the reaction with ATP is illustrated by
the green arrow in D.  Both metal ions and active-site
protein groups may participate as is also proposed for
another type II enzyme.229

Some data suggested that a transient covalent
linkage of tRNA to the synthetases may form through
addition of a nucleophilic group of the enzyme to
the 6' position of the uracil (or 4-thiouracil) present in
position 8 of all tRNAs (Eq. 29-3).257  The two isoaccep-
tors tRNATyr species in E. coli contain 4-thiouracil at
this position.  The C = C bond in this base can be satu-
rated by sodium borohydride reduction, which was
found not only to prevent the covalent interaction with
the enzyme but also to prevent aminoacylation of the
tRNA.  However, Eq. 29-3 probably describes a side
reaction irrelevant to tRNA function.

Correcting errors. Much attention has been
devoted to “proofreading” or “editing” activities of
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Pγ of ATP

Figure 29-9  Selected views of aminoacyl-tRNA synthetase structure and action.  (A)  Alpha-carbon trace of the type I E. coli
glutaminyl-tRNA synthetase.  The phosphate backbone of tRNAGln is shown in black; ATP is shown in the active-site cleft.
The canonical dinucleotide fold domain near the N terminus is shaded.  Two structural motifs (black), proposed to link the
active site with regions of the protein–RNA interface involved in tRNA discrimination, are indicated.  The α helix (top) con-
nects tRNA recognition in the minor groove of the acceptor stem with binding of the ribose group of ATP.  The large loop
(center) connects anticodon recognition by the two β-barrel domains (bottom) with sequences flanking the MSK sequence
motif, which interacts with the phosphates of ATP.  From Perona et al.214  Courtesy of Thomas A. Steitz.  (B)  The active site
structure of tyrosyl-tRNA synthetase from Bacillus stearothermophilus with a penta-coordinate transition state structure mod-
eled.215  From Leatherbarrow et al.216  (C)  Schematic representation of the active site of the lysyl-tRNA synthetase showing
potential hydrogen bonding interaction in the ternary complex with lysine and ATP.  The invariant motif 2 Arg 262 plays a
key role in the recognition of the lysine carboxylate and the ATP α phosphate, while the invariat motif 2 Arg 480 binds the

amino acid-tRNA synthetases (see p. 482).  For the ma-
jority of the enzymes proofreading is not needed.209a

Thus, tyrosyl-tRNA synthetase (Fig. 29-9B) mistakenly
chooses phenylalanine instead of tyrosine only 5 in
104 times, apparently a tolerable rate of error.  This
enzyme, as well as a tryptophan-specific synthetase,238

depends largely upon differences in the Gibbs energy
of binding to select the correct substrate.  However,
the discrimination between valine and isoleucine
by isoleucyl-tRNA synthetase poses a more difficult
problem.  It is apparently solved, in part, by a “dou-
ble sieve” editing mechanism,223,224,258,259 which is
described briefly on p. 482.  In the first sieve competi-
tors that are larger than the substrate or are differently
shaped are excluded by steric repulsion from binding
in the active site.  Isoleucyl-tRNA synthetase doesn’t
convert leucine into an aminoacyladenylate, but it
does act on the smaller valine.  However, most of the
resulting enzyme-bound valyl-adenylate is hydro-
lyzed to valine and AMP before it can be transferred
to tRNAIleu.  It shifts into an editing site, which is too
small for the isoleucyl-adenylate, in effect passing
through a second sieve.259a  Some of the activated

valine is transferred to tRNA and is removed in a sec-
ond editing reaction.223  Misactivation of threonine or
some other amino acids by valyl-tRNA synthetase is
corrected in an analogous fashion.259b,c

A similar editing process prevents isoleucyl-,
leucyl-, and methionyl-tRNA synthetases from attaching
L-homocysteine to tRNAs.260–263 In this case, instead of
hydrolysis the editing site catalyzes conversion of the
homocysteinyl-adenylate into homocysteine lactone.
Naturally occurring mutations in tRNA molecules can
sometimes have serious consequences.  For example, a
human mutation is responsible for a fragile mitochon-
drial isoleucine tRNA and serious cardiomyopathy and
opthalmophegia (see also Box 18-B).263a

L-Homocysteine lactone

A B

S

H NH3

O

+
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–

ATP

Lys

B.  Transfer RNAs

Proofreading involves kinetic as well as thermo-
dynamic considerations.264– 266  The relative rates of a
hydrolytic reaction and the competing activating reac-
tion must always be considered.  These ratios can be
strongly affected by conformational changes, which
may occur in several steps (see also Section C,2).

Essential modification reactions of aminoacyl-
tRNAs.  In bacteria the initiator tRNA needed to start
the synthesis of a polypeptide is initially aminoacyl-
ated by methionine, but the methionyl-tRNAfMet

must then be N-formylated by transfer of a formyl
group from N10-formyltetrahydrofolate (Fig. 15-18;
Eq. 29-4).267,268 In gram-positive bacteria and in ar-
chaea, mitochondria, and chloroplasts the  glutamine-
specific tRNAGln is charged with glutamate to form
Glu-tRNAGln.  The latter is converted by action of an
ATP-dependent amidotransferase (see Eq. 24-22) to the
necessary Gln-tRNAGln (Eq. 29-5).268a  In a similar way,
RNAAsn in some organisms is charged with aspartate,
then converted by transamidation to Asp-tRNAAsn

(Eq. 29-6).207,267,269  An important reaction, that occurs
in all kingdoms of life, is the charging of the special
tRNASec with serine and conversion of the product
into selenocysteinyl-tRNASec (p. 827; Eq 29-7).267,270

The introduction of selenocysteine into proteins at
selected stop codons using this tRNA is described in
Section C,5.

Examination of the complete genome sequences of
methanogens revealed an apparent lack of cysteinyl-
tRNA synthetase.  However, prolyl-tRNA synthetase
does correctly aminoacylate the tRNAs for both pro-
line and cysteine in these archaeobacteria.271–272a

γ phosphate of the ATP.  A number of conserved residues in the motif 2 loop (residues 264 – 271) assume an ordered conforma-
tion only upon ATP binding.  The positions of the Mg2+ sites are indicated.  (D)  View of the active site of the type II lysyl-
tRNA synthetase showing the conformations of the substrates lysine and ATP before the first step of the reaction takes place.
The ATP molecule is located on one side of the central β sheet of the C-terminal domain, with the adenine ring sandwiched
between a conserved phenylalanine (Phe 274) and the motif 3 arginine residue (Arg 480).  The pyrophosphate moiety is bent
toward the adenine placing the α phosphate in the correct position for nucleophilic attack of the lysine carboxylate oxygen.
The hydrogen bonding and electrostatic interactions between the substrates and some of the key residues, including the
invariant motif 2 arginine (Arg 262), are shown.  The three Mg2+ ions (green) involved in catalysis are included.  (C) and (D)
are from Desogus et al.217
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Additional functions of aminoacyl-tRNA
synthetases. The primary function of these enzymes
in protein synthesis is well known, but they have a
whole range of other activities.273,274  In E. coli the
large alanyl-tRNA synthetase can repress transcription
of its own gene by binding to a palindromic sequence
in the control region of the gene.275  Expression of
some genes, such as that for threonyl-tRNA synthe-
tase, is regulated at the translational level.273,274,276

In mammalian cells the formation of the threonine-
specific synthetase appears to be regulated by a
phosphorylation– dephosphorylation mechanism.277

Other synthetases participate in mitochondrial RNA
splicing278 and in aminoacylation of tRNA-like 3' ends
of viral genomes (see Fig. 28-24) and of N termini of
certain proteins.279  For example, an arginyl group
may be transferred onto the N terminus of a protein,
marking it for rapid degradation.280  Under condi-
tions of apoptosis, tyrosyl tRNA synthetase is hydro-
lytically cleaved to form two different cytokines.274

Phenylalanyl-tRNA synthetase is a DNA-binding pro-
tein.281  Within the nucleus newly synthesized tRNAs
are checked before being exported to the cytoplasm.
Only tRNAs with mature 5' and 3' ends are exported.
In both Xenopus oocytes281a and in S. cere- visiae281b the
tRNAs are also tested prior to export, using aminoacyl-
tRNA synthetases, to ensure that they are functional.

Many proteins have structures related to those
of aminoacyl-tRNA synthetases.282,283  For example,
asparagine synthetase A functions via an aspartyl-
adenylate intermediate (Chapter 24, Section B), and its
structure resembls that of aspartyl-tRNA synthetase.284

The his G gene of histidine biosynthesis (Fig. 25-13)
encodes an ATP phosphoribosyltransferase with struc-
tural homology to the catalytic domain of histidyl-
tRNA synthetase.284  The reason is not clear, but some
aminoacyl-tRNA synthetases, especially the histidyl-
tRNA synthetase, are common autoantigens for the
inflammatory disease polymyosititis.285,286

C.  Protein Synthesis: The Ribosome Cycle

Initiation (Figs. 29-10 and 29-11), elongation (Fig.
29-12), and termination are three distinct steps in the
synthesis of a protein.  A variety of specialized pro-
teins are required for each stage of synthesis.  Their
sequential interaction with ribosomes can be viewed
as a means of ensuring an orderly sequence of steps
in the synthesis cycle.  The rate of protein formation
will depend upon the concentrations of amino acids,
tRNAs, protein factors, numbers of ribosomes, and
kinetic constants.  The formation of specific proteins
can also be inhibited by translational repressors,
proteins that compete with ribosomes for binding to
target mRNAs.287

1.  Initiation

For most polypeptide chains initiation begins with
one of the three initiation codons, most commonly
the methionine codon AUG.  When properly placed
in an mRNA chain, GUG may also serve as a bacterial
initiation codon.  In such cases, it codes for methionine
rather than for valine.  Occasionally UUG, AUU, ACG,
and perhaps other codons can initiate translation.288,289

This is less frequent in eukaryotes than in bacteria. The
sequence of bases preceding the initiation codon must
also be important for recognition of the “start” signal.

In E. coli polypeptide chains are always initiated
with the amino acid N-formylmethionine.  Some
bacteria can apparently live without the ability to
formylate methionyl-tRNA,290 but most eubacteria
as well as mitochondria and chloroplasts use formyl-
methionine for initiation.  In a few cases, both among
bacteria and eukaryotes, initiation can sometimes
occur with other amino acids.291  The first step is the
alignment of the proper initiation codon correctly on

(29-8)
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Figure 29-10  Initiation of protein synthesis on bacterial ribosomes.  Images are not drawn to scale.  Some details are indi-
cated on the larger scale image at the left.

C.  Protein Synthesis: The Ribosome Cycle
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the ribosome and the binding to it of a molecule of
initiator tRNA carrying N-formylmethionine.268,292,293

The process by which this occurs is relatively complex,
partly because it is essential for the ribosomes to distin-
guish the true initiation codon from the many AUG
codons in internal positions in the message.  In bacteria
recognition of the initiation codon is assisted by base
pairing between the conserved sequence ACCUCCU
at positions 1534 – 1540 at the 3' end of the 16S RNA
(Fig. 29-2A) and the complementary Shine–Dalgarno
sequence AGGAGGU, which is found near the 5' end
of most mRNA molecules.53  This is illustrated in Eq.
29-8 for a messenger RNA in the form of the A protein
initiator region from the R17 phage RNA.294,295  Ribo-
somal protein S1 also seems to be required for this
binding.135,295a

Prokaryotic initiation factors.  In addition to
the ribosomal proteins, the initiation factors IF1, IF2,
and IF3, whose molecular masses are 9.5, 9.7, and 19.7
kDa, respectively,70,296 are essential.  They coordinate
a sequence of reactions that begins with the dissocia-
tion of 70S ribosomes into their 30S and 50S subunits.
Then, as is shown in Fig. 29-10, the mRNA, the initia-
tor tRNA charged with formylmethionine, the three
initiation factors, and the ribosomal subunits react to
form 70S programmed ribosomes, which carry the
bound mRNA and are ready to initiate protein synthe-
sis.  IF2 is a specialized G protein (Chapter 11), which
binds and hydrolyzes GTP.  It resembles the better
known elongation factor EF-Tu (Section 2).  The ~172-
residue IF3 consists of two compact α/β domains
linked by a flexible sequence, which may exist as an α
helix.296a–298  Its C-terminal domain binds to the central
domain of the 16S RNA near nucleotides 819–859 (Fig.
29-2).  When bound it protects nucleotides in the 690
loop from chemical modification297 and induces a
conformational change in the loop.297a Binding of
IF3 prevents association of the 30S and 50S subunits,
assuring the cell of a supply of free 30S subunits for
translational initiation.  It also promotes the binding
of the other two factors: IF1 and IF2.299  Binding of
IF2, as its GTP complex, stimulates the binding of
fMet-tRNA in the adjacent P site.300  Another function
of IF2, in cooperation with IF1, may be to remove
peptidyl-tRNAs with short polypeptide chains under
conditions in which such peptidyl-tRNAs accumu-
late to abnormal levels.301  However, the order of
binding, which is implied in Fig. 29-10, has been hard
to establish.

IF1, which is essential to the viability of bacteria,
binds and partially occludes the A site of the ribosome,
preventing the initiator fMet-tRNA from incorrectly
occupying the 30S A site.70,296a,302  Binding of IF1 also
causes the functionally important bases A1492 and
A1493 of 16S RNA (Fig. 29-2) to be flipped out of helix
44 and to bind to pockets in IF1.  This induces further

long-range conformational changes.70  It has also been
hard to establish whether the charged initiator tRNA
binds into the P site before or after the mRNA binds to
the 30S subunit.  Some evidence supports the latter
possibility,296 which is indicated in Fig. 29-10.  In any
case, an important step is the specific base-pairing of
the initiator tRNA with the first AUG start codon.  IF3
seems to be essential for this pairing process, which
establishes the correct reading frame for translation of
the genetic message.303  A proofreading function at this
step is often attributed to IF3.304  Intact ribosomes bind
charged tRNAs tightly in the P site.  Perhaps the initial
binding to the 30S subunit is loose enough to allow the
mRNA, which ties itself to the 3' end of the 16S RNA
via Eq. 29-3, to move back and forth until the correct
reading frame is located.  Then a conformational
change occurs and locks the initiator tRNA in place.
This change also weakens the binding of IF3, which
dissociates from the complex, allowing the 50S sub-
units to rejoin the complex.  The ribosome-binding
domain of IF3 is homologous to spliceosome protein
U1A (Chapter 28).304

The hydrolysis of GTP during initiation is essen-
tial as is shown by the fact that 5'-guanylmethylene
diphosphonate, a GTP analog containing a methylene
bridge between the terminal and central phosphorus
atoms (see p. 558), can substitute for GTP in all steps
up to and including the binding of the 50S ribosome.
However, it cannot function in the final step because
it cannot undergo hydrolysis.  Why is GTP hydrolysis
needed?  It may provide energy for the conformational
rearrangement of ribosomal components, or it may
simply be required for release of the IF2·GDP com-
plex.  For example, IF2·GTP may bind to the ribosome
with a high affinity, but IF2·GDP only weakly.  Re-
member that G-proteins exist in at least two confor-
mations, one stabilized by GDP and another by GTP
(Chapter 11).  When the hydrolysis of the bound GTP
is incorporated into a reaction sequence, it provides
a Gibbs energy change that may be needed to drive
the reactions.  In this case, it ensures that the charged
initiator tRNA is firmly bound and ready to initiate
translation.

Some information about spatial arrangements
of the ribosomal proteins involved in initiation was
provided by the fact that antibodies against proteins
S19 and S21 block the formation of a complex with
fMet-tRNA, while antibodies against S2, S18, and S20
block the binding of IF3.  Crosslinking experiments
showed that IF2 and S19 are close together and that
IF3 is close to S12 (Fig. 29-1A).

Initiation of protein synthesis in eukaryotes.
Most eukaryotic mRNAs have a 5' cap (p. 1642) and
lack a Shine–Dalgarno sequence.  Otherwise, initia-
tion follows a pattern similar to that in bacteria but
more complex.305– 308  There are at least ten eukaryotic
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Figure 29-11  Initiation of eukaryotic protein synthesis.  1,  2,  3 = eIF1,2,3
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initiation factors (eIFs), some composed of several
peptides.309  Hydrolysis of both ATP and GTP is re-
quired to form the initiation complex.  Cap-binding
proteins help to locate the 5' end, but the first initiation
codons occur at greatly varying distances from the
cap.  Ribosomes apparently conduct a systematic
scanning beginning at the 5' end cap of the mRNA
to locate the first initiation codon.305,310,311  Initiation
of translation in eukaryotes is also often subject to
controls that are more complex than those in bacte-
ria.308,312– 314a  At least 25 polypeptides are involved.315

Specific functions of only a few of these are described
here.  Functions of some are unknown or uncertain,
and new proteins such as the stimulatory factor
4H316,317 have been discovered recently.

The first initiation step is the dissociation of idle

80S ribosomes into their 40S and 60S
subunits.  This depends upon the
~700-kDa eIF3, a complex of 5–11
peptides of mass 30 to 170 kDa each,
which binds to the 40S subunit (Fig.
29-11, step a).306,311,318 – 320  In a sepa-
rate reaction (step b) the charged
initiator tRNA (Met-tRNAi) is bound
by the G protein eIF2,321– 324 an αβγ
mixed trimer whose α subunit not
only binds GTP but is also the site
of regulation by a phosphorylation –
dephosphorylation mechanism.325,326

As is indicated in Fig. 29-11, GDP-
containing eIF2, released from
ribosomes upon formation of the
initiation complex, does not bind the
charged initiator tRNA.  The bound
GDP must first be exchanged for
GTP, a process that requires a five-
subunit guanine nucleotide exchange
factor eIF2B (Fig. 29-11, step g).327–328a

However, if the α subunit of eIF2
becomes phosphorylated, the nu-
cleotide exchange and consequently
the initiation of protein synthesis,
is retarded.329–330c  In reticulocytes
protein synthesis stops rapidly
if there is a deficiency of heme.
This appears to occur via a heme-
sensitive eIF2� kinase whose
catalytic activity is inhibited by
heme.322,327,331  The [NAD+] /[NADH]
ratio may also be a factor in control-
ling the nucleotide-exchange GEF-
catalyzed reaction.332

The ternary complex of eIF2 with
GTP and Met-tRNAi binds to the 40S
complex (Fig 29-11, step c).  If the
ribo-trinucleotide AUG, the initiation
codon, is added to this complex, it is

converted to a 43S initiation complex.321  However,
with natural mRNAs several additonal protein factors
as well as ATP are needed (Fig. 29-11, step d).  Factor
4F (eIF4F) is a large complex of several components
known as factors 4A, 4B, 4E, and the large 220-kDa 4G
(formerly EIF4γ or p220).333–334a  Factor 4G is a multi-
functional adapter or scaffold that apparently organ-
izes the complex and coordinates various control
mechanisms.335– 338  Factor 4E is a cap-binding protein,
which recognizes and binds tightly to the 7mG cap
present on most mRNAs.306,339– 341a It also binds to 4G.
Factor 4A, an ATPase, acts together with 4B as an RNA
helicase to unwind the mRNA and remove hairpin
loops342,343 during the scanning to locate the initiation
codon (step e).  Kozak suggested that the 43S ribo-
some scans from the cap at the 5' end and stops at the

C.  Protein Synthesis: The Ribosome Cycle
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first initiation codon, which is usually the AUG found
within the sequence (A/G)NNAUGG.

AUG codons in other positions, known as inter-
nal ribosome entry sites (IRES),311,344 – 347 and, more
rarely, non-AUG codons can also initiate translation
with lower efficiency.348  Thus, mechanisms exist for
synthesis of small amounts of proteins of varying
lengths and of proteins that are encoded in any one
of the three reading frames.305,349–350a  Even circular
RNAs can serve as mRNAs by this mechanism.351  It
is significant that, as shown in Fig. 19-11, factor 4G,
the large subunit of eIF4, also binds to the poly(A)
tail present on the 3' terminus of most mRNAs.  This
binding, which seems to be essential for rapid initia-
tion,352– 354 is mediated by yet another protein, the
poly(A)-binding protein.  The importance of this
protein in the human body is emphasized by its identi-
fication as ataxin-2, the protein defective in type 2
spinocerebellar ataxia (see Table 26-4).354  The signifi-
cance to the regulation of initiation is not clear, but the
poly(A) binding may favor reuse of the mRNA, which
may be translated repeatedly under conditions of
rapid growth.

The last initiation step (step f, Fig. 29-11) is the
reaction of the 60S ribosomal subunit with the 48S
initiation complex to form the 80S initiation complex.
Initiation factors 3, 4C, the eIF2·GDP complex, and
inorganic phosphate are all released in this process,
which is promoted by IF5.  This monomeric ~ 60-kDa
protein355,356 also stimulates conversion of the GTP
bound to IF2 into GDP and Pi.  IF5 is unique as the
only known protein containing hypusine, Nε -(4-
amino-2-hydroxybutyl)lysine, a posttranslationally
modified lysine.  It occurs only at position 50 in the 17-
kDa protein.356–358  Hypusine is not present in eubacte-
ria but is essential for viability of both eukaryotes and
archaeobacteria358 and is present within an invariant
12-residue sequence.

2.  Elongation of Polypeptide Chains

Once the initiating fMet-tRNA of bacteria or the
eukaryotic Met-tRNAi is in place in the P site of a
ribosome and is paired with the initiation codon in the
mRNA, peptide chain growth can commence.  Amino
acid residues are added in turn by insertion at the C-
terminal end of the growing peptide chain.  Elongation
requires three processes repeated over and over until
the entire peptide is formed.

1. Codon-specific binding of a charged tRNA bearing
the next amino acid at the A site (decoding).

2. Formation of the peptide bond.  This process trans-
fers the growing peptide chain from the tRNA in
the P site onto the aminoacyl-tRNA in the A site.

3. Translocation of the peptidyl tRNA from the A site

to the P site.  This process also involves movement
of the used tRNA from the P site into the exit site
and simultaneous movement of the mRNA to bring
the next codon into place in the A site.  Both the
release from the A site and translocation require
energy.  This is provided by the hydrolysis of GTP,
one molecule for each of the two processes.359,360

  The elongation cycle for E. coli is shown in Fig.
29-12.  That for eukaryotic ribosomes is similar except
that 40S and 60S subunits are involved in formation of
the complete 80S ribosome.

Codon-specific binding of an aminoacyl-tRNA
(decoding). The binding of an aminoacyl-tRNA to
the A site of the 70S or 80S initiation complex depends
upon a protein called elongation factor Tu (EF-Tu
or eIF1 in eukaryotes), which is present as a mixed
dimer with a second protein, EF-Ts.  In E. coli EF-Ts
is a stable 35-kDa protein, while Tu is a 43-kDa soluble
protein present in a large excess over Ts.  Tu is one of
the most abundant soluble proteins in bacterial cells
and accounts for about 5% of the total protein.  Most of
the tRNAs in a bacterial cell are present as complexes
with Tu.  Tu may also have functions other than in pro-
tein synthesis and is found associated with the plasma
membrane as well as with ribosomes.

Factor Tu is a G protein.  It not only carries the
aminoacyl-tRNAs into the A site on ribosomes, as
shown in Fig. 29-12, but also binds and hydrolyzes
GTP during the elongation cycle.361– 368  Factor Ts is a
nucleotide exchange factor that catalyzes the exchange
of GDP bound to Tu for GTP.369  This is shown in Fig.
29-12 (steps a and b).  The GTP/GDP-binding site of
EF-Tu is located in the N-terminal portion.  Eukaryotic
eEF-Tu is also called EF1α or EF-TA.  As isolated from
various sources it has a molecular mass ranging from
50 to 53 kDa.  Like the bacterial counterpart, it is abun-
dant.368,370– 373  Like bacterial EF-Tu it exists largely as a
complex with a more abundant nucleotide exchange
factor EF1β.  The complex tends to be bound to actin
filaments.373,374  Fungal eEF-Tu contains mono-, di-,
and trimethylated lysine at up to 16 positions.371

EF-Tu will bind to any aminoacylated tRNA other
than tRNAf-Met, the initiator tRNA374a (step c, Fig.
29-12), and carry it to the ribosome (step d), where it
binds into the A site.  There it is selected if it forms a
proper base pair with the mRNA codon in the A site
or is rejected if it does not.  This decoding process
involves both an initial step and a proofreading step.
The aminoacyl-tRNA binds both to the decoding site
in the 16S RNA and to the peptidyltransferase site
in the 23S RNA.  (See discussions on p. 1687.)  The
decoding site is on the platform at the upper end of
helix 44 (Fig. 29-2).  Nucleotide G1401 plays a crucial
role.375  When one of the isoacceptor species of E.
coli tRNAVal is irradiated with ultraviolet light, the
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Figure 29-12  (A)  Classic version of the polypeptide elongation cycle.  The
green color traces the pathway of an incoming tRNA carrying a new aminoa-
cyl group.  The decoding center is at the lower end of the A and P sites, while
the peptidyltransferase is at the upper edge.  The drawing is schematic, and
the orientations of the tRNAs in the three sites are not pictured correctly.  Here
Tu=EF-Tu and G=EF-G.  (B)  Path of transfer RNA through ribosome.
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5-(carboxymethoxy)uridine at position 34 in the anti-
codon becomes crosslinked specifically with C-1400 of
the 16S rRNA in the 30S subunit.5,376  This nucleotide
lies in the deep cleft, in the decoding region, between
the neck and the platform of this ribosomal subunit
(Fig. 29-1).  Various crosslinking and protection experi-
ments377,378 show that other helix 44 residues bind
the tRNAs in both the P and A sites.  A1492 and
A1493 form part of the A site, while C1400 is in the P
site.378,379  Also strongly affecting tRNA binding and
decoding is the nearby switch helix in the 900 region
of the 16S RNA.  This helix readily undergoes a shift
between two hydrogen-bonded configurations (Eq.
29-9).378,378a,380

Judging by the effects of mutations in 16S RNA or
in proteins S5 and S12 that favor one or the other con-
formation, the restrictive conformation gives a greater
fidelity in translation than the “ram” (ribosomal ambi-
guity) conformation.380  This loop is near the central
pseudoknot in the 16S RNA and is involved in binding
S5 and S12 as well as streptomycin (Box 29-B), all of
which affect fidelity of protein synthesis.  As men-
tioned on p. 1687 the adenine rings of residues A1492
and A1493 move out to interact with the CCA-3' ends
of the tRNA (Fig. 29-14).

The location of binding of EF-Tu on ribosomes has
been established directly by cryo-EM.  It binds both to
the L7/L12 stalk and to the body of the 50S ribosomal
subunit.381  The other end of the P site is at the pepti-
dyltransferase locus and has been photochemically
labeled by azide derivatives of aminoacyl groups
bound to a tRNA.382  The labeling is primarily in the
50S subunit of E. coli ribosomes and involves the cen-
tral loop of domain V (residues 2043 – 2625) of the 23S
RNA.  Residues U2584 and U2585 are major sites of
crosslinking (see Fig. 29-14).  The presence of nearby
sites of mutation leading to resistance to chloram-
phenicol or erythromycin383,384 (Box 29-B) served to
confirm the central loop as part of the peptidyltrans-
ferase.  Domain II of 23S RNA is also involved, and
there is evidence that the unique sequence UGG at
positions 807 – 809 may also interact with the CCA end
of tRNA in the P site.361

Bound Tu leaves a “footprint” at positions 2655

and 2661 in the sarcin/ricin loop of domain VI (Fig.
29-4H) when chemical probes are applied.385  From a
thermodynamic viewpoint, the hydrolysis of GTP to
GDP and Pi during the functioning of EF-Tu is unnec-
essary, but it appears to drive a conformational change
needed to bring the reacting groups together or as part
of a proofreading mechanism.385-385d  The hydrolysis
of GTP appears to follow codon–anticodon recogni-
tion between the tRNA and mRNA in the A site (see
Figs. 29-2G and 29-14).  EF-Tu • GDP has a greatly re-
duced affinity for an aminoacyl-tRNA and dissociates,
leaving the latter firmly bound into the A site.385b–d

Simonson and Lake proposed that binding of a tRNA
into the A site is preceded by binding into a D site.
After the initial binding the anticodon of the tRNA
wing from the D site into the A site as a result of a
conformational rearrangement of the base stacking
within the tRNA.385e

The peptidyltransferase reaction. It has been
difficult to establish whether the 2' or the 3' of the
terminal adenosine of tRNA carries the activated
aminoacyl or peptidyl group.  Rapid equilibration
between the two via an orthoester may occur (Eq.
29-10), and EF-Tu of E. coli binds to either the 2' or 3'
isomer.386,386a  However, reaction of the 3'-aminoacyl-
tRNA at the peptidyltransferase site is probable.387,387a,b

The peptidyltransferase reaction resembles that
of the proteases (Chapter 12, pp. 649, 650), with a
tetrahedrally bonded intermediate probable (Fig 29-
13A).  As is shown on pp. 649–650, the catalytic acid
has been proposed to be the N3 atom of adenosine
2486 (2451 in E. coli) in the H. marismortui 23S RNA.
This is in the central loop of domain V (Fig. 29-14).
However, replacement of A2451 with G, U, or C did
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with puromycin and a mimic of the CCA end of a tRNA.  See Box 29-B.

not totally destroy peptidyltransferase activity in
Thermus aquaticus, nor did replacement of the essential
G2447 with A, U, or C.  Polacek et al. suggest that the
ribosome may need only to hold the reacting amino-
acyl and peptidyl groups attached to tRNA in the cor-
rect positions for reaction and that no other catalysis
is necessary.387c  However, A2451G, U, or C mutant
ribosomes have very low activity and organisms with
such mutations are often not viable.33f,167b  The pH rate
profile for peptidyltransferase activity indicates a pKa
of ~ 7.5 in the RNA.33f,387d  This is consistent with the
view that A2451 may serve as a catalytic base.  There

C.  Protein Synthesis: The Ribosome Cycle

A

B

has been considerable discussion about the pKa.  Can it
be assigned to A2451?  As mentioned on pp. 751 – 753,
many enzymes have a broad pH region of maximum
velocity over which catalytic groups of quite different
microscopic pKas (pp. 305 – 307) may function.  For
ribosomal RNAs, as for proteins, tight bonding be-
tween ionized groups in a substrate–catalyst complex
may lock in an overall protonation state of the macro-
molecule.  However, a proton may jump from one
group to another within the complex (e.g., as in Fig.
29-14D) to provide a set of tautomeric species in a
pH-independent equilibrium.  Among these some

will be on the catalytic pathway.
One may arise by deprotonation
of the reacting –NH2 group of the
aminoacyl-tRNA (Eq. 29-1, step c).
Conformational changes,387e which
may be induced by proton move-
ments, may also be encompassed
within the array of pH-independent
equilibria.

A careful stereochemical analy-
sis has led to the conclusion that for
all of the different aminoacyl groups
to be able to react in the same way
at the peptidyltransferase site and
to all generate trans amide linkages,
the torsion angles φ and ψ of the
resulting peptide must be approxi-
mately those of an α helix.388  Thus,
the peptide emerging from the
ribosome exit tunnel may be largely
helical.

Elongation factor EF-G and
translocation. The third step in the
elongation sequence on ribosomes
(Fig. 29-12, step g) depends upon
EF-G, a monomeric GTP-binding
protein with a sequence homolo-
gous with that of other members of
the G protein family.  It apparently
utilizes the Gibbs energy of hydroly-
sis of GTP to GDP to drive translo-
cation of the peptidyl-tRNA from
the A site to the P site (Fig. 29-12)
and of the previously utilized (de-
acylated) tRNA to the exit site.
EF-G binds to the 50S ribosomal
subunit at the base of the L7 / 12
stalk as indicated in Fig. 29-1.392,393

It competes with EF-Tu, which binds
in nearly the same location.5  EF-G
is a large five-domain GTPase.
Domain 1 contains the GTPase site
and resembles other G proteins, and
domain 2 has some similarity to the
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that confer resistance to erythromycin (G2057, A2058, and C2611) and chloramphenicol (G2057, G2447, A2451, C2452, A2503,
and U2504) are indicated.  See Douthwaite and Aagaard.383  (C)  A skeletal representation of the peptidyltransferase active site
which is depicted more completely in the stereoscopic view in (H).  Included is the peptidyl group on the 2'-end of  a tRNA.
(D)  Schematic region of domain V showing the hydrogen-bonding interactions of the catalytic base A2486 (2451, E. coli) with
neighboring bases and also locations of nearby K+ and Mg2+ ions.  (C, D, G, H) are from Nissen et al.19  (E)  Interaction of the
CCA 3'-ends of ribosome-bound tRNAs (at top) with the large ribosomal subunit.  This is a cutaway view with tRNAs  in the
A, D, and E sites.  The ribosome is sliced to show the acceptor ends of the tRNAs in the entrance to the peptide tunnel.  En-
larged section shows interactions of the CCA 3'-ends in the P and A sites.  The CCA end of a deacylated tRNA is shown in the
P site, while a peptidyl-tRNA analog (CCA puromycin – phenylalanine – caproic acid – biotin) is shown in the A site.  Bases of
the 23S rRNA are numbered as in H. marismortui.  Bases A2486 and U2620 (corresponding to A2451 and U2585) are closest  to
the newly formed peptide bond.  From Schmeing et al.33f  (F)  Discrete states of the A site of the 30S subunit,  as deduced from
four different crystal structures.  The tRNA, anticodon stem-loop (ASL), A-site mRNA codon, P-site mRNA, protein S12, and

A

B

C

 chapter 29 rebuild2 2/14/03, 2:27 PM1706



1707C.  Protein Synthesis: The Ribosome Cycle

important bases involved in conformational changes are shown.  A few elements of the 16S RNA such as helix 44 (lower right),
530 loop (mid and lower left), and helix 34 (upper left) are also shown.  At the top, the native 30S subunit.  A1492 and A1493
have been stacked in the interior of H44 and G530 is in the syn conformation.  C1054 is shown in the upper left corner.  Below,
when the codon and cognate tRNA-ASL bind in the A site, A1492 and A1493 flip out to monitor the codon-anticodon inter-
action, and G530 switches to the anti conformation to interact with A1492, the anticodon in the second position, and the
codon  in the third.  Two Mg2+ ions are visible near the region vacated by A1492 and A1493 in the interior of helix 44, and
one is located close to the ribose of the codon in the wobble position.  From Ogle et al.33d  Courtesy of Venki Ramakrishnan.
(G) Three-dimensional structure of the active-site region of domain V including the P loop391 and A loop and active-site region.
(H) Three-dimensional structure of the active-site region showing the hydrogen-bonding interactions of the catalytic base A
2486 (2451,  E. coli) with neighboring bases and also locations of nearby K+ and Mg2+ ions.  (C, G, H) are from Nissen et al.19
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anticodon loops of the peptidyl-tRNA into the P/P
state and of the deacylated tRNA completely into the
exit site (Fig. 29-12B).86,397a  Translocation may occur at
different times in the 30S and 50S subunits.  The path-
way of the mRNA through the ribosome is known397b,c

and is indicated approximately in Fig. 29-12B.
EF-G seems to be the motor protein that drives

translocation in the 30S subunit.  When it is not at-
tached to a ribosome, the EF-G·GTP complex is very
stable, but in its functioning location GTP is hydro-
lyzed rapidly.  This occurs prior to translocation398,398a

and presumably causes an internal alteration in the
ribosome that energizes it for the translocation step.
G proteins usually undergo large changes in confor-
mation when GTP is hydrolyzed (Chapter 11).  A very
large change is observed for EF-Tu, but such a change
has not been seen for EF-G.  However, large conforma-
tional changes in the ribosome do evidently accom-
pany translocation.399  The hydrolytic activity of EF-G
is stimulated strongly by its binding to the L7/L12
stalk proteins.400  Eukaryotic EF2 like EF-G binds to
the stalk proteins (P1, P2, P0 complex) and also to
domains of 28S rRNA equivalent to the bacterial 1067
and sarcin / ricin loops.401  However, EF-G and EF2 are
not functionally interchangeable.

Translocation occurs slowly even in the absence of
GTP.  However, it is greatly enhanced by GTP hydroly-
sis.394a,402  Even empty ribosome, without tRNAs, but
in the presence of GTP and EF-Tu and EF-G, hydrolyze
GTP.  The ribosome may sequentially bind EF-Tu, then
EF-G, oscillating between two differing states.403  The
movement of mRNA through the ribosome has been
plotted using a variety of immunochemical, crosslink-
ing, and chemical footprinting methods.52,404– 407

A third elongation factor, eEF3, which is an ATPase,
is required by yeast and fungi.408– 410  The 1044-residue
yeast protein may be required for ATP-dependent
release of deacylated tRNA from the exit site.

Polyribosomes. Under suitable conditions
ribosomes isolated from cells are found to sediment
together in clusters, often of five or more.  These
polyribosomes (or polysomes), which can be seen
in electron micrographs (Fig. 28-5), are held together
by chains of mRNA.  Polyribosomes arise because a
single mRNA molecule is being translated by several
ribosomes at once.  As the 5' terminus of the mRNA
emerges from one ribosome, it may soon combine with
another and initiate translation of a second peptide
chain, etc.  The length of the mRNA determines how
many ribosomes are likely to be associated in a poly-
ribosome.

Rates of synthesis of ribosomes and of proteins.
In a rapidly growing yeast cell with a generation time of
~ 100 min there are nearly 200,000 ribosomes.  Almost
200 new ribosomes must be formed in one minute.  Each

corresponding domain in EF-Tu.  GTP hydrolysis ap-
pears to induce within EF-G a conformational change
that is coupled directly to a rapid mechanical move-
ment within the ribosome.394,394a  The large domain 4
protrudes from the molecule and by its shape mimics
a molecule of tRNA, and the complete EF-G molecule
bears a striking resemblance to an EF-Tu·aminoacyl-
tRNA complex.395,396  It leaves chemical footprints
around position 1067 (the thiostrepton-binding site) in
domain II of the 23S RNA and in the universally con-
served loop around position 2660.385

Factor EF-G from eukaryotes (eEF2) is similar to
the bacterial protein, but its interaction with the larger
eukaryotic ribosomes seems to be more complex.  For
example, interaction with the ribosomal stalk is more
extensive.37  EF2 contains a single modified histidine
called diphthamide.397  This amino acid is not found
in other proteins but is always present in eukaryotic
EF2 and also in EF-G from archaeobacteria.  It is the
site of modification by diphtheria toxin (Box 29-A).

The ribosomal translocation process is quite com-
plex.  As the tRNAs move from A to P to E sites on
the 16S RNA platform, the mRNA must also move in
discrete single-codon steps.  The acceptor stems of the
tRNAs in the A and P sites must react at the appropri-
ate times in the peptidyltransferase center.  Study of
protection from chemical probes suggests that tRNAs
sometimes lie with the anticodon loop in the A site of
the small ribosomal subunit, while the acceptor stem is
in the P site of the large subunit (an A/P site as illus-
trated in Fig. 29-12B).  Each aminoacyl-tRNA enters as
a complex with EF-Tu and may initially bind with its
anticodon in the A site and the acceptor stem with
attached EF-Tu in a transient T site, the composite
state being A/T.  After loss of EF-Tu the acceptor stem
can move into the A site to give an A/A state.  The
peptidyltransferase reaction itself necessarily involves
movement at the acceptor stems by 0.1 nm or more.
However, additional movement of ~1 nm is needed
to move the two tRNAs into states A/ P and P/ E,
respectively.  Movement of the mRNA then moves the
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of the 150 tandemly repeated ribosomal RNA genes
must be transcribed into the 4560 nucleotides of one
ribosome in less than one minute.  The ~ 150 nuclear
pores must import nearly 1000 ribosomal proteins per
minute and must export ~ 25 ribosomal subunits per
minute.410a  The ribosomes that are formed can at
37°C add 14–17 amino acids  per second to a growing
polypeptide chain,410b,c while eukaryotic ribosomes
can add 2–4 amino acids per second.410d,e

3.  Termination of Polypeptide Synthesis

A ribosome faithfully translates the genetic mes-
sage, adding amino acids to the polypeptide chain
until a stop codon is reached.  Then a termination or
release factor acts, probably by binding directly to
the stop codon on the mRNA in the A site.411 – 413b  In E.
coli termination factor RF1, a 47-kDa protein, recog-
nizes UAA or UAG, while RF2, a very similar pro-
tein,414,415 recognizes UAA or UGA.  There are several
hundred molecules per cell of these release factors.
They not only recognize the stop codons but also cata-
lyze the hydrolytic removal of the peptidyl chain from
the tRNA in the ribosomal P site.  They bind into the
A site, where they may interact with mRNA bases in
addition to those of the stop codon.415,416  Hydrolytic
release of the polypeptide chain from the tRNA in
the P site may represent a change in specificity of the
peptidyltransferase center induced by binding of a
release factor.  Genes are often terminated by a succes-
sion of two stop codons.  Thus, there is a safety factor
that prevents translation from continuing in case the
first stop codon is missed.  An example is provided by
the I gene of the lac operon of E. coli (Fig. 28-2), which
has a second stop codon in phase with the TGA codon
marked in the figure and located five codons further
“downstream” (to the right).  A third release factor
RF3416 is a GTP-binding protein resembling EF-G.
It   is not essential to life for E. coli, but it accelerates
the release of RF1 or RF2 and is needed for rapid
growth.417,418  Eukaryotes contain one release factor
eRF1, which recognizes all three termination codons,
and a second release factor eRF3, which binds and
hydrolyzes GTP.413,413b,418a,419

Just as elongation factor EF-G mimicks the aminoacyl-
tRNA·Tu complex, release factors RF1 and RF2, in their
shapes, mimick molecules of tRNA.419a  One domain of
human eRF1 has an anticodon-recognition domain and
a conserved GGQ sequence in a second domain, which
mimicks the amino-acceptor arm of tRNA.419,419b  Muta-
tions in either eRF1 or eRF3 affect translational accuracy
and may allow “read-through” of stop codons.  In yeast
(S. cerevisiae) a 685-residue subunit of eRF3 has an N-
terminal domain, that like the human prion protein
(Box 29-E) is capable of being transformed into a self-
seeding amyloid-like conformation.  In the yeast the

formation of amyloid aggregate leads to depletion of the
termination factor and increased readthrough.420–422

Recycling factors.  Even though release factors
remove the completed polypeptide chain, a ribosome
is not ready for reuse until the deacylated tRNA in
the P site is removed and the mRNA is released.  This
depends upon ribosome recycling factor (RRF)
together with EF-G.  The recycling factor is also a
tRNA mimic.419a,423-424b  It may bind into the empty A
site, and in an action similar to that of the translocation
step of elongation remove the P site tRNA.417,423– 425

However, probing with hydroxyl radicals indicates a
different mode of binding.425a

4.  Preventing and Correcting Errors in
Translation on the Ribosome

The wrong amino acid is inserted into most posi-
tions in a protein about one time in ~ 104, a frequen-
cy361,426,427 of ~10–4.  However, in E. coli misreading of
certain codons is observed more often.  For example,
AAU (Asn) is read as AAA (Lys) with a frequency428

of ~ 5 x 10–3.  Misreading also depends upon adjacent
codons, i.e., the codon context.429  Having all of the
tRNAs charged with the correct amino acids, as dis-
cussed in Section B3, is a first essential for accurate
translation.  A second is finding the correct location
of the initiation codon and binding of the aminoacyl-
initiator tRNA into the P site.  The decoding process by
which the correct aminoacyl-tRNA is brought into the
A site is still not fully understood.  It has often been
proposed that (as in DNA replication; Chapter 27,
Section C,2)  the fidelity of this process depends upon
two consecutive recognition steps.265,266  The first is the
binding of the complex of EF-Tu·GTP and the charged
tRNA to the ribosome.  The second may be associ-
ated with the conformational change that locks the
aminoacyl-tRNA into the A site and perhaps sends to
the peptidyltransferase center a signal that the correct
codon-anticodon pairing has been achieved.  Some
checking is done in the first step.  For example, many
of the 380 possible mischarged forms of aminoacyl-
tRNAs that may have escaped previous proofread-
ing steps (pp. 1695 – 1696) are rejected because they
bind too loosely or too tightly to EF-Tu.429a,b  Codon–

anticodon base pairing may also be checked in the P
site429c after translocation.  The P site is buried deep in
a cleft in the RNA of the large subunit.  It is designed
to hold the mRNAs in a kinked conformation (Fig.
29-1E) with the codons in the A and P sites oriented
differently.  Some tRNA residues required for high-
fidelity participate in imposing this geometry.  Mu-
tants in either of the major rRNAs or in tRNAs can
lead to loss of fidelity in base pairing and some-
times to excessive frame-shifting.429c   During the

C.  Protein Synthesis: The Ribosome Cycle
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proofreading process a mispaired aminoacyl-tRNA
may be allowed to dissociate and be replaced by a new
one.  Certain mutations, such as those in ribosomal
protein S12 that lead to streptomycin resistance, cause
greatly increased fidelity of protein synthesis.  How-
ever, these mutations slow bacterial growth,426,430

perhaps because some misreading is necessary for
synthesis of minor essential proteins.

A strictly hypothetical way in which an altera-
tion in hydrogen bonding could be used to signal the
achievement of correct base pairing is illustrated in
Fig. 29-15.  As indicated by the curved arrows, the
approach of a negatively charged group could induce
an electron pair to move from the ring nitrogen on the
right side.  If the pairs of hydrogen bonds were correct,
a concerted flow of electrons could take place across
the base pair and out into group H-Y and beyond
through the postulated tautomeric chain.  If the base
pair were not correctly formed, the signal could not be
transmitted, except during an occasional mispairing
with a minor tautomer.  Note that another reciprocal
electron transfer in the opposite direction to that
shown in the figure is also possible through the same
base pair.  Similar tautomeric shifts are possible for all
legitimate base pairs.  Initiation of a signal of the type
shown could also occur by the addition of some nu-
cleophile to a purine or pyrimidine ring, e.g., to C-6
of the cytosine ring as in Eq. 29-3.  In ribosomes such
electronic signals could be passed in turn through each
of the base pairs involved in codon–anticodon recogni-
tion and also through other base pairs formed within
loops of ribosomal RNA.  If group H-Y is connected by
a suitable chain of hydrogen bonds that passes through
the active site of the peptidyltransferase, coupling
between the recognition signal and the formation of

the transition state might be accomplished.  Since
changes in hydrogen bonding can trigger conforma-
tional alterations, the sensing of correct hydrogen
bonding could increase the rate of the peptidyltrans-
ferase reaction as has been observed experimentally.266

Base pairing in both the A and P sites may be sensed
in similar ways.  The observation that rRNA residues
hydrogen-bond with groups in the minor grooves of
base pairs33d  seems to be consistent with the proposal
of Fig. 29-15.

Codon usage. The usage of codons in specific
mRNAs is not random.432  For example, in a glyceral-
dehyde-3-phosphate dehydrogenase gene of yeast
>96% of the 1004 codons make use of only 25 of the 61
possible coding triplets.  Genes undergoing most rapid
transcription are more highly biased toward these 25
than are other genes.433  Many other evolutionary
factors have affected usage.  These include the need
for translational accuracy.432

Dealing with lost peptidyl-tRNAs and broken
transcripts.  Many problems arise during protein
synthesis.  For example, a peptidyl-tRNA may become
detached from a ribosome.  In E. coli this seems to
happen most frequently with peptidyl-tRNALys.  A
193-residue peptidyl-tRNA hydrolase is essential for
life!434– 436  It releases the tRNA for reuse, recycling all
peptidyl-tRNAs other than formylmethionyl-tRNA.
Perhaps the enzyme is essential because detached
peptidyl-tRNAs are toxic, but it is more likely to be to
avoid a shortage of free tRNALys.434

If a ribosome starts to synthesize a protein using a
broken mRNA, it will reach the end of the mRNA but
will not find a termination codon.  The peptidyl-tRNA
will eventually fall off, but the ribosome will be stalled
temporarily.  Eukaryotes try to prevent this problem
by sending only intact mRNAs to ribosomes,436a,b but
bacteria have a ribosome rescue system that also tags
the partially formed protein on the stalled ribosome
for rapid proteolytic degradation.437–440c  Bacteria
synthesize a special 362-residue RNA that resem-
bles a tRNA but also contains a short mRNA-like
module that codes for the 11-residue peptide tag
AANDENYALAA.  This hybrid tRNA-mRNA, which
is designated tmRNA (or ssrA RNA), mimicks tRNAAla

and is recognized and charged by alanyl-tRNA syn-
thetase.  The resulting tmRNAAla binds into the A
site of the stalled ribosome, undergoes the peptidyl-
transferase and translocation steps (Fig. 29-16).  The
old mRNA is released, the mRNA-like sequence of
tmRNA becomes seated, and translation of the new
tail sequence follows.  The tail sequence is similar to
C-terminal sequences that are known to mark other
proteins for rapid proteolytic degradation. An associ-
ated protein SmpB is also required for functioning of
the tmRNA system.438a,b
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5.  Suppressor Genes

The suppression of nonsense mutations by sup-
pressor genes has been discussed in Chapter 26.  The
chemical nature of these genes was discerned, in part,
from experiments involving transfer of suppressor
gene supF(su3) into the DNA of a bacteriophage.  This
DNA was found to specifically hybridize with a minor
transfer RNA, tRNA1

Tyr.  Subsequent investigation
showed that sup F is a structural gene for this tRNA,
and that in it the normal 5'-GUA-3' (Tyr) anticodon has
been replaced with CUA.  The latter can pair with the
chain termination codon 5'-UAG-3' (the amber codon)
permitting the ribosome to insert tyrosine at the site
of chain termination signals introduced in amber muta-

tions.  It may seem puzzling that a tRNA, which pre-
vents chain termination, does not prevent synthesis
of other essential proteins within the bacterium.  How-
ever, suppression is typically less than 30% efficient.
Hence, many protein chains terminate normally.  Since
two chain termination signals are often present in a
gene, most protein synthesis in the presence of the
small amount of suppressor tRNA present is concluded
normally.  Premature chain termination caused by
selected amber mutations will be partially inhibited,
permitting the cell to make enough of the missing pro-
teins to survive.  The nucleotide sequence of a further
mutated supF tRNA and of its longer precursor is
shown in Fig. 28-10.  Several other suppressor genes
have also been identified as specific tRNA structural
genes.441

A suppressor of frame-shift mutations in Salmo-
nella is a tRNA containing at the anticodon position
the nucleotide quartet CCCC instead of the usual CCC
triplet anticodon.442,443  It has eight unpaired bases in
the anticodon loop instead of the usual seven.  Other
frame-shift repressor tRNAs have been identified in
E. coli,444 Salmonella, and yeast.445  Not all suppressor
genes encode tRNAs.  For example, a UGA suppressor
from E. coli is a mutant 16S rRNA from which C1054
has been deleted.446  A general nonsense suppressor in
yeast is homologous to yeast elongation factor EF-1α
as well as to E. coli EF-Tu.447

Among other suppressor genes present in eukary-
otic organisms448 are mammalian genes encoding
serine tRNAs that are opal (UGA) suppressors.  These
and other eukaryotic suppressor tRNAs have specific
and important normal functions in cells.  For example,
a specific kinase phosphorylates the opal suppressor
seryl-tRNA to its phosphoseryl derivative.448  This
suppressor tRNAs may sometimes be responsible for
introducing phosphoserine at specific positions in pro-
teins.  An opal suppressor is also used for the introduc-
tion of selenocysteine.  An amber suppressor is used
by some methane-forming Archaea to introduce pyr-
rolysine into specific sites in methyltransferases.  In
pyrrolysine the epsilon amino group of lysine is joined
by an amide linkage to a derivative of pyrroline-5-
carboxylate (p. 1374).448a,b

Selenocysteine (Sec)  Selenocysteine is incorpo-
rated into a small number of proteins in species from
all three kingdoms of life by a suppressor tRNASec that
reads certain UGA codons, which are marked as repre-
senting selenocysteine.449,450  The selenocysteinyl-tRNA
is made from a seryl-tRNA (Eq. 29-7) as described fur-
ther in Chapters 16 and 24.  In E. coli selenocysteine is
present in three proteins, all formate dehydrogenases.
The archaeon Methanococcus jannaschii contains genes
for seven selenocysteine-containing proteins.  Only
one Sec-containing protein has been found in the
nematode Caenorhabditis elegans and none in the yeast

C.  Protein Synthesis: The Ribosome Cycle
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Figure 29-16  Schematic diagram of the tmRNA structure
and its function in the rescue of ribosomes stalled at the end
of a messenger RNA that has been broken and has lost its in-
frame termination codon.  After it binds into the ribosomal A
site the tmRNA, which has been charged with alanine,
undergoes the peptidyltransferase reaction and translocation
to the P site.  Then it lays down its mRNA-like coding se-
quence, which is used by the ribosome to add ten more
amino acids to form the 11-residue C-terminal degradation
signal AANDENYALAA.  This induces rapid degradation of
the imperfect protein that has been formed.436a
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Saccharomyces cerevisiae.  However, there are at least 14
in the human body.451,452  One of these, selenoprotein
P, contains ten selenocysteine residues.452,453  Products
of four special genes are needed for incorporation of
selenocysteine into E. coli proteins.454,455 Sel C encodes
the special tRNASec, which becomes charged with
selenocysteine.456 Sel D encodes selenophosphate
synthetase and Sel A  selenocysteine synthetase (Eq.
29-7). Sel B encodes a special elongation factor, which
resembles EF-Tu but has an extra domain that binds to
an mRNA segment known as the SECIS (selenocys-
teine insertion sequence).457– 461a  The SECIS sequence
follows the 3' end of the UGA termination codon.  It
is a 40-nt segment that is able to form a stem-loop
structure.  However, in archaea and in eukaryotes the
SECIS sequence lies at the end of the selenoprotein
gene in the 3' nontranslated region.  It may be some
distance away and may function by a foldback mecha-
nism.  It recodes the entire message, acting on any
in-frame UGA codon.461  In mammals a special SECIS-
binding protein SBP2 is also required.462

Expanding the genetic code. Suppressor tRNAs
can also be created artificially and are being used in
protein engineering.  Amber, ochre, or opal chain termi-
nation mutations can be introduced readily at many
points in a protein (Chapter 26).  Suppressor tRNAs
can be made that will then place any one of the possi-
ble amino acids into most of the mutated positions.463

Synthetic amino acids not normally found in proteins
can also be incorporated using such tRNAs.464– 467  The
TAG(UAG) amber stop codon is often used together
with a genetically engineered tRNA.  In early experi-
ments these techniques were used to create hundreds
of mutant forms of the lac repressor protein (see Chap-
ter 28, p. 1606).  Since then a variety of additional
approaches have been explored.  Transfer RNAs have
been engineered to recognize four-base codons such
as AGGU and CGGG.468,469  Organisms such as Micro-
coccus luteus, in which not all of the available triplet
codons have been utilized, allows development of a
mutation system using an unassigned codon rather
than a stop codon.468  A general method for site-specific
incorporation of any amino acid or amino acid analog
requires a suppressor tRNA that is not aminoacylated
by any aminoacyl-tRNA synthetase present within
the host cell, and also an aminoacyl-tRNA synthetase
that acts only on the suppressor tRNA and no other
tRNA in the cell.470  Several such systems are being
developed.470– 472  Another idea is to utilize a 65th
codon–anticodon pair, one depending upon a new syn-
thetic nucleoside that can be incorporated into mRNA.473

Another possible application of suppressor genes
is in vivo suppression of undesirable termination
codons.  An example comes from a βο thalassemia
caused by mutation of lysine codon CAG to UAG.  By
changing the anticodon of a human tRNALys gene to

an amber suppressor, premature termination of globin
chains was suppressed in an in vivo test.474,475

6. Read-Through Translation and Ribosomal
Frameshifting

If termination codons are not recognized efficient-
ly by termination factors, synthesis continues past the
termination codons and new longer protein chains
are made.  This read-through translation429,476 may
sometimes be accidental, but it is also used by cells to
form several important proteins.  For example, the 14-
kDa coat protein of bacteriophage Qβ is elongated by
read-through during translation of the RNA about 4%
of the time.  This produces a 38-kDa protein known as
A1, which has an extra 200 amino acid residues at the
C terminus and is essential for formation of infectious
virus particles.

A similar situation is met with retroviruses (Chap-
ter 28) whose coat protein gene gag is fused to the
reverse transcription polyprotein precursor gene pol
(Fig. 28-26).477  In fact, the polyprotein gene overlaps
the 3' end of the gag gene.  Read-through translation
allows synthesis of the polyprotein about 5% of the
time.  However, the pol gene is written in a different
reading frame:  – 1 with respect to the gag gene.  For
example, in the HIV genome (Fig. 28-26) the pol gene
begins at nucleotide 1638 in the – 1 reading frame with
respect to the gag gene.  In both the Rous sarcoma
virus and HIV a polyprotein that is formed contains
peptide sequences from both gag and pol genes.478,479

This fusion of the two proteins is accomplished by a
frameshift, which occurs on the ribosome as it operates
in the region of overlap of the gag and pol genes.  This
mechanism allows synthesis of relatively small
amounts of the enzymes encoded by pol but large
amounts of structural proteins encoded by gag.480

Many other examples of essential ribosomal frame-
shifting are known.429,477,481– 483  For example, the gene
for E. coli ribosomal release factor RF2 has a UGA
termination codon at position 26, but the coding se-
quence for the protein continues in the + 1 frame.484

Ribosomal frameshifting can be accounted for by
more than one mechanism.  It can occur when a four-
base anticodon is present in a suppressor tRNA.  It can
result from incorrect base pairing.  If a tRNA slips over
by one nucleotide, a single base in the mRNA can be
left unpaired with the reading frame being shifted + 1.
However, most frameshifts are in the –1 direction and
occur at specific locations in the mRNA, i.e., they are
programmed frameshifts.484a  These often occur at
“slippery sites”485 including the following mRNA
sequences in which three codons are marked:

XX X Y Y Y Z

1 2 3

 chapter 29 rebuild2 2/14/03, 2:27 PM1712



1713

This sequence is followed closely by an element of
secondary structure, most often a pseudoknot.486– 492

Eukaryotic frameshifts are almost always in the –1
direction, the exception being found in the mammal-
ian mRNA for antizyme, a negative regulator of orni-
thine decarboxylase (Chapter 24, p. 1382).493  The
frame-shift occurs at an initially in-frame termination
codon (UGA), which is followed by a pseudoknot.

Most translation is terminated at this stop codon, but
frameshifting, which is induced by a high polyamine
concentration, allows read-through and synthesis of
the antizyme protein.  In rare cases frameshifting may
lead to translational bypass of some codons on the
mRNA.  Such a case is found in a bacteriophage T4
mRNA for which the E. coli ribosomes bypass 50 nu-
cleotides in order to complete the synthesis of a

C.  Protein Synthesis: The Ribosome Cycle

BOX 29-C  NONRIBOSOMAL PEPTIDE SYNTHESIS

Many small biologically active peptides, includ-
ing hormones and some antibiotics, are synthesized
on ribosomes as precursor proteins, which are cut
into small pieces and may then be modified in a
variety of ways.  However, many other peptides
including many antibiotics are made without use
of ribosomes by large polyfunctional synthetases.
The first of these, gramicidin S synthetase, was
described by Lipmann and coworkers in 1971.a  It
is discussed on p. 994 as is the mechanism of syn-
thesis.  It is now recognized that these enzymes are
modular and have much in common with fatty acid
synthetases (Fig. 17-12 and p. 1186) and polyketide
synthetases (Fig. 21-11).  They are able to link not
only the amino acids found in proteins but also
modified and unusual amino acids.  They may also
join one or more α-hydroxy acids to a peptide to
form a depsipeptide, and they may contain modules
that carry out modification reactions such as meth-
ylation, acylation, or glycosylation.b– e  Because of
their modular nature they are attractive proteins for
genetic engineering.b,f,g

Each synthetase module contains three active
site domains:  The A domain catalyzes activation
of the amino acid (or hydroxyacid) by formation
of an aminoacyl- or hydroxyacyl-adenylate, just as
occurs with aminoacyl-tRNA synthetases.  How-
ever, in three-dimensional structure the A domains
do not resemble either of the classes of aminoacyl-
tRNA synthetases but are similar to luciferyl aden-
ylate (Eq. 23-46) and acyl-CoA synthetases.h  The
T-domain or peptidyl carrier protein domain
resembles the acyl carrier domains of fatty acid and
polyketide synthetases in containing bound phos-
phopantetheine (Fig. 14-1).  Its – SH group, like the
CCA-terminal ribosyl – OH group of a tRNA, dis-
places AMP, transferring the activated amino acid
or hydroxy acid to the thiol sulfur of phosphopan-
tetheine.  The C-domain catalyzes condensation
(peptidyl transfer).  The first or initiation module
lacks a C-domain, and the final termination mod-
ule contains an extra termination domain.  The
process parallels that outlined in Fig. 21-11.i

A few of the products of nonribosomal peptide

synthesis are gramicidin S (Fig. 2-4), enniatins,
bacitracins, and tyrocidines (p. 994),b,e vancamycin
(Box 20-H),j actinomycin (Box 28-A),k the sidero-
phore yersiniabactin,l surfactin (Fig. 2-4),m,n and
cyclosporin (Box 9-F).o,p  The δ -(L-α-aminoadipoyl)-
L-cysteinyl-D-valine synthetase,q,r which forms the
precursor to penicillin and cephalosporins (Box
20-G), also belongs to this group of enzymes as do
synthetases that make cyclooctadepsipeptides with
antihelminthic activitys and many other compounds.t–v

a Lipmann, F. (1971) Science 173, 875 –884
b Mootz, H. D., Schwarzer, D., and Marahiel, M. A. (2000) Proc.

Natl. Acad. Sci. U.S.A. 97, 5848 – 5853
c Linne, U., and Marahiel, M. A. (2000) Biochemistry 39, 10439–

10447
d Guenzi, E., Galli, G., Grgurina, I., Pace, E., Ferranti, P., and

Grandi, G. (1998) J. Biol. Chem. 273, 14403– 14410
e Belshaw, P. J., Walsh, C. T., and Stachelhaus, T. (1999) Science

284, 486 –489
f Symmank, H., Saenger, W., and Bernhard, F. (1999) J. Biol.

Chem. 274, 21581– 21588
g de Ferra, F., Rodriguez, F., Tortora, O., Tosi, C., and Grandi, G.

(1997) J. Biol. Chem. 272, 25304– 25309
h Pfeifer, E., Pavela-Vrancic, M., von Döhren, H., and Kleinkauf,

H. (1995) Biochemistry 34, 7450– 7459
i Cane, D. E., Walsh, C. T., and Khosla, C. (1998) Science 282,
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q Shiau, C.-Y., Byford, M. F., Aplin, R. T., Baldwin, J. E., and
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topoisomerase subunit.494–495a  Ribosomal protein L9
may play a role in the bypass process.

7.  RNA Viruses

The RNA-containing bacteriophages are conve-
nient sources of relatively simple mRNA molecules,
whose sequences can be studied.496  The genetic infor-
mation for these viruses is carried by RNA molecules

consisting of only 3500 – 4500 nucleotides and which
may contain only four genes (p. 247).  The RNA from
phages f2, R17, MS2, and the more distant Qβ have
been studied intensively.483,497

Parts of the 2569-nucleotide sequence for the RNA
of phage MS2498 are shown in Fig. 29-17.  The 5' end
(upper left center) still bears the triphosphate group
of the initiating GTP.  Following a number of hairpin
loops there is a ribosome-protected region, which
begins with the initiation codon GUG for the A protein

Figure 29-17  Partial sequence and secondary structure model of RNA of bacteriophage MS2.  The initiation and termination
codons for each of the three genes (A protein, coat protein, and replicase) are enclosed in boxes as is the second stop signal that
is in-frame for the A protein gene but out-of-frame for the coat protein gene.  The entire coat protein gene is shown but less
than one-third of the entire sequence is given.  From W. Fiers and associates.499– 501
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(enclosed in a box).  Here is some of the first direct
evidence ever obtained that GUG as well as AUG is a
biologically important initiation codon.  Following the
initiation codon the nucleotide sequence codes exactly
for the established amino acid sequence of the protein.
The termination codon UAG is also enclosed in a box
in the figure.  Following this is a short intergenic re-
gion, which includes one side of a hairpin loop with
the initiator codon AUG for the next gene at the end.
The nucleotide sequence following this codes exactly
for the experimentally established sequence end of
the coat protein.499  One other feature of the sequence
shown is the UGA termination codon in a box shortly
after the beginning of the coat protein gene (at position
1390).  This termination signal is out of phase with the
initiator codon AUG; hence, it does not represent a
termination point for the coat gene.  However, it is
in phase with the UAG termination codon for the A
protein.  In the presence of various host amber (UAG)
suppressor genes, the A protein is elongated and
terminated at this UGA codon.

The coat gene, containing only 390 nucleotides,
is shown in its entirety.  The secondary structure pro-
posed resembles a flower.499  The gene ends with a
double stop signal UAAUAG.  Following an intergenic
sequence of 36 nucleotides the long replicase gene
starts with an AUG codon.  It ends at position 3395
leaving an untranslated segment of 174 nucleotides at
the 3' end.

Initially it was thought that MS2 RNA contained
only the three genes mentioned in the preceding para-
graphs, but later it was found to have an additional
gene required for lysis of the host cell.483  The initiation
codon for this gene begins at position 1678 (Fig. 29-17)
in the + 1 reading frame.  There is a UAA stop just
two codons before this in the same frame and another
UAA stop codon in the – 1 frame beginning at position
1652.  As a result of these stop codons any reading
frameshift during synthesis of the coat protein yields
mistranslated proteins that are terminated at these
codons.  There is no Shine – Dalgarno sequence to bind
ribosomes for initiation in this region, but because
the initiation codon for the lysis (L) protein is nearby,
reinitiation occurs and the L protein is made in the
relatively small amounts needed.  This arrangement
permits efficient use of the RNA by making use of
overlapping genes.  It also ensures that enough coat
protein has been synthesized to make new virus parti-
cles before the L protein accumulation causes lysis.483

Many viral RNAs that are formed within eukary-
otic cells lack a 5' cap.  They depend upon internal
ribosomal entry sites (IRESs).  This has been studied
most with picorna viruses.338,502,503  These viruses not
only initiate translation at discrete sites in uncapped
RNA but carry out a proteolytic cleavage of initiation
factor 4G (Fig. 29-11), which seems to be necessary
for initiation of viral-RNA translation.338,504  The IRES

C.  Protein Synthesis: The Ribosome Cycle

region of hepatitis C viral RNA contains a complex
pseudoknotted secondary structure that is necessary
for initiation.346,505,506  Cryo-EM reveals a pronounced
change in the 40S ribosomal subunit structure when
the viral IRES binds.346  Some RNA viruses of plants
have complex secondary structures in the untrans-
lated 3' region that promote efficient initiation of
translation.506a

8.  Other Functions of Ribosomes

In addition to making proteins, ribosomes also
participate in regulatory mechanisms that influence
the entire cell.  One such mechanism is seen in the
stringent response.507 – 510  Many amino acid-requiring
auxotrophs of E. coli and other bacteria, when de-
prived of an essential amino acid, respond by decreas-
ing their production of ribosomal RNA, ribosomal
proteins, purine nucleoside triphosphates, lipids, and
other essential materials.  However, mutations in the
gene rel (relaxed) lead to continued production of
rRNA even in the absence of an essential amino acid.
(The stringent response is “relaxed.”)  It was observed
that the guanosine polyphosphates ppGpp and
pppGpp, originally termed MS or “magic spot” com-
pounds, accumulate in stringent (rel +) strains to a con-
centration of ~ 1 mM but not in relaxed (rel –) strains.
Guanosine polyphosphates are synthesized on the
ribosomes by transfer of a pyrophospho group from
ATP (Eq. 29-11):

The reaction is catalyzed by the 84-kDa ppGpp syn-
thetase (stringent factor), which is encoded by the rel
gene and is present only in stringent strains.511–512a  It
binds to ribosomes and becomes active only if mRNA
is bound to the ribosomes and if codon-selected un-
charged tRNA is present in the A sites.  A second
ppGpp synthetase (PSII) is encoded by gene spoT,
which also codes for a ppGpp hydrolase.510  The pres-
ence of an uncharged tRNA in the ribosomal A site is
expected during amino acid starvation.  The stringent
factor competes with elongation factor EF-G for its
ribosomal site.513

The most important effect of accumulating ppGpp
may be to bind to an allosteric site on RNA polymer-
ase.509  The ppGpp-polymerase complex appears to
be inefficient in initiating transcription of genes for
rRNA, other stable RNAs, and ribosomal proteins.
However, it stimulates expression of various amino acid
biosynthetic genes and catabolic genes, perhaps via the
“discriminator sequence” (Chapter 28; p. 1608).  This is
not the only effect of ppGpp.  The fidelity of translation
is decreased when amino acid concentrations fall and

ATP + GDP(GTP) ppGpp(pppGpp) + AMP
(29-11)
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BOX 29-D  PROTEIN SPLICING, INTEINS, AND HOMING ENDONUCLEASES

Like self-splicing RNAs, which excise introns
from their chains, a few proteins are able to splice
out segments of their own chains as inteins.  The
surrounding protein sequences can be referred to
as exteins.  Over 100 self-splicing proteins are
known.  They are found in all kingdoms of life.a–d

The inteins, which are excised, are typically 50 kDa
in size but range from ~ 360 to over 500 residues.

The mechanism of splicing is related to the chem-
istry of pyruvoyl enzyme activation (Eq. 14-41),
succinimide formation from asparagine residues
(Eq. 2-24), and protein carboxymethylation (Box
12-A).  The intein always contains serine or cysteine
in its N-terminal (1)-position and asparagine in its
C-terminal position.  The latter is always followed
by cysteine, serine, or threonine in the N-terminal
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position of the C-extein.  The penultinate residue
in the intein is usually (~ 90 %) histidine, which is
thought to play a catalytic role.  Other residues in
the catalytic domains, which form the ends of the
inteins, may also participate in catalysis.

One of the first inteins discovered was found
in the 119-kDa precursor to a subunit of a vacuolar
ATPase of yeast.a,c  In this 50-kDa intein Thr 72, His
75, and His 197 may have catalytic functions.d  The
intein is spliced out to form the 69-kDa subunit.
The splicing mechanism, which is illustrated for this
intein, is shown in the accompanying equations.b,d–g

Step a is an N → S or N → O acyl shift.  This is fol-
lowed by transesterification (step b) which involves
either thioesters (as illustrated) or oxygen esters.
Formation of a succinmide intermediate (step c)
releases the intein and the spliced protein.  The
latter must undergo an S → N or O → N acyl shift
(step d), and the succinimide in the extein must be
hydrolyzed to complete the process.

Why do cells ever splice proteins?  It isn’t clear.
However, a curious fact is that many inteins are
homing endonucleases.h– k  The genes for these
nucleases are often present in introns in mRNA, and
the homing endonuclease often cuts DNA in such a
way as to initiate movement of its own gene (Chap-
ter 27).  The endonuclease itself is found in the
center of the intein between the two end domains,
which contain the catalytic centers for the splicing
reaction.

A few cases are known in which proteins under-
go trans splicing.  For example, the dnaE gene of
Synechocystis, which codes for DNA polymerase III,

a Cooper, A. A., and Stevens, T. H. (1995) Trends Biochem. Sci. 20,
351– 356

b Chong, S., Shao, Y., Paulus, H., Benner, J., Perler, F. B., and Xu,
M.-Q. (1996) J. Biol. Chem. 271, 22159 –22168

c Chong, S., Williams, K. S., Wotkowicz, C., and Xu, M.-Q. (1998)
J. Biol. Chem. 273, 10567– 10577

d Poland, B. W., Xu, M.-Q., and Quiocho, F. A. (2000) J. Biol. Chem.
275, 16408– 16413

e Clarke, N. D. (1994) Proc. Natl. Acad. Sci. U.S.A. 91, 11084 – 11088
f Xu, M.-Q., and Perler, F. B. (1996) EMBO J. 15, 5146–5153
g Shao, Y., Xu, M.-Q., and Paulus, H. (1996) Biochemistry 35,

3810 –3815
h Chuprina, V. P., Heinemann, U., Nurislamov, A. A., Zielenk-

iewicz, P., and Dickerson, R. E. (1991) Proc. Natl. Acad. Sci.
U.S.A. 88, 593– 597

i Gimble, F. S., and Wang, J. (1996) J. Mol. Biol. 263, 163 – 180
j Pietrokovski, S. (1998) Protein Sci. 7, 64– 71
k Perler, F. B. (1999) Trends Biochem. Sci. 24, 209 – 211
l Martin, D. D., Xu, M.-Q., and Evans, T. C., Jr. (2001) Biochemis-

try 40, 1393 – 1402
m Otomo, T., Ito, N., Kyogoku, Y., and Yamazaki, T. (1999) Bio-

chemistry 38, 16040– 16044
n Evans, T. C., Jr., Martin, D., Kolly, R., Panne, D., Sun, L., Ghosh,

I., Chen, L., Benner, J., Liu, X.-Q., and Xu, M.-Q. (2000) J. Biol.
Chem. 275, 9091 – 9094

is actually two partial genes that are 745 kb apart
and on opposite strands of the DNA.  One of the
partial genes codes for a protein containing the N-
terminal splice site for an intein, and the other gene
codes for a polypeptide containing the C-terminal
splice site.  Evidently the two splicing domains
associate and then catalyze the splicing sequence
in the usual way.  Split inteins have become very
useful in protein engineering because they can be
used to join various polypeptide sequences.k–m

They have also provided an efficient system for
purification of specific proteins.b,n

ribosomal action slows.  However, ppGpp apparently
binds to the ribosome and slows the binding of the
aminoacyl-tRNA·EF-Tu·GTP complex.  This allows
more time for rejection of mispaired tRNAs and in-
creases the fidelity of translation.514  Under conditions
of nutrient starvation the accumulating ppGpp may pro-
mote enzymatic degradation of unneeded proteins512a,b

and may also induce programmed cell death.515

Another “alarmone” that regulates both trans-
cription and DNA replication and other cell functions
is diadenosine tetraphosphate (Ap4A).  Effects of
Ap4A and related compounds have been discussed in
Chapter 28 (p. 1635).  These compounds affect many
biological events including replication, growth, and
differentiation.516  However, the synthesis of Ap4A is a
reaction not of ribosomes but of an aminoacyl-tRNA
synthetase.  An enzyme-bound aminoacyl adenylate
carries out adenylylation of ATP rather than amino-

acylation of tRNA, especially when Zn2+ is present.
Ap4A is abundant in blood platelets, where it is stored
in dense granules.517  Both Ap2A and AP3A accumulate
as gran- ules in myocardial tissues,518 and Ap5A and
Ap6A are also present in adrenal chromaffin cells, in
blood plate- lets, and in synaptic vesicles.519  These
compounds are catabolized by hydrolases or in lower
eukaryotes by phosphorylases.  For example, Ap4A
may be converted into ATP + AMP or converted into
ATP and ADP (Eq. 29-12).516,520

A quite different role of ribosomes is to regulate
the life span of certain mRNA molecules.  The best
studied example is the mRNA for the microtubule

C.  Protein Synthesis: The Ribosome Cycle
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BOX 29-E  PRIONS AND AMYLOID DISEASES

The mysterious prions (proteinaceous infective
agents), which are described briefly on p. 248, are
under intensive investigation.  Prion diseases affect
fewer than one in 100,000 persons, but there is fear
of a possible epidemic.  Furthermore, there is a close
relationship of prions to a large family of amyloid
diseases.  The most frequent of these is Alzheimer
disease, which is estimated to affect one-third of
people over 85 years of age in the United States.a,b

Prion diseases include scrapie of sheep and
goats, bovine spongiform encephalopathy
(BSE or mad cow disease), chronic wasting dis-
ease (CWD) of deer and elk, and the human dis-
eases kuru, Creutzfeldt-Jakob disease (CJD),
Gerstmann–Sträussler–Scheinker syndrome
(GSS),c and fatal familial insomnia (FFI).a,d– f  The
diseases have a variety of symptoms that include
dementia, ataxia (loss of muscular coordination),
insomnia, and behavioral problems.  All involve
some loss of neurons, which may or may not be
indicated by a sponge-like appearance of the brain.
A characteristic feature of prion disease is the ap-
pearance of amyloid (starch-like) plaques, which
consist of fibrils of insoluble protein.a  Exhaustive
attempts failed to identify a virus particle or an
associated DNA or RNA.  On this basis, Stanley
Prusiner suggested that the diseases are transmitted
by pure proteins.a  All of the diseases seem to in-
volve the same protein, which is known as the
prion protein (PrP).  It is encoded by a single-copy
gene on human chromosome 20.g  The amino acid
sequence of the C-terminal region of PrP is highly
conserved among all animals.  However, there are
more than 20 known human genetic variants, and a
second prion protein has been found in mice.h  The
function of the normal cellular prion protein (PrPC)
is unknown, but it appears to be a copper ion carri-
er, which may be essential to proper synaptic func-
tion.i,j “Knockout mice” lacking PrP are resistant to
prion diseasej,k but may not be completely healthy.

If it were not for the diseases, PrPC might be
viewed as just another cell surface glycoprotein.
Determination of its three-dimensional structure
has been difficult, but use of NMR spectroscopy
and modeling has given a nearly complete picture,
which is shown in the accompanying drawing.d,l–n

The 250-residue (~ 220 residues after removal of
N- and C-terminal signal sequences) has a long N-
terminal tail, a glycosylated globular domain, and a
C terminus that is anchored in the outer membrane
of neurons by a glycosylphosphatidylinositol (GPI)
anchor similar to that shown in Fig. 8-13.  The glob-
ular domain contains three α helices, a small β
sheet, and two glycosylation sites.  These last carry

typical N-linked, branched sialic acid-containing
oligosaccharides with a total of 52 or more sugar
residues.  The N-terminal 120 amino acid residue
“tail” appears to be largely unstructured.  However,
it contains five octapeptide repeats with the consen-
sus sequence PHGGGWGQ, each able to bind one
Cu2+ or Mn2+ ion.d,i,o,p

How can this ordinarily harmless protein be-
come a killer?  The prion is a 20- to 30-kDa hydro-
phobic particle, which is thought to arise from PrPC

by a conformational alteration in which the α helices
are largely changed into a β structure.  The new
conformer is often designated PrPSc or PrP-res.  The
latter abbreviation arises from the fact that native
PrPC can be completely hydrolyzed to small frag-
ments by proteinase K, but PrPSc contains a 142-
residue extremely resistant core (residues 90 – 231),
which is not hydrolyzed and is over 80% β sheet.q

Evidently the PrPSc form is able to associate to form
a “seed” that, when conditions are favorable, can
induce the conformational change in other mole-
cules spreading the PrPSc form throughout the brain
and even into tissues of the immune system.r  With
prion diseases and other amyloid diseases the body
may be able to fight off the process by normal pro-
teolytic turnover of the prion protein.

About 85% of all cases of prion disease are
sporadic CJD.  These are thought to arise by spon-
taneous conversion of PrPC to PrPSc.  Inherited (fa-
milial) forms of CJD, GSS, and FFI are also known.
A series of point mutations as well as expansion
of the octapeptide repeatss account for the various
diseases, which have an autosomal dominant inher-
itance.  At least 23 pathogenic mutations have been

Asn 197

Asn 181
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reported.t,u  The point mutations occur at several
locations, some of them adjacent to the glycosyla-
tion sites.m  These mutant proteins may be more
readily converted to the less soluble PrPSc type
structure, initiating the disease process.  However, a
mutant with a stop codon (TAG) in the place of the
tyrosine 145 codon loses its C-terminal anchor and
is degraded rapidly in the proteasomal pathway.t

The infectious forms of prion diseases are more
puzzling.  They account for less than one percent
of all cases.  Attention was first focused on kuru, a
disease of the Fore people of New Guinea.  In earlier
times they practiced a ritualistic cannibalism of
brain tissue that apparently propagated the disease,
which is now nearly extinct.  Of present concern
are over 100 cases of a “new variant” form of CJD,
some involving teenage persons and young adults,
which have been reported in Europe.u,v  This dis-
ease may have originated in sheep, then jumped to
cattle, where it was spread by the ingestion of prion-
contaminated meat and bone meal.a  In addition,
more than 120 cases of CJD have arisen from injec-
tion of prion-contaminated human growth hormone.
Other cases have been traced to contaminated surgi-
cal instruments, to tissue grafts, and to use of con-
taminated human pituitary gonadotrophin.a

A hard-to-understand aspect of the “protein-
only” theory of prion diseases is the existence of
various “strains” of prion proteins.  These do not
involve differences in amino acid sequence but
differences in the conformations of the PrPSc forms
and in the glycosylation patterns.d,m,w  How can
there be several different conformations of the same
protein, all of which seed the conversion of normal
PrP into differing insoluble forms?  In spite of this
puzzle, support for the explanation of strain differ-
ences comes from a yeast prion system, which
involves transcription termination factor eRF3.x–z

In this system, which involves a prion whose insolu-
ble form can be redissolved by guanidine hydrochlo-
ride,aa differing strains have also been described.y,bb,cc

Nevertheless, the presence of the various strains
of animal prions, as well as observed vaccination
of inbred mice against specific strains,dd may be
more readily understood if the disease is transmit-
ted by an unidentified virus rather than by a pure
protein.r,u,ee,ff  In fact, the diseases have not been
successfully transmitted by truly virus-free proteins
synthesized from recombinant DNA.ee

What are the prospects for a cure for prion
diseases?  Several compounds show some effect in
slowing accumulation of amyloid plaques,d,v,gg,hh

but suitable drugs have not been developed.
Prevention is the best cure, but more needs to be

known about the basic biology of the disease trans-
mission before effective strategies for prevention
can be developed.u

What is the nature of the insoluble forms of the
prion protein?  They are hard to study because of
the extreme insolubility, but the conversion of α
helix to β sheet seems to be fundamental to the
process and has been confirmed for the yeast prion
by X-ray diffraction.ii  It has been known since the
1950s that many soluble α-helix-rich proteins can be
transformed easily into a fibrillar form in which the
polypeptide chains are thought to form a β sheet.
The chains are probably folded into hairpin loops
that form an antiparallel β sheet (see Fig. 2-11).jj – ll

For example, by heating at pH 2 insulin can be
converted to fibrils, whose polarized infrared spec-
trum (Fig. 23-3A) indicates a cross-� structure
with strands lying perpendicular to the fibril
axis.jj,mm  Many other proteins are also able to un-
dergo similar transformation.  Most biophysical
evidence is consistent with the cross-β structure for
the fibrils, which typically have diameters of 7– 12
nm.ii,ll,nn  These may be formed by association of
thinner 2 to 5 nm fibrils.oo  However, β-helical struc-
tures have been proposed for some amyloid fibrilspp

and polyproline II helices for others.qq

A wide range of human diseases involving
amyloid deposits are known.  These include not
only the prion diseases and the neurodegenerative
diseases, Alzheimer, Parkinson, and the poly-
glutamine repeat diseases (Table 26-4),rr,ss but also
systemic amyloidoses.tt  Among the latter are
deposits of transthyretin,uu the 37-residue amylin
that develops in the β cells of the pancrease in type
II diabetes,vv mutant forms of lysozyme,ww and of
β2 microglobulin,xx and gelsolin.yy  A serum protein
amyloid P, a calcium-binding protein, is usually also
a component of amyloid deposits.zz

a Prusiner, S. B. (2001) N. Engl. J. Med. 344, 1516–1526
b Manuelidis, L., Fritch, W., and Xi, Y.-G. (1997) Science 277,

94– 98
c Tagliavini, F., Lievans, P. M.-J., Tranchant, C., Warter, J.-M.,

Mohr, M., Giaccone, G., Perini, F., Rossi, G., Salmona, M.,
Piccardo, P., Ghetti, B., Beavis, R. C., Bugiani, O., Frangione,
B., and Prelli, F. (2001) J. Biol. Chem. 276, 6009 – 6015

d Caughey, B. (2001) Trends Biochem. Sci. 26, 235 –242
e Prusiner, S. B., ed. (1999) Prion Biology and Diseases, Cold

Spring Harbor Lab. Press, Cold Spring Harbor, New York
f Prusiner, S. B. (1996) Trends Biochem. Sci. 21, 482 –487
g Prusiner, S. B. (1995) Proc. Natl. Acad. Sci. U.S.A. 95, 13363–

13383
h Moore, R. C., and 20 other authors. (1999) J. Mol. Biol. 292,

797– 817
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lipid of E. coli.  Its localization on ribosomes may be
linked to the joint regulation of the synthesis of pro-
teins and lipids.

D. Processing, Secretion, and Turnover of
Proteins

The concepts of processing and turnover of pro-
teins have been introduced in Chapter 10, and many
details have been presented in other chapters.  How-
ever, as we complete our discussion of protein synthe-
sis, it is appropriate to discuss processing further.  As

BOX 29-E  PRIONS AND AMYLOID DISEASES (continued)
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proteins tubulin.521– 523  Accumulating α and β tubulin
subunits act in a feedback loop to induce the degrada-
tion of their mRNA.  They do this by binding to the
N-terminal sequence MREI of β tubulin as it is emerg-
ing from ribosomes.  This binding allosterically acti-
vates an endonuclease that cuts the polysome-bound
mRNA.  A similar mechanism for tubulin mRNA may
involve the MREC N-terminal sequence of that protein.

An unexpected finding was that phosphati-
dylserine synthase of E. coli is tightly bound to ribo-
somes.524  This enzyme, which incorporates serine into
phospholipids according to step h of Fig. 21-4, is re-
sponsible for synthesis of the principal membrane
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polypeptide chains leave the ribosomes via the exit
channels, they may follow several different paths.
They may enter the cytosol and fold quickly into a
compact form.  This may require only a few seconds,
whereas the translation process in the ribosome may
take many seconds.  The folding will therefore be
cotranslational.525  Depending upon the N-terminal
signal peptide the protein may later unfold and pass
through a membrane pore or translocon into the
endoplasmic reticulum (ER), a mitochondrion, chloro-
plast, or peroxisome.  Wherever it is, it will be crowded
together with thousands of other proteins.  It will
interact with many of these, and evolution will have
enabled some of these to become chaperones (dis-
cussed in Chapter 10).526

A single rapidly growing cell of E. coli may contain
~ 2.3 x 106 soluble polypeptide chains of ~ 2600 differ-
ent types with an average length of ~ 317 residues and
average mass of ~ 35 kDa.527  These are chaperoned in
a variety of ways,528,529 not only in the cytoplasm but
in the periplasm (see p. 364).530,531  The three chaper-
ones trigger factor (TF), DnaK, and GroEL partici-
pate in folding newly formed proteins.525a,b  TF is a
prolyl-cis– trans isomerase (Box 9-F), which associates
with the large ribosomal subunit with a 1:1 stoichi-
ometry.525b–d  DnaK and related chaperones hold and
protect newly formed polypeptides in extended con-
formations, while the GroES-GroEL chaperonins assist
folding within their internal cavities (Box 7-A).525b,e–g

Prefoldin, a 90-kDa complex,525b has a special func-
tion in chaperoning microtubule subunits.  A Type II
chaperonin also assists the folding of actin and
tubulin.525h  Chaperones assist not only in the folding
of proteins but also in translocation into the ER (e.g.,
by the Hsp 70 homolog BiP), and into mitochondria
and other organelles.532,533 Co-chaperones are addi-
tional proteins that act as selective agents to direct
proteins to a particular chaperone.  For example, the
DnaJ protein is a scanning factor for the Hsp 70 chap-
erone DnaK.  As is described on p. 518, it catalyzes
ATP-dependent association of a substrate with the
binding cavity of DnaK.533  A chaperone whose func-
tion has long remained elusive is an abundant secreted
glycoprotein known as clusterin.534  It seems to have
a protective function in protection against stress.

How are the possible choices for newly formed
proteins made?  Much seems to depend upon the
amino acid sequences at the ends of the polypeptide
chains.  As they emerge from a ribosome, some N-
terminal signal sequences bind to recognition proteins.
One such protein labels the ends of proteins destined
for secretion into the vesicles of the ER.  This protein
ensures that the protein end binds to the signal rec-
ognition particle (SRP), enters a translocon pore, and
undergoes cotranslational passage into the periplasmic
space in bacteria or the ER in eukaryotes.  Cotransla-
tional modification reactions also occur both in the

cytosol and in the ER vesicles.  These too influence
the choice of destinations as do additional signal
sequences in the polypeptide chains.  Proteins may
be directed to the various organelles, to residence in
membranes,535 or to secretion into the external medium.
It was somewhat surprising to discover that under
some circumstances most newly synthesized proteins
are degraded in proteasomes.536  Cotranslational deg-
radation of proteins with imperfect ends may account
for some of this.537– 539  In addition, imperfect proteins
that are retained in the ER may be sent back into the
cytoplasm for degradation in proteasomes.540

1. Cotranslational and Posttranslational
Processing

The modifications that lead to the presence of
fully functional proteins in their proper locations be-
gin while peptide chains are still emerging from the
ribosomes.541  In bacteria and in eukaryotic organelles
the first of these modifications is hydrolytic removal
of the N-formyl group by an Fe2+-dependent defor-
mylase leaving the N-terminal methionine.542–543

Deformylases are present in eukaryotes as well as
in bacteria, making the deformylase a less attractive
target for  antibiotic design than has sometimes been
proposed.544,544a  When the chain is only 20 – 30 resi-
dues long, the terminal methionine that remains
after deformylation may be removed by a ribosome-
associated methionine aminopeptidase.545  The me-
thionine is usually removed if followed by P, G, A, S,
or T and is retained if followed by K, R, L, I, F, or N.
With other amino acids removal is variable.546  A
ribosome-bound N-acetyltransferase may acetylate the
N terminus either before or after removal of Met.547

Approximate rules for eukaryotic cells are541:

N-terminal D, E, N Acetylation without removal of Met

N-terminal P, V, C Removal of Met; no acetylation

N-terminal G, A, S, T Removal of Met followed by
acetylation

Other N termini No modification

An example is provided by actin, which contains
acetyl-Met-Asp, acetyl-Met-Gln or acetyl-Met-Cys-Asp
at the N terminus immediately after synthesis.  Then,
within ~ 15 min the acetyl-Met is cleaved off, and the
next terminal residue is acetylated.548 N-Acylation of
nascent peptides by fatty acyl groups can also occur
cotranslationally.  For example, 14-carbon myristoyl
groups are added in amide linkage to the N-terminal
glycines of many cellular and virally encoded pro-
teins.535,549,550  This may take place on the ribosomes,551
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but it is often not clear whether the modification is
cotranslational or posttranslational.  The same may
be said of many other “posttranslational” alterations,
many of which may begin on a nascent polypeptide
chain.  Fatty acyl groups (mainly palmitoyl) may form
thioester linkages with cysteine side chains.552  This
often occurs near the C terminus (see p. 559).  Other C-
terminal modifications include prenylation (p. 559)553

and attachment to diacylglycerols via thioester link-
ages to cysteine (pp. 402, 428)553a or to glycosylphos-
phatidylinositol glycan anchors (Fig. 8-13; Eq. 20-23).

The addition of an N-terminal myristoyl group
to a protein causes a relatively permanent alteration
as does methylation of histidine, lysine, or arginine
side chains.554,555  So do hydroxylation, vitamin K-
dependent carboxylation (Eq. 15-55), and many other
alterations.  In contrast, glycosylation, phosphory-
lation, and sulfation produce reversible alterations.
Sometimes, as in the conversion of proenzymes to
active enzymes, a modification step is used to gener-
ate a catalytic activity.  In other instances, as in the
processing of glycoproteins in the Golgi, the major
function of the modification reaction seems to be
one of directing a protein to the correct intracellular
location.

2.  Forming Functional Proteins

 Proenzymes and other precursor proteins are
often almost totally inactive until they are activated by
some alteration that occurs when they reach their
destination in a cell or in the body.  Cleavage of the
polypeptide chains of proenzymes, covalent attach-
ment of coenzymes,556,557 oxidation (Eq. 16-57) or
halogenation (Eq. 25-6) of tyrosine or tryptophan558

side chains, and oxidation of cysteine in the sequence
CTPSR to formylglycine (in sulfatase formation; Eq.
12-44)559 are only a few of many modifications needed
to form functional proteins.  Sometimes, as in activa-
tion of chymotrypsinogen, a single simple modification
creates the active protein.  In other cases modification
may be quite complex.  For example, although many
polypeptide antibiotics are formed by nonribosomal
synthesis (Box 29-C), some are created on ribosomes
and may require extensive subsequent alteration.  An
example is microcin, a 69-residue peptide antibiotic
formed by some strains of E. coli.  Eight Gly-Cys and
Gly-Ser pairs in a pre-microcin chain are cyclized to
thiazole and oxazole rings.  Then the 69-residue antibi-
otic is cut out from the precursor and secreted into the
medium.560,561  The 22-residue antibiotic epidermin is
one of a family of lantibiotics that contain lanthionine
as a characteristic component.  Biosynthesis involves
dehydration of serine and threonine residues, sulfide
(thioether) bridge formation, oxidative decarboxyla-
tion, and removal of a leader peptide.562

3.  Translocation through Membranes

The processes by which proteins are selected for
secretion into the periplasmic space of bacteria or into
the vesicles of the endoplasmic reticulum of eukary-
otic cells are similar and have been discussed in Chap-
ter 10 (pp. 519 – 521).  However, some details are still
being worked out.  The first step in translocation is
binding of the N terminus of a protein that is emerg-
ing from a ribosome to the signal recognition parti-
cle.563,564  The core of this particle has a universally
conserved structure consisting of two proteins and an
RNA molecule.565– 571b

Bacteria Eukaryotes

4.5S RNA (~114 nt) 7S RNA (~295 nt)
Protein Ffh Protein SRP54
Protein Ftsy (SRP receptor)572 Protein SRα

All of these proteins are GTPases, and in eukary-
otes SRα is associated with a third protein SRβ, which
is also a GTPase.573  Either protein Ffh or SRP54 recog-
nizes the N terminus of the protein that is to be trans-
located, chaperoning it to the receptor Ftsy574 or SRα,
where it may be anchored to the translocating pore
(translocon).  Hydrolysis of GTP by both proteins
accompanies the recognition process.  The eukaryotic
SRP is more complex, containing six proteins and a
larger RNA than in bacteria.568,575–576  One domain of
the 7S RNA is homologous to the bacterial 4.5S RNA,
while an additional domain is closely related in its
sequence to that of the highly repetitive Alu sequences
in DNA (Fig. 27-9).  However, the significance of this
similarity is unclear.

In eukaryotic cells binding of SRP54 induces a
transient retardation of translocation, an elongation
arrest, while the SRP complex binds to its receptor
SRα.  This 70-kDa peripheral membrane protein is
tightly associated with the 30-kDa integral membrane
protein SRβ.  Binding to this receptor leads the nascent
polypeptide chain from the ribosome directly into the
Sec61 translocon,33f,576a which consists of α, β, and γ
subunits and a central aqueous pore.  The ribosome
apparently also becomes bonded firmly to the translo-
con until synthesis of the polypeptide chain has been
completed.573,577,578  The translocon complex also
contains additional components563,577,579 including the
leader peptidase (signal peptidase, p. 620)563,580–582a

and the oligosaccharyltransferase of ER membranes
(Eq. 20-21).563,583  The latter transfers an oligosaccha-
ride from a lipid carrier onto certain asparagine side
chains of polypeptides entering the ER.  This and other
glycosylation reactions help to keep the polypeptide
moving to its correct destination, whether it be in
some membrane surface, a lysosome or other organ-
elle, or a secretion vesicle (Chapter 20).  Furthermore,

 chapter 29 rebuild2 2/14/03, 2:28 PM1722



1723

some proteins are translocated by a mechanism that
doesn’t depend upon SRP but utilizes a different com-
plex, which consists in yeast of proteins Sec62, Sec63,
Sec71, Sec72, and Kar2 (the chaperone BiP present in
the ER lumen).577

Translocation of most bacterial proteins occurs
posttranslationally rather than cotranslationally.584

After recognition by SRP the polypeptide chains are
transferred to chaperone complexes.585  Some proteins
are escorted to the folding compartment of the GroEL-
GroES chaperonin (Box 7-A).  Those that are to be
secreted are often chaperoned by the protein SecB.586

Genetic analysis shows that for E. coli the secretion
of many proteins requires the products of genes secA,
secB, secD, secE, secF, secG, and secY.  Gene secA encodes
a 92-kDa cytoplasmic ATPase protein (SecA), SecB is a
64-kDa homotetramic chaperone that prevents folding
of preproteins prior to export, and SecY is a 42-kDa
integral membrane protein.587,588

A complex of the three transmembrane proteins
SecYEG forms the translocation channel in E. coli
membranes. SecY and SecE are essential components
in most bacteria and are homologous to components
of the eukaryotic Sec61p translocon complex.589  From
their sequences SecY, SecE, and SecG are predicted to
have ten, three, and two transmembrane sequences,
respectively.  Additional accessory proteins in the
complex are designated SecD, SecF, and yajC.  Their
functions are uncertain, and they are not essential for
transport.  The driving force for translocation is pro-
vided by the peripheral ATPase Sec A.588,590  For many
proteins the signal sequence, which is usually posi-
tively charged, stays on the negatively charged cyto-
plasmic surface of the membrane, while SecA in an
ATP-dependent process pushes a loop of protein
through the membrane.  Hydrolysis of a second ATP
molecule seems to be required to release SecA, allow-
ing it to reload with ATP and to assist the next 20–30
residue polypeptide sequence to be translocated.591,592

Surprisingly, SecA is also an ATP-dependent RNA
helicase.590  The significance of its apparent ability
to translocate along either an RNA or a polypeptide
chain is unclear.  The protonmotive force provided by
the membrane potential is another important factor
in the translocation of many proteins.591,593– 596  Yet
another factor is the lipid composition of the mem-
brane.  Non-bilayer lipids seem to be required for
efficient transport.597

As is mentioned in Chapter 10, bacteria have
additional mechanisms of polypeptide transport.  A
recently recognized Sec-independent pathway is used
by E. coli and many other bacteria to secrete proteins
that contain the twin-arginine motif RRXφφ, where φ is
a hydrophobic amino acid, in their N-terminal signal
sequences.  Proteins encoded by genes tatABC are
required by this Tat pathway.594,598,599  Related path-
ways have been identified both in mitochondria and

in chloroplasts.  Small peptides may pass out of the
periplasmic space through the porins in the outer
membrane of gram-negative bacteria.  However, larger
proteins require conduit molecules such as the TolC
channel-tunnel, which directly connects an inner
membrane translocon with a channel in the outer
membrane of E. coli cells.600,601

Eukaryotic cells also have additional transport
mechanisms.  One of these is an ABC transporter (p.
417) known as the transporter associated with
antigen processing (TAP).  It carries small polypep-
tides generated by proteasomes from the cytosol into
the ER for export and binding to MHC Class I mole-
cules and subsequent presentation to the immune
system (Fig. 31-15).540,602

4.  Translocation into Organelles

Most of the proteins of mitochondria are encoded
in nuclear DNA and are synthesized on cytoplasmic
ribosomes.  Mitochondria do not utilize proteins ho-
mologous to those of the bacterial Sec system but have
their own set of transport proteins.603–605  These proteins,
which include an outer membrane complex (Tom) and
an inner membrane complex (Tim), are discussed in
Chapter 18 (see Fig. 18-4).  Perhaps these specialized
mitochondrial proteins are needed because transport
into the mitochondrial matrix is in an opposite direction
to the transport out through bacterial membranes.

The transport of proteins into chloroplasts also oc-
curs by more than one mechanism.  An SRP-dependent
pathway may be needed only for insertion of proteins
into membranes.594  Other proteins, among which are
the 23-kDa and 16-kDa photosystem II proteins (Chapter
23), enter by a pathway related to the Tat pathway of
bacteria.  In thylakoids this pathway is directly depen-
dent upon the large pH difference (∆ pH) across the
thylakoid membrane.  In contrast to the bacterial Sec
pathway, the ∆ pH pathway seems to be able to trans-
port completely folded proteins.

Proteins destined for peroxisomes have their own
targeting signals.  One of these (PTS1) is the sequence
SKL at the C terminus.  A second signal ( PTS2) is
an N-terminal nonapeptide (R / K)(L / V/ I) X5(H /Q)
(L /A).606,607

5.  Membrane Proteins

Some proteins enter membranes immediately after
synthesis.  The translocon channel is not required.  How-
ever, in E. coli an additional protein YidC is needed.603

Homologs of this protein are found in  mitochondria
(Oxa1 protein) and in thylakoid membranes of chloro-
plasts (Alb3 protein).608  These proteins may function
in cotranslational insertion.  If a protein carries a

D.  Processing, Secretion, and Turnover of Proteins
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positively charged N-terminal region, it will tend to
stick to the negatively charged cytoplasmic surface of
a cell membrane.  This “positive inside” rule (p. 401)609

is strong for bacterial proteins but somewhat weaker
for eukaryotic cells.  A second topological rule is that
hydrophobic segments of proteins will be attracted
to membrane surfaces and can enter the membrane
(perhaps via translocon pores) as loops (Fig. 29-18).596

Passage of the loop out through the membrane will be
facilitated if negatively charged groups are present in
the loop and are acted upon by the membrane poten-
tial (pp. 401,402).595,610,611  If the entire polypeptide
chain follows the loop out through the membrane, the
protein will be anchored to the inside of the cell mem-
brane with its C terminus outside.  On the other hand,
if the C terminus also has a positively charged cluster
nearby, a membrane associated leader peptidase
(or signal peptidase) may cut the loop past the signal
sequence on the outside of the membrane leaving the
bulk of the protein with its N terminus outside (Fig.
29-18B).  How are polytopic integral membrane pro-
teins with multiple cytoplasmic and external loops
formed?  Hydrophobic signal sequences are not al-
ways at the N terminus of a polypeptide chain.  Suit-
able internal signal sequences may be found in the
sequences that form the transmembrane helices, e.g.,
those present in the many 7-helix receptors found in
a membrane.  This suggests the possibility that suc-
cessive loops may be translocated.  If the N termi-
nus  is allowed to pass through a translocon in one
of the steps, the topology of Fig. 11-6 or of Fig. 23-41
will result.611

Genetic methods have also been applied to study
the insertion of coat subunits of phage M13 into the
plasma membrane of E. coli.612– 614  The subunits are
stored in the plasma membrane waiting to form a
cylindrical shell about a viral DNA molecule as it is

extruded from the bacterium.612  The rod-like subunits
(Fig. 7-7) have their N termini in the periplasmic space
and their C termini in the cytoplasm.  Each end carries
a cluster of electrically charged residues, mostly nega-
tive at the N terminus and positive at the C terminus.
Insertion into the membrane occurs only if the mem-
brane has its normal membrane potential with a posi-
tive external surface charge and a negative internal
charge, complementary to the charges on the coat sub-
unit.  Insertion does not occur unless the leader pep-
tide with its positively charged N-terminal cluster and
the C-terminal positive cluster are both present.610,615

This suggests insertion by the loop mechanism of Fig.
29-18A.   Genetic studies of the E. coli leader peptidase
revealed that this protein also has an internal signal
sequence, which becomes inserted into the membrane
and which is not cleaved.612,616,617  The final orientation
of the mature enzyme is indicated in Fig. 29-18C.

Targeting of proteins to specialized domains of a
membrane are less well understood.  These include
caveolae and lipid rafts, domains that are high in
cholesterol and sphingolipids and which function in
endocytosis and in cell signaling.  A recent proposal
is that proteins with hydrophobic surfaces needed in
these domains become coated with a lipid “shell”
before entering the membrane.617a

6.  Secretion of Proteins

Cells continuously secrete materials via small
cytoplasmic vesicles, which in eukaryotes arise largely
from the Golgi apparatus (pp. 425 – 427; Fig. 20-8).  The
vesicles of this constitutive pathway may have diam-
eters of ~50 nm.  They carry phospholipids, proteins,
and other constituents for incorporation into the plas-
ma membrane of the cell.618,619  In addition, there are

Figure 29-18  (A)  Proposed mechanism for
insertion of a loop of polypeptide chain through
a translocon pore in a membrane with the posi-
tively charged N terminus anchored to the
negatively charged inner membrane surface.
(B)  Cleavage of a polypeptide loop formed as in
(A) by a leader peptidase to give a polypeptide
chain anchored by a positively charged cluster
near its C terminus.  (C)  Membrane topology of
the E. coli leader peptidase.  The active site is in
the periplasmic domain.  See Tschantz et al.580
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Many techniques including ultracentrifugation,
chemical crosslinking, and X-ray crystallography
are used to identify interactions between proteins.
However, for study of the entire proteome new
approaches are needed.  One new technique that
has already been widely applied is the yeast two-
hybrid system.a– f  In its original forma,b a transcrip-
tional activator is utilized together with a reporter
gene, e.g., a fused GAL1– lac2 gene that when tran-
scribed yields β-galactosidase.  This enzyme then
cleaves a chromogenic substrate (see p. 1494) to
give a blue color.  The 881-residue transcription
factor GAL4 (p. 1630) is often used in two-hybrid
systems.  It binds upstream of the TATA sequence in
the promoter regions of genes that code for enzymes
of galactose catabolism.  The N-terminal DNA-
binding domain of GAL4 binds to a specific 17-bp
palindromic sequence in the DNA, while the acidic
C-terminal activation domain activates transcrip-
tion by interacting with the RNA polymerase com-
plex bound to the promoter (see figure).  The GAL4
activator seems to be quite flexible and is able to
activate transcription, even if the distance from its
binding site on DNA to the transcription initiation
site is varied considerably.  The two-hybrid system
was constructed by cloning separately the pieces of
DNA that code for residues 1–147
of the DNA-binding domain of the
GAL4 protein (DBD in the figure) and
for residues 768 – 881 of the activation
domain (AD).  The intervening nu-
cleotides coding for the remaining 620
residues of GAL4 are discarded.  The
two-hybrid system tests whether a
protein X, sometimes called the bait,
binds or otherwise interacts strongly
with another protein (Y, often called
the prey) or with a series of other
proteins (Y1, Y2

. . . Yn).  To carry out
the test the gene for protein X is fused
with that for the DNA-binding do-
main of GAL4.  When expressed in
a living yeast cell the hybrid protein
DBD– X will be formed.  The gene
fusion must be in-frame to ensure
a correct structure for the X portion.
Likewise, genes for protein Y, or for a
series Y1, Y2

. . . Yn, are fused in-frame
to the gene fragment carrying the
GAL4 activation domain.  Y– AD
hybrids will be formed.  The test is
made using a strain of yeast in which
the GAL4 gene has been replaced

BOX 29-F THE YEAST TWO-HYBRID SYSTEM FOR IDENTIFYING PROTEIN–PROTEIN
INTERACTIONS

with a hybrid GAL1– lacZ reporter gene.  If both
DBD– X and Y– AD are present, and if they interact
strongly (bind tightly), transcription of the reporter
gene will be activated, and a blue colony will grow
from the yeast cell.  It is useful to create the hybrids
with protein X, or proteins X1 X2

 . . . (the baits) in a
haploid strain of one of the two yeast mating types
MATa or MATα (pp. 20, 1574) and the proteins Y
(the prey) in a strain of the other mating type.  Mat-
ing of the two strains will produce diploid cells that
express both the DBD – X and Y– AD hybrids.

Many variants of the two-hybrid system have
been devised.d For example, a green fluorescent
protein reporter can be used.g  Because significant
biological protein–protein interactions often require
that three or more proteins interact,d hybrid systems
involving more than two proteins have been devel-
oped.  Two-hybrid systems for bacteria have also
been devised.h  A virtue of the two-hybrid methods
is that they work with undenatured, if not totally
natural, proteins.  This is in contrast to widely used
methods that involve separation of denatured pro-
teins on gels or columns.

The most popular two-hybrid systems utilize
microarrays.d,f  In the simplest approach hybrid
DBD– X is tested against a library of Y– ADs

TATA Promoter5’
17 bp ~ –30

Reporter gene

Transcription
RNAP

AD

DBD

621 residues
discarded C-Terminal

activation
domain

N-Terminal
DNA-binding

domain

GAL4 protein

RNA polymerase
complex

TATA Promoter5’ Reporter gene

Transcription
RNAP

AD

DBD

X

Y Fused protein(s) Y–ADFused
DBD–X
protein

Top:  The yeast GAL4 protein interacts with the RNA polymerase
complex to activate transcription of a suitable reporter gene.  Bottom:
Two hybrid proteins, one containing the DNA-binding domain of
GAL4, fused to protein X and the other containing protein Y fused to
the activation domain of GAL4, are present in a cell.  If X and Y bind
strongly to each other, activation domain AD will be held close to the
RNA polymerase and will activate transcription.

D.  Processing, Secretion, and Turnover of Proteins
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BOX 29-F THE YEAST TWO-HYBRID SYSTEM FOR IDENTIFYING PROTEIN–PROTEIN
INTERACTIONS (continued)

prepared by random cleavage of DNA of known
sequence.  For example, the entire genome of the
gastric pathogenic bacterium Helicobacter pylori was
cut into ~ 1000 nucleotide pieces.  These were cloned
into plasmids in E. coli, then into yeast.  Over 10
million E. coli clones provided a final two million
independent yeast colonies, which carried the Y–
ADs (prey).  The genomic DNA fragments were also
used to prepare 285 DBD – X (baits) from 261 genes.
In a series of two-hybrid screening tests more than
1200 different protein–protein interactions connect-
ing 47% of the proteome were detected.i

The complete yeast (S. cerevisiae) has been
probed using at least two large-scale two-hybrid
investigations.  Uetz et al.j generated a large set of
~ 6000 genetically engineered yeast colonies, each
one expressing just one of the possible Y– AD hybrid
proteins (prey) derived from the ~ 6000 gene prod-
ucts identified in the yeast genome.  These strains
were distributed into microtiter plates and were
individually crossed with 192 strains of yeast, each
of which expressed a single BDB – X hybrid.  This
simple automated array screening identified 281
interacting pairs.  In a second approach, the cells
producing the Y– AD prey hybrids were mixed to
give a single library.  This was then screened against
nearly all of the possible DBD – X hybrids in a large-
scale automated procedure.  The two approaches
together detected 957 probable interactions involv-
ing 1004 different proteins.j  In an independent
study, using similar approaches but different clon-
ing vehicles, Ito et al.k,l identified 4549 two-hybrid
interactions among 3278 proteins.  Of these 841
interactions were judged to be most relevant (core).
Surprisingly, only 135 were identical to those found
by Uetz et al.  The significance and possible reasons
for this disparity have been discussed.f,j,l

Interpretation of results of these studies is still
difficult.  Results of two-hybrid methods become
more useful if they can be coordinated with other
approaches.  For example, computational methods
can predict interactions from genome sequences
alone.m,n,o  More than 45,000 interactions have been
predicted among yeast proteins.m  Reliable identifi-
cation of such motifs as DNA-binding domains and
Ca2+- binding domains can complement two-hybrid
analysis.n  The yeast genome is predicted to contain
162 coiled-coil sequences and at least 213 unique
interactions between them.o  Examination of se-
quences of protein families in the Protein Data Bank
(PDB) led to prediction of 8151 interactions of 664
types between protein families in yeast.p

Improved experimental procedures of other
types can also complement two-hybrid methods.
Among these are formaldehyde crosslinking with
immunoprecipitation,q methods that couple mass
spectrometry and crosslinking,r and detection of
intermolecular nuclear Overhauser enhancements
in protein – protein complexes.s  Phage display meth-
ods (see Fig. 3-16) have been developed as another
method of detecting protein–protein interactionse as
has fluorescence resonance energy transfer (FRET;
p. 1291).d  Evanescent wave methods, e.g., surface
plasmon resonance (Box 3-F) are increasingly being
used to quantify protein – protein interactions.  These
may be combined with single-hybrid methods in
inexpensive and rapid micro-devices.d

a  Fields, S., and Song, O.-K. (1989) Nature (London) 340, 245 – 246
b Chien, C.-t, Bartel, P. L., Sternglanz, R., and Fields, S. (1991)
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d Mendelsohn, A. R., and Brent, R. (1999) Science 284, 1948– 1950
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regulated pathways for storage and release by exo-
cytosis of hormones, neuropeptides, and neurotrans-
mitters.  The last are secreted from both small (~ 50 nm
diam.) synaptic vesicles and larger dense core vesi-
cles (>100 nm diam.),620,621 which are discussed in
Chapter 30, Section B,8.  In every case specialized pro-
teins (discussed on pp. 427 and 521 and in Chapters 20
and 30) are involved.622– 624

7.  Protein Folding

Before a protein can function its polypeptide chain
must fold into its own native tertiary structure.624a

This folding is influenced by many surrounding pro-
teins, by the state of glycosylation of side chains,625

and by other posttranslational modifications, by the
presence of cis amide linkages in unfolded or folded
forms (pp. 82, 83; Box 9-F),626 and by possibility for
formation of disulfide bridges (pp. 521, 522).626a–628

The prediction of the folding pattern of proteins from
the amino acid sequence remains a major goal of
protein chemistry.  In principle, a protein fold can be
predicted from the DNA sequence of the genes, with
proper allowance for effects of posttranscriptional
modification.  This goal once seemed intractable, but
two things have provided new hope.  (1) The speed
and power of computers is still increasing.  This not
only has allowed more rapid calculations but also has
led to improvement in experimental methods.  (2)
Methods for studying folding, which include mass
spectroscopy,629 NMR spectroscopy,630– 633 and optical
methods,634,635 have become more rapid and more
sensitive.636  As a consequence, we have an abundance
of new data.

Anfinsen, in 1963, proposed that the three-
dimensional structure of a protein is in its lowest
Gibbs energy state when present in its natural envi-
ronment.637,638  However, there is a problem with this
suggestion (the “Levinthal paradox”; p. 82).  Even if
a polypeptide chain occupies only two of the lowest
energy regions of the Ramachandran diagram (Fig.
2-9), a 100-residue protein would have ~1030 possible
conformations.  If a folding protein checked all of
these conformations at a realistic rate of ~1011 s–1, it
would take ~1011 years to fold.  Furthermore, in a test
tube of protein, which would contain at most 1018

molecules, each of the molecules would probably have
a different conformation.639  In fact, most proteins fold
reliably to the same final structure in less than a sec-
ond, and some in a millisecond.639– 643  It is also true
that proteins, under altered solvent conditions, can
misfold into totally “incorrect” structures.644  Most can
assume an amyloid structure under some conditions
(Box 29-E).  One clear conclusion is that folding is not
totally random but follows a folding pathway, which
is dictated by the sequence.  Nevertheless, experimental

data indicate that there is an ensemble of related struc-
tures at each stage of folding.631

We cannot answer the question posed by Anfin-
sen’s hypothesis.  Does the native state have a mini-
mum value of the Gibbs energy?  Nevertheless, it is
observed that proteins usually behave as if folded,
unfolded forms are in a true thermodynamic equilibri-
um, and that this equilibrium is attained rapidly.  The
difference ∆G between a folded and a denatured pro-
tein is only 21– 63 kJ mol–1, which shows that folded
proteins are only marginally more stable than are
unfolded polypeptide chains.645  The value of ∆G of
unfolding as a function of temperature T is given by
Eq. 29-13, where ∆H(T) and ∆Cp are the changes in
enthalpy and heat capacity upon unfolding.645,646

∆G ( T ) = ∆Hm (1–T/Tm) – ∆Cp [( Tm–T ) – T ln( T/Tm)]

∆Hm is the enthalpy change at Tm, the midpoint of the
thermal unfolding curve (the “melting” temperature).
The temperature of maximum stability Ts occurs when
∆S= 0 (Eq. 29-14).  Ts is usually between –10°C and

Ts = Tm exp(–∆Hm/ [Tm∆Cp] )

35°C.  For staphylococcal nuclease (Fig. 12-29) Ts =
18°C and Tm = –19°C and +57°C, i.e., the protein is
denatured by either cooling below 18°C or heating above
57°C, a behavior that is common for many proteins.
Cold denaturation is observed whenever the unfolded
state has a higher heat capacity than does the folded
state.647

Can we predict the Gibbs energy of unfolding
from the protein sequence?  To do this it is necessary to
utilize experimental data on known proteins to obtain
a series of terms (Eq. 29-15)  that can be summed to
give the ∆G°u, the standard Gibbs energy of unfolding.

∆G°u = ∆G°charge + ∆G°hyd + ∆G°conf + ∆G°vW + ∆G°Hbond

The terms refer to summations of all of the charge–

charge, hydrophobic, configurational, van der Waals,
and hydrogen-bonding interactions between both
main-chain and side-chain atoms.638,646,648  Such com-
putations are formidable and are uncertain, especially
for electrostatic (charge–charge and hydrogen-bonding)
interactions.649–652  Both the folded and denatured state
must be considered,653 as must the heat capacities654 and
configurational entropies.655

While we tend to think of proteins as having
fixed structures, conformational changes are basic to
life.  Many proteins are very flexible and in part disor-
dered.655a  At the same time proteins can be misfolded
leading to amyloid formation (Box 29-E) and to other
diseases.655b–e

D.  Processing, Secretion, and Turnover of Proteins

(29-15)

(29-14)

(29-13)
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8. Completing the Cycle: Proteolytic
Degradation of Proteins

Like all other body constituents proteins must
undergo breakdown as well as synthesis.  Regular
turnover of all proteins is essential, and defects in
the process may lead to amyloid deposits (Box 29-E).
Turnover and degradation of proteins depends upon
a variety of proteases, many of which are discussed in
Chapter 12, Section C.  Because of the changing needs
of body cells, specific proteins turn over at widely
varying rates.  Some enzymes, hormones, and regula-
tory proteins have half-lives of only a few minutes
while others may function for months or years.  How
can the regulation of the breakdown of thousands of
different proteins be controlled? The answer seems to
lie in the amino acid sequence.  Just as the sequence
determines the location that a protein occupies in the
cell and its folding pattern, it also determines the
turnover rate.

Much of the breakdown takes place in the cytosol
in proteasomes (Box 7-A) and is controlled by the
ubiquitin system (Box 10-C), which selects the proteins
for degradation; control of the system is quite com-
plex.656–661  One aspect depends upon the N-terminal
amino acid of the substrate protein.  Defective proteins
often have N-terminal destabilizing amino acids such
as phenylalanine, leucine, aspartic acid, lysine, and
arginine (p. 527).  If an internal lysine is also present,
the protein may be conjugated with ubiquitin and
degraded rapidly.  Many metabolic processes, such
as the cell cycle (Fig. 11-15), are controlled by protein
degradation.538,662  In some cases an arginine residue
is transferred onto the N terminus of a protein by an
arginyl-tRNA protein transferase.  This creates a
better substrate for ubiquitination and rapid degrada-
tion.280,663  In other cases proteolytic cleavage uncovers
an arginine or other destabilizing residue and speeds
hydrolysis.538  While ubiquitination often initiates the
degradation of proteins, it also helps to direct proteins
to specific locations within a cell.663a  Rapid degrada-
tion of a ubiquitinated protein may require hydrolytic
deubiquitination by a metalloprotease, which is a
subunit of the 26S proteasome lid (Box 7-A).  This
allows the ubiquitin to be recycled and also directs the
deubiquitinated protein into the proteasome.663b

As mentioned on p. 1854, an important function of
proteasomes is formation of short antigenic peptides
for use by the immune system.664  Inhibition of protea-
some activity reduces or prevents antigen presentation
(Chapter 31).665,666  In this immune surveillance system
mature proteins of host cells are cut up and checked
for self-identity.  The checking also includes the rapid-
ly degraded imperfect proteins and foreign proteins
from invading organisms or viruses.667,667a

Lysosomes, which contain more than 50 proteases,
lipases, glycosidases, and other hydrolases, also play a

major role in protein degradation.668  Their importance
is emphasized by the range of lysosomal deficiency
diseases (Table 20-1).668  Lysosomes also function in
the process of autophagy, by which cells can sacrifice
a whole section, organelles and all, by walling off a
large vesicle or autophagosome and fusing it with a
lysosome.669  In such a way a tadpole can resorb its tail
while becoming a frog.  We have now come full circle:
our proteins have been converted back to the amino
acids and other small molecules derived from them.
The amino acids can be reutilized or can be catabo-
lized, depending upon the needs of the organism.

E.  Proteomics

The vast amount of data on protein structures
and improved methods of predicting structures670–672

have led to development of new areas of science vari-
ously designated as genomics, proteomics, transcrip-
tomics,673,674 and bioinformatics.675–677  These fields
encompass all of the methods for sequence determina-
tion, observation of gene expression, protein synthesis
by cells, and mathematical analysis of resulting data.
Proteomics includes new approaches to polypeptide
separation678 and identification,678,679 sequencing at
the attomole level,680–681 and comparison of sequences
between species.682–684  Protein separation by liquid
chromatography,685 capillary electrophoresis,686 or
two-dimensional gel electrophoresis 687,688 can be fol-
lowed by mass spectrometry of intact proteins or of
proteolytic fragments.689,690  Microarrays on proteome
chips can be used to observe production of thousands
of proteins simultaneously.691–694  Structural genomics
centers have been established for rapid determination
of protein structures using NMR695,696 and X-ray meth-
ods.697–699  If each center determines 200 or more struc-
tures per year there will soon be 16,000 new structures,
enough to allow us to predict much about all the rest.699

Then we can study all the important remaining details
for millions and millions of proteins.

Current efforts to understand the structures, con-
formational movements, and functions of these mole-
cules range from the classification of nearly 10,000
different protein folds700 to investigation of the dynam-
ics of single protein molecules.701  Well known motifs
such as β sheets and α helices are studied with the
goal of more accurate predictions of structure and bet-
ter understanding of interactions between proteins in
solution and in membranes.  For example, one natural
topology is the β barrel, which may contain 8 to 22
strands (e.g., see Fig. 8-20).  These cylindrical proteins
are abundant in outer membranes of gram-negative
bacteria.702– 704  The partial electrical changes at the
edges of the β sheets (see Fig. 2-11,B) may interact to
help stabilize the barrels.  In contrast, soluble β barrel-
containing proteins are designed to avoid edge-to-
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edge interactions, which could cause aggregation of
the proteins.704  A recently discovered membrane-
protein motif is an α barrel, which is composed of
12 α helices stacked side-by-side with side-chain
groups fitting together in a knobs-in-holes fashion.705

An example is the TolC protein of E. coli.  A trimer of
428-residue subunits forms a long cylinder, which is a
12-stranded β barrel at one end and an α barrel at the
other.705  More common are transmembrane α helices,
many of which are present in 7-helix receptors (e.g.,
Fig. 11-6).  Relatively accurate prediction methods are
now available for these structures,706,707 but there are
still uncertainties about mechanisms of transmission of
signals across the membranes.

Predictions of structures of more complex proteins
from their amino acid sequences presents a major chal-
lenge.708  Assignment of domains within the protein is
a first step.709– 712  Regions of probable helix or β-strand
structure can be recognized but it is difficult to predict
the exact lengths of the helices and the structures of

connecting loops and strands.  These depend upon
many factors including the possible formation of ion
pairs713 and of locks at the ends of strands created by
van der Waals interactions.714  There are also circular
proteins.715  Composite structures such as those of
silks (Box 2-B) have surprising properties.  Both silk-
worm,716,717 and spider silks718,719 undergo marked
changes in properties upon spinning of the random
coil forms of the proteins found in silk glands into the
drawn fibers.

Whether we discuss silk, proteins embedded in
membranes, or soluble complexes of cytosolic pro-
teins, we must ask questions about interactions.  A first
step is to identify interactions720– 730 among proteins
either in vitro or in living cells.731  Proteomic methods,
which include the yeast two-hybrid method (Box 29-
F), are widely used for this purpose.  It is possible to
identify large sets of interacting proteins, to identify
disease states, to observe effects of drugs, and to com-
pare metabolism among species.
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Study Questions

6. How can a DNA enhancer sequence located as
many as several thousand base pairs from a gene
transcription start site influence transcription even
if its orientation is reversed?

7. Some eukaryotic DNA viruses code for two or
more mRNA transcripts of differing lengths from
the same region on the DNA.  Suggest an explana-
tion.  How do you expect the two translation
products of these mRNAs to differ?

8. High salt concentrations weaken the interaction
of histones with DNA but have little effect on the
binding of many regulatory proteins.  Explain this
observation in terms of the modes of interaction of
the two types of protein.

9. Discuss the changes that must be made in a typical
eukaryotic structural gene to allow its protein
product to be synthesized in bacteria.

10. List the different types of covalent modification
that may be made to tRNA.  To ribosomal RNA.
To messenger RNA.

11. List various small RNAs and their functions with-
in cells.

12. Some amino acids utilize only one codon of the
64 in the genetic code.  Other amino acids use as
many as six codons (Tables 5-5, 5-6).  What advan-
tages to a cell is provided by utilization of several
codons for a single amino acid?

13. In what ways is the genetic code not quite “univer-
sal?”  What is meant by “editing” of mRNA?

14. Why is it necessary to have “adapters” in the
form of tRNAs to read the genetic code during
translation?

15. Most nonsense suppressor genes are mutants of
tRNA genes.  In view of this fact, how can cells
survive the presence of such mutations?

16. Explain how the protein synthesizing machinery is
able to differentiate the initiation AUG codon from
an internal AUG (methionine) codon in prokary-
otes.  How is this accomplished in eukaryotes?

17. The amino acid sequence of a mature protein
sometimes differs from that deduced from the
DNA nucleotide sequence of the structural gene
for that protein.  Discuss three ways by which this
may occur.

18. Write out in detail, using structural formulas, the
chemical mechanism of synthesis of an aminoacyl-
tRNA and of incorporation of the aminoacyl group
into a peptide chain being formed by a ribosome.

19. a) Calculate the minimum number of ATP equi-
valents consumed in the biosynthesis of a
300-amino acid E. coli protein, having the
N-terminal sequence Ala-Ser-Val-Tyr, from
the free amino acids.

b) Much of this energy involves hydrolysis of
GTP.  What is the role of this GTP hydrolysis
in protein synthesis?

20. How do the polypeptide products produced in the
presence of (a) puromycin and (b) streptomycin
differ from polypeptides synthesized in the ab-
sence of these inhibitors?  Explain your answer.

21. What is the significance to protein synthesis of
each of the following?

Shine–Dalgarno sequence
Signal recognition particle
proteasome

22. How can useful antibiotics that act on ribosomes
kill bacteria but not people?

23. Compare termination of translation in bacteria and
in eukaryotes.

24. List some types of error that are likely to be made
during protein synthesis.  What mechanisms have
cells developed to deal with these?
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Center:  Diagram of the cell body of a neuron with dendrites and a short section of its
long myelinated axon (see Fig. 30-8).  Left:  Electron micrograph of a thin section
through an axon showing the myelin sheath formed by the wrapping of the plasma
membrane of a neuroglial cell around the axon (see p. 390 and Fig. 30-9).  Right:
Model of a voltage-regulated K+ channel in the cell membrane of an axon.  The pore,
which is formed from four α-subunits, is represented by that of the bacterial pore
shown in Fig. 8-21.  Also shown are an inner cytoplasmic activation gate consisting of
four β-subunits, which are proposed to form ball-and-chain devices that can close the
pores in response to voltage changes.  From Zhou et al.  See Fig. 30-18.
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Chemical Communication Between Cells 30

The regulation of growth and metabolism of com-
plex multicellular organisms depends heavily upon
chemical messages sent between cells.  This includes
secretion of hormones into the circulatory system,1–3

chemical transfer of information through communi-
cating cell junctions, and passage of signals between
neurons in the brain.  This chapter deals with these
matters and also with communication between organ-
isms, i.e., with the biochemistry of ecological relation-
ships.  Embryonic development and differentiation of
tissues also require communication between cells as
does the functioning of the immune system.  These
topics are considered in Chapters 31 and 32.

A.  The Hormones

The term hormone has traditionally been applied
to substances synthesized in and secreted by one
tissue and which act to influence distant target organs
or tissues.  However, many peptide hormones also act
as neurotransmitters, passing across very short gaps
between cells.  In addition, many chemical messen-
gers, including the peptide growth factors, act more
locally.  Looking at lower invertebrates as simple as
Hydra, we find peptides resembling our own hor-
mones and neurotransmitters.  These are secreted by
neuroendocrine cells of Hydra and diffuse throughout
the body.  In higher animals hormones regulate the
concentrations of nutrients such as glucose and of ions
such as Ca2+ and phosphate in the blood.  They control
the volume and osmotic pressure of body fluids, as
well as digestion, growth, reproduction, and responses
to stress.

1.  Receptors, Feedback Loops, and Cascades

Every hormone must have one or more receptors,
most of which are proteins.  These may be found em-
bedded in the outer surface of the plasma membrane,
in the cytoplasm, or in the cell nucleus.  Binding of a
hormone to its receptor often elicits both a rapid re-
sponse and a slower one.  For example, we have seen
that glucagon, adrenaline, and vasopressin bind to cell
surface receptors and promote the synthesis of cyclic
AMP (Fig. 11-4).  The cAMP induces rapid chemical
modifications of many proteins.  Some of these may
diffuse into the nucleus and affect transcription of
genes, a slower response.  Insulin (Chapter 11, Section
G) also exerts both rapid and slower responses.

Receptor types.  Many different kinds of protein
can serve as hormone receptors.  Some of these are
discussed in Chapter 11.  The most abundant are the G
protein-coupled 7-helix receptors4–5c such as that of a β
adrenergic receptor pictured in Fig. 11-6.  Glucagon,
adrenaline, ACTH, and gastrin are a few of the hor-
mones that bind to receptors of this type.  Similar
receptors respond to light (rhodopsin; Chapter 23) and
over 1000 different 7-helix receptors respond to smell
and taste.  The G proteins and their controlling cycles,
Eq. 11-10,5 – 7 have also been considered in Chapter 11.
The reality of the dissociation and reassociation of the
α and βγ subunits in response to binding of a hormone
has been demonstrated in living cells by the use of
fluorescence resonance energy transfer (FRET).8  Not
all receptors activate G proteins.  One large group of
membrane-associated receptors have single transmem-
brane helices but require dimerization to be effective.
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The bacterial chemoreceptor (Figs. 11-8 and 19-5) has a
very small ligand-binding domain and a larger inter-
nal domain that activates a histidine kinase.  Many
growth-factor receptors, including the insulin receptor
(Figs. 11-11, 11-12), have internal domains with protein
tyrosine kinase activity.

In contrast, steroid hormones, thyroxine, and
retinoids bind to internal receptors.  In 1968, Gorski et
al.9 and Jensen et al.10,11 proposed independently that
steroid hormone receptors in the cytoplasm bind
incoming steroid molecules and after an “activation”
step carry the hormone into the nucleus, where the
hormone–receptor complex would bind at many sites
in the chromatin inducing transcription of selected
genes.12  Doubt has been cast on the assumption that
the steroid hormone receptors must bind hormone
initially in the cytoplasm.   However, the role of ster-
oid receptors in regulating transcription is well estab-
lished (see discussion in Chapter 22, Section E,5;
Chapter 28, Section C,6).

Feedback loops.  Maintenance of a steady state
within an organism depends upon numerous nega-
tive-feedback loops.  Hormones assist in adjusting
reaction rates to maintain a steady state when condi-
tions are changed.  For example, blood glucose rises
after a meal.  This increase is sensed in the pancreatic
beta cells (pp. 998, 999), which release insulin.  The
released insulin promotes uptake of glucose by cells
and its conversion into glycogen and lipid stores.
When the glucose level falls, inhibitory mechanisms
that decrease insulin release are allowed to operate.

Figure 30-1  (A)  Median sagittal section of the human brain.  From Maya Pines.15  (B)  Drawing illustrating the synthesis of
peptide hormones in the hypothalamus and transport via portal blood vessels into the anterior lobe of the pituitary gland or
via nerve tracts into the posterior lobe.16
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Similar regulatory loops can be traced for nearly
all hormones.  Sometimes they involve several stages
and involve sensing devices in the central nervous
system.  In such cases neural impulses stimulate the
hypothalamus of the brain (Fig. 30-1) to release neu-
rohormones, which travel to the anterior lobe of the
pituitary gland.  The pituitary, in turn, releases hor-
mones such as corticotropin (adrenocorticotropic
hormone, ACTH), which stimulate the adrenal cortex
to release its hormones.  The latter exerts feedback
inhibition upon the hypothalamus to decrease the
secretion of ACTH by the pituitary.  Steroids also
participate in feedback loops to the hypothalamus.13

Using 3H-labeled hormones or fluorescent analogs, it
has been possible to locate specific brain cells sensitive
to a given hormone by autoradiography.14

A characteristic of hormonal effects is that they
are seldom unique, and are often balanced by counter-
acting effects of other hormones.  For example, both
glucagon and adrenaline promote the release of glu-
cose from liver glycogen into the bloodstream.  The
glucocorticoids stimulate the rate of production of
glucose from other body constituents (Chapter 11).
Growth hormone tends to increase glucose levels by
inhibiting utilization of sugar by tissues.  On the other
hand, insulin acts to promote uptake of glucose by
tissues and a more efficient utilization.  The thyroid

ACTH
TSH PRL

LH FSH GH

Hypothalamus

Paraventricular
nucleus

Supra-optic
nucleus

StalkArtery

Portal vessels

Adenohypophysis
(anterior lobe of
the pituitary)

Oxytocin
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  (posterior lobe of
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hormone increases the overall rate of metabolism of
cells and also tends to promote a decrease in blood
glucose.

Signaling cascades.  As we have seen in Chapter
11, hormones frequently elicit the synthesis of second
messengers such as cAMP, inositol phosphates, or
diacyglycerol.  This not only provides amplification
of the initial hormonal signal but also allows a single
hormone to control a “domain” of many metabolic
processes.  Each of these processes, in turn, can influ-
ence others.  Many processes are affected by several
different hormones and by more than one second
messenger.  Since we are far from knowing how many
hormones exist and how many second messengers are
released, the network of regulatory interactions within
cells may be one of overwhelming complexity.  An
abbreviated version of a mitogen-activated kinase
(MAP kinase) cascade4,17 is shown in Fig. 11-13.  These
cascades are not only initiated but also are propagated
by a series of phosphorylation reactions catalyzed by
more than 1000 protein kinases encoded by the human
genome.18  Together with more than 500 protein phos-
phatases, which are often joined together as a bifunc-
tional protein (p. 545),19,20 they form a complex
branching network of interactions.21,22  These help to
control responses not only to hormones but also to
varying metabolite concentrations and physical stimuli.

Second messengers as hormones.  The same
compounds that serve as intracellular second messen-
gers sometimes act as hormones.  Tomkins suggested23

that cAMP and some other small molecules serve as
“symbols” indicating a metabolic need.  For example,
in bacteria ppGpp (p. 1715) serves as a symbol of nitro-
gen or amino acid deficiency.  In cells ranging from
those of bacteria to animals, cAMP is a symbol for
carbon-source starvation.  In E. coli cAMP levels in-
crease during carbon-source starvation and stimulate
the initiation of transcription of many bacterial oper-
ons (Chapter 28).  In Dictyostelium discoideum (Box 11-
C) cAMP is released by cells, when substrate depletion
occurs.  In this instance, the cyclic nucleotide acts as a
hormone transmitting a signal to other cells.

Whereas cAMP is sometimes used by lower or-
ganisms as a hormone, its metabolic lability makes it
unsuitable for higher animals.  Thus, in our bodies the
hormones glucagon and adrenaline carry a message to
cell surfaces, where binding to receptors stimulates
cAMP production.  This, in turn, leads to mobilization
of metabolic stores such as those of glycogen and
triglycerides, just as if these cells had also been sub-
jected to acute starvation.  Tomkins suggested that
hormones are produced by “sensor” cells in direct
contact with environmental signals and travel to and
activate more sequestered “responder” cells.  The
picture can be generalized further by realizing that

neurotransmitters are largely derivatives of amino
acids.  These amino acids may have originally served
as intracellular symbols reflecting changes in environ-
mental amino acid concentration but were later uti-
lized in short-range intercellular communication
within the nervous system.

The vertebrate hormones.  The principal estab-
lished vertebrate hormones are listed in Tables 30-1
and 30-2.  Also given are references to other parts of
the text, where specific hormones are discussed.  The
hormones can be divided into four groups on the basis
of chemical structure:  (1) peptides and proteins, (2)
derivatives of the aromatic amino acids, (3) steroids
and prostaglandins, and (4) volatile compounds such
as NO and CO.  The most numerous are the peptide
hormones, many of which also act as neurotrans-
mitters.  Peptide hormones, e.g., those with insulin-
like effects, function in all phyla of the metazoa, and
hormone-like molecules are found in bacteria.24

2.  Hormones of the Pituitary Gland
(Hypophysis) and Hypothalamus

Connected to the brain by a stalk (Fig. 30-1), the
pituitary gland releases at least ten peptide or protein
hormones that regulate the activity of other endocrine
(hormone-producing) glands in distant parts of the
body.  The pituitary is composed of several distinct
parts:  the anterior lobe (adenohypophysis), a thin
intermediate portion (pars intermedia), and a poste-
rior lobe (neurohypophysis).  Each has its own char-
acteristic endocrine functions.

The anterior lobe of the pituitary secretes a series
of ten or more peptide hormones ranging in size from
the ~20-residue β-melanotropin to the ~200-residue
growth hormone (somatotropin).  Several of these
contain a common heptapeptide unit, which is marked
in green in the following structure:

Not only this heptapeptide but also the entire amino
acid sequence of �-melanotropin is found within the
sequence of corticotropin (Fig. 30-2), which has an
additional 29 amino acids at the C-terminal end.25  The
same heptapeptide was also found in the lipotropins.
The explanation is, in part, that several of these hor-
mones arise from a single 31-kDa precursor protein
called prepro-opiomelanocortin.25,26  It contains an
N-terminal signal sequence that is removed shortly
after synthesis, as well as pairs of adjacent basic resi-
dues (Arg-Arg, Arg-Lys, Lys-Arg and Lys-Lys) at a
number of places (Fig. 30-2).  After removal of the

A.  The Hormones

Ac·Ser·Tyr·Ser·Met·Glu·His·Phe·Arg·Trp·Gly·Lys·Pro·ValNH2

Structure of α-melanotropin from pig, beef, and horse
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A.  Pituitary gland (hypophysis)

1.  Adenohypophysis (anterior portion)

Corticotropin (ACTH)a 39 Adrenal cortex, adipose tissue Fig. 2-4

β-Melanotropin (β melanocyte- 18 – 22 Skin Fig. 30-2

   stimulating hormone, β-MSH)a

β-Lipotropin (β-LPH)a 91 Precursor of β-MSH Fig. 30-2

and β-endorphin

γ-Lipotropin (γ-LPH)a 58 Precursor of β-MSH Fig. 30-2

β Endorphina 31 Brain

Somatotropin (growth hormone, GH) ~ 200 All tissues

Prolactin (mammotropin) ~ 200

Thyrotropin (thyroid-stimulating hormone, TSH)b Thyroid Ch 25, B2

Follitropin (follicle-stimulating hormone, FH)b Ovaries, testes

Lutropin (luteinizing hormone, ICSH or LH)b Ovaries, testes

2.  Pars intermedia (intermediate portion)

α-Melanotropin (α-melanocyte-stimulating 13 Skin Fig. 30-2, pp. 1742,

   hormone, αMSH)a 1748

3.  Neurohypophysis (posterior portion)

Oxytocin (ocytocin) 9 Uterus, mammary glands Fig. 2-4

Vasopressin (antidiuretic hormone) 9 Fig. 2-4

B.  Pancreas

Insulin 51 All cells Fig. 7-17, Ch 11, G

Glucagon 29 Liver, adipose tissue Ch 11, D

C.  Ovary (corpus luteum)

Relaxin __ Pelvic ligaments p. 1746

D.  Thyroid Ch 25, B2

Calcitonin (thyrocalcitonin) 32 Bones, kidney Box 6-D

E.  Parathyroid

Parathyrin (parathyroid hormone) 84 Bones, kidney Box 6-D

F.  Kidney

Erythropoietin Bone marrow

Renin (an enzyme) Adrenal cortex p. 621; Box 22-D

TABLE 30-1
Peptide and Protein Hormones of Vertebrates

Source and name of hormone     No. Principal site of action References
residues Chapter, Section

a Arise by cleavage of pro-opiomelanocortin.
b Related two-subunit (αβ) proteins with a common β subunit for these three hormones, for human chorionic gonadotropin (hCGH), and for

mitogen-regulated protein (proliferin).

signal sequence, further cleavage is thought to occur
within the secretory vesicles by proteases, which cut
either on the carboxyl side of these basic pairs or
between them.25,27,28  The same precursor is made in
both anterior and intermediate lobes and is rapidly cut
to ACTH, β-lipotropin, and an N-terminal part.  In the

intermediate lobe the ACTH is then cleaved at the
Lys-Lys and Arg-Arg pairs to form αMSH and another
peptide called corticotropinlike intermediate lobe pep-
tide (CLIP).  Beta lipotropin is degraded rapidly in the
intermediate lobe and more slowly in the anterior lobe
to γ-lipotropin and the opioid peptide β-endorphin
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RK RR

γ-MSH

Signal
peptide

N-terminal peptide

ACTH

CLIPα-MSH γ-LPH

β-MSH

β-LPH

β-endorphin

KR RR
KK

KR KK KR KK

(Section B,10).  Precursor proteins have been identified
for many other peptide hormones, even those with
very short chains.29–30a  Proteolytic cleavages and other
processing reactions occur within the secretory path-
ways of organisms from yeast to humans.30b,c

Many pituitary hormones have a pyroglutamate
(5-oxoproline) residue at the N terminus (e.g., see Fig.
2-4).  This presumably arises by attack of the terminal
– NH2 group on the amide carbon of an N-terminal
glutamine side chain with displacement of NH3 (Eq.
10-10).29  The C terminus is often an amide of the
carboxyl group with ammonia, which usually arises
from a peptide chain containing one additional glycine
residue at the C terminus (Eq. 10-11).  The processing
of peptide hormones doesn’t end with their synthesis.
They are usually degraded quickly or are converted
into derivatives with weaker hormonal activity.

Pituitary growth hormone and related hor-
mones.  The pituitary growth hormone (somatotro-
pin)31 and prolactin are 22- to 23-kDa proteins, which
share homology also with human placental lactogen,
a lactogenic hormone secreted by the placenta,32 and
with a growth factor called mitogen-regulated pro-
tein (or proliferin).33– 35  The polypeptide chain of the
191-residue porcine36 and human37 growth hormone
folds into an antiparallel four helix bundle (similar to
that in Fig. 2-22) but with two long irregular connect-
ing strands.  The high degree of homology among
somatotropins of many other species indicates a near
identity of three-dimensional structures.  However,
biological function is species-specific.  Humans and
monkeys respond only to growth hormone from pri-
mates.  The interaction of an aspartate side chain at
position 171 with arginine 43 of the receptor protein
may account for some of this specificity.38  The recep-
tor is a member of a large superfamily of receptor
proteins with single transmembrane helices and extra-
cellular domains similar to that of tissue factor (Fig.
12-18) and also, in some respects, to immunoglobulin
domains.39,40  Receptors for growth hormones bind in
specific ways to two molecules of receptor protein.41,42

Human growth hormone produced in bacteria is
used to help very short children to grow.  Bovine
growth hormone produced in bacteria is used to in-
crease milk production from cows.43  However, this

Figure 30-2  Schematic structure of prepro-opiomelanocortin
and of some of the products of its processing by protolytic enzymes.
The abbreviations K and R are for lysine and arginine.

use may be damaging to the cows.44  Some humans
produce too much growth hormone, often as a result
of tumors in the pituitary.  The resulting condition of
acromegaly45 causes excessive bone growth and
many other problems.  Growth hormone has a broad
range of other effects, e.g., mimicking the action of
insulin.46

Lactogenic hormones also have 4-helix bundle
structures, and the prolactin receptor structure resem-
bles that of growth hormone as well as those of a large
cytokine family.47,48  Prolactin affects placental devel-
opment during pregnancy.  However, during the latter
half of pregnancy the placenta has a dominant endo-
crine effect, synthesizing both progesterone and the
placental lactogen.32,49

The pituitary glycoprotein hormones.  The
thyroid-stimulating hormone thyrotropin (TSH),
together with folitropin (FH) and lutropin (LH; Table
30-1), form a family of related ~ 28-kDa dimeric glyco-
proteins in which each subunit has a three-loop struc-
ture stabilized by a characteristic “cystine knot.”50

Also included in the family is the placental chorionic
gonadotropin,51,52 which is found only in human
beings and a few other species.  LH has a central role
in promoting both spermatogenesis and ovulation by
stimulating synthesis of steroid hormones in the testes
and ovary, respectively.53  Human chorionic gonadot-
ropin (hCG) is also essential for maintenance of preg-
nancy and acts by stimulating the ovaries to secrete
required steroid hormones.

All of these glycoprotein hormones are αβ dimers,
and within a single species the subunits of TSH, FH,
LH, and CG are identical.  However, the β subunits are
all different.54,55  In the human there are at least six
genes or pseudogenes for the hCG β chain in a cluster
that also contains a single LH β chain gene.54  The
hormones undergo glycosylation and sulfation in the
Golgi before secretion.56  The hormones bind to 7-helix
receptors, which are coupled to formation of cAMP or
inositol trisphosphate.57  Mutations in LH may cause
male infertility,58 while mutations in the correspond-
ing receptor may cause male precocious puberty.59

Hypothalamic releasing hormones.  As was
mentioned previously, the anterior lobe of the pituitary

A.  The Hormones
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1746 Chapter 30.  Chemical Communication Between Cells

A.  Amino acid derivatives

1.  Thyroid Ch 25,B,2

Thyroxine and triiodothyronine Most cells

2.  Adrenal medulla Ch 11

Adrenaline, noradrenaline Most cells

   (epinephrine, norepinephrine)

3.  Pineal gland

Melatonin Melanophores Fig. 25-12

4.  Nerves and other cells

Serotonin (5-hydroxytryptamine) Arterioles, central nervous system Fig. 25-12

  B.  Steroids and prostaglandins Ch 22, F

1.  Testes

Testosterone Most cells Fig. 22-11

2.  Ovaries

Estrogen (estradiol-17β) Most cells Fig. 22-11

3.  Corpus luteum

Progesterone Uterus, mammary glands Ch 12; Ch 28

4.  Adrenal cortex Fig. 22-11

Corticosterone, cortisol Most cells Fig. 22-11

Aldosterone Kidney Fig. 22-11

5.  Various tissues

Prostaglandins Smooth muscle Ch 21, D

C.  Volatile hormones Fig. 21-8

1.  Nitric oxide, NO Endothelium, brain

2.  Carbon monoxide, CO Brain

TABLE 30-2
Nonpeptide Vertebrate Hormones

Type, source, and name of hormone Principal site References
of action Chapter, Section

releases its hormones in response to at least nine
neurohormones known as releasing hormones or
releasing factors.16,60,61  They are secreted in minute
quantities by the hypothalamus into a special portal
vein that carries them directly to the pituitary where
they exert their effects (Fig. 30-1B).  As is indicated in
Fig. 2-4 and in Table 30-3, several releasing factors are
small peptides, but others are quite large.  Thyro-
tropin-releasing hormone (THR, thyroliberin)62 is a
tripeptide; but human growth hormone-releasing
hormone (somatoliberin) is a 44-residue peptide.
Both are synthesized as larger proteins, which are
cleaved and processed to form the mature C-ami-
dated hormones.63,64 Corticotropin-releasing
hormone (CRH; CRF; corticoliberin), the 41-residue
ACTH-releasing factor, is also cut from the much
larger prepro-CRF.65,66  Release of both LH and FSH
is stimulated by a single gonadotropin-releasing

hormone (GnRH).5a,10,67,68  The releasing factors bind to
7-helix G-protein coupled receptor.68  Both the releasing
factor and gonadotropin are released into   the appro-
priate parts of the bloodstream in a pulsatile fashion
emphasizing the neural origin of their release.69,70

The hypothalamus also synthesizes release-
inhibiting factors.67  One of these, somatostatin
(Table 30-3), inhibits release of somatotropin, thus
counteracting the effect of the growth hormone releas-
ing hormone.  Somatostatin acts both in the pituitary
and also in the pancreas, where it inhibits the release
of both insulin and glucagon.71,72  The result is a lower-
ing of blood glucose.  This suggested a new approach
to the treatment of diabetes.  However, because of the
many other effects of somatostatin73 and its rapid
degradation it has not been useful clinically.  Never-
theless, hundreds of analogs of somatostatin have
been synthesized, some of which may be of practical
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TABLE 30-3
Releasing and Inhibiting Hormones from the Hypothalamus

Thyrotropin-releasing hormone (thyroliberin, TRH) 3 pEHP–NH2

Gonadotropin-releasing hormone (GnRH, LH- and FSH-releasing hormone) 10 pEHWSYGLRPG–NH2

GH-releasing hormone (somatoliberin) 44

Corticotropin-releasing hormone (corticoliberin, CRH) 41

MSH-releasing factor (melanoliberin)b  5

Somatostatin (GH-release-inhibiting hormone) 14

MSH-release-inhibiting factorb 3 PLG

Prolactin-releasing factor

Dopamine (prolactin-release-inhibiting factor)

Name Number of Sequencea

amino acid
residues

a Standard one-letter abbreviations are used.  pE is pyroglutamyl (5-oxoprolyl) and – NH2 at the right indicates a C-terminal carboxamide.
b Ring and tail fragments of oxytocin.

CYIQNC
S S

AGCKNFFWKTFTSC
S S

value.67  The biological activity of somatostatin resides
largely in the sequence FYKT at positions 6 –10, a
sequence that is thought to form a beta turn (Fig. 30-3).
Much of the rest of the molecule can be left off and the
disulfide bridge moved up as far as positions 6 –11
with retention of high potency.  Human somatostatin
is synthesized initially as a 116-residue precursor.74

A 56-residue peptide, which is formed from the
10-kDa precursor to GnRH, inhibits secretion of pro-
lactin.75  Inhibition of FSH release is accomplished by
feedback inhibition.  Hormones known as inhibins
are produced in the gonads and act to inhibit release of
FSH from the pituitary.76

Vasopressin and oxytocin. In contrast to the
large peptide hormones made in the anterior lobe of

the pituitary are vasopressin and oxytocin, which
are secreted from the neurohypophysis, the posterior
lobe.60  The neurohypophysis consists of neural tissue,
whose secretions are directly controlled by the central
nervous system.  In fact, the cell bodies of the secretory
neurons are located in specific nuclei of the hypothala-
mus (Fig. 30-1B).  About 4000 vasopressin-secretory
neurons and a similar number of oxytocin neurons
are present in the neurohypophysis of the rat.16  Vaso-
pressin is a major regulator of blood volume and
pressure,77 and its secretion is influenced by stress.
It increases the water permeability of the kidney col-
lecting duct cells by inducing translocation of aqua-
porin proteins from intracellular storage vesicles into
the apical plasma membrane.78  Vasopressin binds to
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Figure 30-3  Possible second-
ary structure of somatostatin
with a beta turn at  residues
7–10 and a disulfide bond
between positions 3 and 14.
The true  conformation would
have the plane of the beta sheet
puckered and twisted.

A.  The Hormones
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1748 Chapter 30.  Chemical Communication Between Cells

G-protein-coupled receptors.79  A defect in the type 2
vasopressin receptor leads to the condition of nephro-
genic diabetes insipidus in which the body fails to
concentrate the urine.77,80  Oxytocin acts on smooth
muscles of the uterus during childbirth and triggers
the release of milk from the mammary glands.81  The
latter response is partially controlled by the suckling
of the infant, which induces the nervous system to
release oxytocin into the bloodstream.

Hormones related to oxytocin and vasopressin
occur in most vertebrates, the compound vasotocin
shown in Fig. 30-4 being the most common.  Substitu-
tion of phenylalanine for isoleucine at position 3 gives
arginine vasopressin, the vasopressin found in our
bodies.  Structure of oxytocin and related hormones82

are also shown in Fig. 30-4.  Like somatostatin, vaso-
pressin and oxytocin may also form antiparallel
pleated sheet structures with β turns.  The structural
requirements for hormone activity have been studied
intensively.  Both the macrocyclic hexapeptide ring
and the tripeptide side chains are necessary for maxi-
mal activity.83

The gene for arginine vasopressin is that of a 166-
residue precursor protein carrying a 19-residue signal
sequence at the N terminus.84  This sequence is fol-
lowed by that of vasopressin, then after a GKR linker
by the 95-residue neurophysin II.  Finally, after one
additional arginine there is a 39-residue glycopeptide.
Oxytocin originates in a parallel way from its own
precursor.85

The 93- to 95-residue neurophysins act as carriers
for vasopressin and ocytocin, forming specific com-
plexes with them.  Neurophysins contain 14 cysteine
residues, which form seven disulfide bonds.  There is
a striking similarity in sequence between the neuro-
physins, snake venom toxins, a wheat germ lectin
(agglutinin), a ragweed pollen allergen, and a small
plant protein called hevein.  On the basis of the align-
ment of cysteine residues, Drenth proposed86 that all
of these proteins have a disulfide-linked core whose
structure is shown in Fig. 30-16.

Figure 30-4  Structure of the nonmammalian hormone vasotocin
and of related hormones including ocytocin and vasopressin.

3I 4Q S in isotocin (fish)F in vasopressins

H2N
7P 8R 9G CONH2

L in oxytocin
I in mesotocin (frogs), isotocin
K in lysine vasopressin (pigs)

Vasotocin
Hormone from nonmammalian vertebrates

2Y 5N

1C 6C

S S

Melanocortins. The melanocortin peptides,
which are derived from pro-opiomelanocortin as
indicated in Fig. 30-2, are formed in varying amounts
in the pituitary, in two brain nuclei, and in some pe-
ripheral tissues.25  In some animals α-MSH arises
primarily in an intermediate part of the pituitary.  The
hormone has a direct effect on the melanocytes (Box
8-F) causing darkening of the skin.  In addition, the
various melanocortin peptides (ACTH, α-, β-, and
γ-MSH) bind to five different types of receptors.  These
have been linked to the control of energy homeostasis,
appetite, and obesity in both mice and humans.87– 89

The sequence His-Phe-Arg-Trp (of the green-shaded
sequence in Fig. 30-2) is essential for binding.  In kerat-
inocytes α-MSH may form a 1:1 complex with tetrahy-
drobiopterin,90 the coenzyme for tyrosine hydroxylase,
and a regulator of tyrosinase, an essential enzyme for
melanin formation (Fig. 25-6).

3.  Pancreatic and Related Hormones

The functions of the 51-residue insulin (Figs. 7-17
and 7-18) are discussed in Chapter 11.  Its actions
begin early in life.  Mammalian preimplantation blas-
tocysts already show a response to insulin.  The glu-
cose transporter GLUT1 is present at the earliest
stages; synthesis of GLUT2 and GLUT3 (p. 416) begins
at the eight-cell stage.  However, the insulin-regulated
transporter GLUT4 is not present in the blastocyst.  A
newly discovered insulin-regulated GLUT8 may func-
tion during preimplantation development.91  Although
the secretion of insulin is of primary importance to the
regulation of the glucose concentration in mammals,
it is still not clearly understood.92  The beta cells have
insulin receptors and other components of the insulin
signaling system such as the insulin receptor sub-
strates IRS-1 and IRS-2 and phosphatidylinositol 3-
kinase (PI3-K).  The sensing of glucose by the beta cells
is also not yet well understood.93  This lack of knowl-
edge has made it difficult to improve the treatment
of diabetes.  A new approach is to engineer non-beta

cells to secrete a steady supply of insulin.  Such
a possibility has been demonstrated in mice
using gut K-cells.94

The insulinlike growth factors (IGF-I and
IGF-II) are produced in many different tissues
and promote growth of other cells (see Section
6). Relaxin,94a which is produced in the corpus
luteum of ovaries during pregnancy, is respon-
sible for inducing widening of the birth canal
during the late stages of pregnancy and inhibits
contraction of uterine muscle, perhaps by de-
creasing the activity of the kinase that phospho-
rylates the 20-kDa light chains of myosin.95

Relaxin is found throughout the animal king-
dom, even in the protozoan Tetrahymena.96  Its
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structure is apparently identical in pigs,
whales, and in a primitive tunicate.97  In
human males relaxin is apparently pro-
duced in the prostate, where it may
function as a sperm motility factor.97

Relaxin, IGF-I, and IGF-II are all struc-
turally homologous to proinsulin and
contain the characteristic 3-disulfide
structure of insulin.  The IGF-I receptor
structure resembles that of the insulin
receptor (Fig. 11-11) and also that of the
epidermal growth factor (EGF) receptor.98

Glucagon belongs to a family that
also includes the gastrointestinal hor-
mones secretin, gastrointestinal in-
hibitory peptide (GIP), vasoactive
intestinal peptide (VIP), and glicentin
(Table 30-4).  The function of glucagon in
regulation of the blood glucose level is
considered in Chapter 17, but the hor-
mone may have other effects.  A complex
processing pathway converts 14- to 16-
kDa preproglucagons into the active
hormone.99,100  Proglucagon is processed
to glucagon in the pancreas, but in the
endocrine L cells of intestinal mucosa it yields glicen-
tin, a polypeptide containing the entire glucagon
sequence, and other products.101–102a  Glucagon recep-
tors generate both cAMP and Ca2+ as second messen-
gers.103

The 27-residue secretin stimulates secretion of
bicarbonate into the pancreatic juice and inhibits
gastric secretion of acid.  The 28-residue VIP is found
throughout the gastrointestinal tract of mammals
and birds as well as in the brain and the lungs.  It is a
potent vasodilator and may be the major relaxant of
pulmonary smooth muscle.104  It has been reported
totally absent from lungs of asthma patients.105  The
gastrointestinal inhibitory peptide (GIP) is larger than
VIP but also has a close homology with glucagon
(Table 30-4).106

The 36-residue pancreatic polypeptide is a hor-
mone of uncertain functions.  The crystalline polypep-
tide has at the N terminus an 8-residue collagenlike
helix that lies parallel to a C-terminal α helix (Fig. 30-
5).  The overall shape resembles that of both insulin
and glucagon.107,108  This PP-fold includes also neu-
ropeptide Y, which is considered in the next section,109

and neuropeptide YY.110

4.  Gastrointestinal and Brain Peptides

The largest endocrine gland in the body is the
gastointestinal tract, which produces a profusion of
peptide hormones, many of which are also found in
the brain.111,112  Indeed, a majority of the known verte-

Figure 30-5  Structure of the avian pancreatic polypeptide, a small
globular protein.  From Blundell et al.107

brate peptide hormones occur in the brain.82,112,113  For
example, glucagon has been found in the brainstem
and hypothalamus.114  Many of these peptides, or
closely related ones, are also found in lower inverte-
brates.115  For example, the 10-residue Hydra head
activator is also present in mammalian brain.115,116

The concentrations of these peptides in the brain is
very low (10–12 10–15 M).

Gastrin is produced in the lower portion of the
stomach and regulates the secretion of acid as well as
growth of the gastrointestinal mucosa.112,117  It may
also function as an Fe3+ carrier.117a  The shorter gas-
trin 17 as well as the longer 34-residue gastrin 34 are
both active as is a synthetic pentapeptide with the
hormone’s C-terminal sequence.13  The family of 
pancreozymin-cholecystokinins (CCK) are 8- to
58-residue peptides produced in the upper intestinal
tract.  They have a 4-residue amidated C-terminal
sequence in common with gastrin.  This tetrapeptide
has some biological activity, but eight residues are
required for full activity as is conversion of the tyro-
sine at position seven from the C terminus to an
O-sulfate ester.  Both gastrin and CCK molecules are
partially converted to sulfate esters.118,119  Most regions
of the brain contain CCK peptides in amounts exceed-
ing those of other neurotransmitters.  These arise (in
pigs) from a 114-residue preproCCK.120– 122  The sul-
fated insect neuropeptide, leukosulfakinin (Table
30-4), is homologous to gastrin and CCK.123  Another
hormone gastrotropin124 is produced by cells of the
intestinal mucosa in the distal ileum and stimulates
gastric secretion.

A.  The Hormones
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Motilin, a 22-residue intestinal neuropeptide,
stimulates motor activity of the gastrointestinal
tract.125,126 Bombesin was first isolated from frog
skin but probably also functions in both the intestinal
tract and the brain.  It has a powerful hypothermic
effect.127,128  A mammalian homolog of bombesin, the
27-residue gastrin-releasing peptide (GRP), is found
throughout the gastrointestinal and pulmonary tracts
as well as the central nervous system.120,129  Bombesin-
like material, possibly GRP, is produced by some can-
cers and may serve as an autocrine growth factor.130

The 29-residue galanin was originally isolated from
procine intestine but is found throughout the central
nervous system.  It may function as a neurotransmitter
or modulator.131  The 15-residue guanylin is an impor-
tant regulator of epithelial transport in the intestine
and probably in other tissues.132,133  The active hor-
mone, which is cut from the 99-residue proguanylin,
contains two disulfide bonds.  Guanylin receptors
activate guanylate cyclase with production of cyclic
GMP, which functions in the regulation of intestinal
fluid and electrolyte absorption.  The 18- or 19-residue
heat stable enterotoxins of some strains of E. coli bind
to and activate the guanylin receptors.  The resulting
overproduction of cGMP causes severe diarrhea (see
also Box 11-A).133

Neuropeptides Y (NPY) and YY are 36-residue
amidated peptides that are members of the pancreatic
polypeptide (PP) family (Fig. 30-5).  NPY is produced
both in the peripheral nervous system and in the
brain,110,134 where it is one of the most abundant neu-
ropeptides.  Another member of the PP family is semi-
nalplasmin, a regulator of calcium ion transport in
bovine sperm.135  NPY is best known for its stimula-
tion of appetite.  It also inhibits anxiety and increases
memory retention.  It has a vasoconstrictive effect on
blood vessels, participating in cardiovascular regula-
tion.136,137  Peptide YY is formed in endocrine cells of
the intestine, while NPY is formed in neurons of the
parasympathetic system.138  Both participate in regula-
tion of fluid and electrolyte secretion.  Both are found
in other vertebrate species.139

NPY is one of the most important of several regu-
lators of feeding behavior of animals.  PYY3–36, another
member of the neuropeptide Y family, suppresses
appetite by antagonizing the action of NPY.139a,b  A
large variety of hormonal effects seem to be involved
in control of appetite.139b,140,141  There are both short-
term and long-term mechanisms.  For example, when
introduced into the gut of rats prior to feeding, CCK
and various other gastrointestinal peptides decrease
the amount of food eaten.140

Much attention has been focused on the 146-
residue cytokine leptin, a hormone produced by adi-
pose tissue.141–144  Leptin, which is sometimes described
as the antiobesity hormone, was recognized by muta-
tions of the obese gene (OB) or of the OB receptor in

genetically obese mice.  When food is scarce, the fat
cells shrink and decrease their secretion of leptin.  The
decrease is sensed by receptors in the hypothalamus,
which signal for increased NPY secretion and de-
creased secretion of αMSH.  NPY increases appetite,
while αMSH has an opposing role of blocking feelings
of hunger .144–145a  Nevertheless, there are doubts that
leptin’s primary role is control of obesity.146,147

The 13-residue neurotensin was first isolated
from the hypothalamus but is more abundant in cells
of the ileum.13  It induces gut contraction, lowers
blood pressure, and has a variety of other effects.127,148

Substance P (SP; Table 30-4) has been regarded as a
possible neurotransmitter for some time127 but is also
found in the digestive tract.  It is the most abundant of
a family of five neurokinins (or tachykinins).  Others
include neurokinin A (substance K), neurokinin B,
neuropeptide K, and neuropeptide γ.  They have a
common C-terminal sequence FXGLM-NH2.149,150

Substance P is thought to be involved in the percep-
tion of pain, and mice lacking a substance P receptor
appear to have reduced sensitivity to pain.151,152  Sub-
stance P as well as the related substance K are derived
from two large precursor proteins, which appear to
arise as a result of alternative modes of splicing of
mRNA.29

5.  Other Mammalian Peptide Hormones

The action of the 32-residue thyroid hormone
calcitonin153 has been described in Box 22-C.  This
calcium-regulatory hormone is produced in the thy-
roid C cells from a precursor having an extra 82 resi-
dues at the N terminus and 16 residues at the C
terminus.  The same gene gives rise in neural tissues to
a neuropeptide, possibly a neurotransmitter, called
calcitonin gene-related polypeptide (CGRPP).29,154

The 84-residue parathyrin (parathyroid hormone) is
present in secretion granules as a 90-residue prohor-
mone containing six extra residues at the N terminus.
The primary biosynthetic product preproparathyrin
contains an additional 25 residues.155  An N-terminal
34-residue fragment of the hormone, when injected
subcutaneously daily, causes an increase in bone den-
sity in persons with osteoporosis.156–157  The hormone
acts via a G-protein-coupled receptor in bone and
kidney (see Box 22-C).158,159  A calcium ion receptor,
which binds Ca2+ cooperatively, acts as a sensor that
regulates release of the parathyroid hormone to regu-
late the serum Ca2+ concentration.160  A 141-residue
parathyroid hormone-related protein has an N-
terminal sequence homologous with that of parathy-
roid hormone, eight of the first 13 residues being
identical.  It is secreted by a variety of cells and serves
as a growth factor.161
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Glucagon 29 HSQGTFTSDYSKYLDSRRAQDFVQWLMNT

Secretin (pancreas) 27 HSDGTFTSELSRLRDSARLQRLLQGLV–NH2

Vasoactive intestinal peptide 28 HSDAVFTDNYTRLRKQMARKKYLNSILN–NH2

Gastrointestinal inhibitory peptide (GIP) 43 YAEGTFISDYSIAMDKIRQQDFVNWLLAQ–Q43

Glicentin 100 A proglucagon containing the entire glucagon

sequence in residues 64 – 92

Pancreatic polypeptide 36

Neuropeptides Y (NPY) and YY 36

Gastrin (stomach)

Gastrin-17 17 pEGPWLEEEEEAYGWMDF–NH2
b

Cholecystokinin, CCK or pancreozymin

(gallbladder, pancreas), many forms exist

CCK 58 58

CCK 8 8 DYMGWMDF–NH2

Motilin (porcine) 23 FVPIFTYGELQRMQEKERNKGQ

Bombesin 14 pEQRLGNQWAVGHLM–NH2

Gastrin-releasing peptide 27

Galanin 29

Guanylin 15

Neurotensin 13 pELYENKPRRPYIL

Substance P 11 RPKPQQFFGLM–NH2

Physaelemin (frog skin) 11 pEADPNKFYGLM

Neurophysins 93 – 95

β-Endorphin 31 YGGFMTSEKSQTPLVTLFKNAIIKNAHKKGQ

Dynorphin 17 YGGFLRRIRPKLKWDNQ

Met-enkephalin 5 YGGFM

Leu-eukephalin 5 YGGFL

Angiotensin II 8 DRVYIHPF

Bradykinin (BK) 9 RPPGFSPFR

Lys-bradykinin (kallidin) 10 KRPPGFSPFR

Sleep peptide 9 WAGGDASGE

Atrial natriuretic hormone 28

Chemotactic factors

for neutrophils 3 f–MLF

for phagocytes 4 TKPR

Speract 10 GFDLNGGGVG

TABLE 30-4
Some Pancreatic and Gastrointestinal Hormones and Neurohormones and Their Sequences

a Standard one-letter abbreviations; pE, 5-oxoprolyl; f–, formyl; –NH2, C-terminal carboxamide.
b Y-12 may be sulfated.

Name and source    No. of residues Sequencea

A.  The Hormones

PNTCEICAYAACTGC
SS

SS
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Endogenous opioid peptides.  Extensive process-
ing is also involved in formation of analgesic opioid
peptides, which are present naturally in the brain (see
also Section B).  The formation of β-endorphin in the
hypothalamus from prepro-opiomelanocortin (Fig. 30-
2) has already been mentioned.  Prior to the discovery
of β-endorphin, the pentapeptides Met-enkephalin
and Leu-enkephalin (Table 30-4) were discovered
and were found to compete with opiate drugs for
receptors in the brain.  The larger β-endorphin, which
contains the Met-enkephalin sequence at its N termi-
nus, is a far more potent opiate antagonist than are
the enkephalins.  Since the Met-enkephalin sequence
within β-endorphin is not flanked by basic residues,
it apparently is normally not released.  Two other re-
cently discovered brain peptides are endomorphin-1
(YPWF–NH2) and endomorphin-2 (YPFF–NH2).
They are also potent agonists for the opioid receptors,
especially the µ receptor (see Section B,10).161a,161b

Both Met-enkephalin and Leu-enkephalin have
their own pro- and prepro forms.29  Bovine prepro-
enkephalin A is a 268-residue protein containing a
20-residue signal sequence and four sequences of
Met-enkephalin and one of Leu-enkephalin, each
flanked by pairs of basic residues.  There are also
Met-enkephalin-Arg-Gly-Leu (YGGFMRGL) and
Met-enkephalin-Arg-Phe sequences.  Not all of these
are cut out cleanly, and other peptides such as Met-
enkephalin-Arg-Arg-Val-NH2 are also found in brain.
Proenkephalin B contains three copies of Leu-
enkephalin contained within longer peptides.  One
of these, �-dynorphin (Table 30-4), is also a potent
opioid compound.  The enkephalins are thought to
act as neurotransmitters, which are rapidly degraded
after their release by two or three membrane-bound

OOC N
N CH2

O H NHH

H3C

O

CH2
N

O

HO

H

H2N

H

Tyr-Gly-Gly-Phe-Met
(Met-enkephalin)

–

S

H
O

peptidases.29,162  Attempts are being made to design
inhibitors that might inactivate these enzymes allow-
ing buildup of enkephalin concentrations with a re-
sultant analgesic effect.

ATP, ADP, and adenosine.  Usually regarded as
a strictly intracellular compound, ATP is also released
into extracellular space.  There the ATP, as well as ADP
and adenosine, have a variety of local hormonal func-
tions.  ATP receptors are found in many tissues and are
present in some nerve synapses.163– 166  ATP is one of
the substances that induces sensations of pain.164,167,168

It may affect secretion of saliva,163 signal a full urinary
bladder, induce a feeling of warmth,167 and have func-
tions in the immune system, in platelet clotting,166 and
as a neurotransmitter.  Adenosine has been recognized
for many years as an extracellular signaling molecule,
a local hormone that can arise by breakdown of ATP
or by secretion from cells.169,170  At least four types of
receptor are present in the human body.170– 174  Ade-
nosine is thought to modulate neural responses in
many tissues.  It may be involved in sleep,172 in regu-
lation of serotonin transport,171 and in control of appe-
tite.171,174  Extracellular ADP appears to have a role in
controlling bone osteoclasts (p. 441).175

Kinins.  These hormones are small peptides that
induce contraction of smooth muscles, lower blood
pressure (Box 22-D), and increase vascular permea-
bility.176  They also have a function in contact-activated
blood coagulation.  The most important human kinins
are the nonapeptide bradykinin177,178 and the re-
lated decapeptide lysine-bradykinin (Table 30-4).
Other forms such as Met-Lys-bradykinin and Ile-Ser-
bradykinin (T-kinin) are also known.  The precursors
to the kinins, the kininogens,176 are cleaved by the
protease kallikrein (Fig. 12-17) or by kallikreinlike
enzymes to form the kinins.  Kinins are suspected of
being important producers of pain in inflammatory
conditions such as arthritis.176a

Endothelins.  Endothelial cells of blood vessels
produce endothelins that cause vascular smooth
muscle contraction and a rise in blood pressure.179–183

Three human genes code for the closely related endo-
thelins-1, -2, and -3.  A 203-residue preproendothelin-1
is processed to form the 39-residue prohormone called
big endothelin-1.  Some of this peptide is secreted
and circulates in plasma, where it may have various
hormonal functions.  Cleavage of the prohormone by
a cellular metalloprotease yields endothelin-1, a 21-
residue peptide held in a looped configuration by
two disulfide bridges.  It is homologous to a group of
neurotoxins that includes the α-scorpion toxins and
ω-conotoxin.181  These toxins act on voltage-dependent
ion channels.  Endothelin-2 is produced largely in the
kidneys and intestine, while endothelin-3 is found in
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high concentrations in the brain.  Type A endothelin
receptors are 7-helix G-protein-coupled proteins,
which activate phospholipase C with generation of
inositol 1,4,5-trisphosphate and diacylglycerol (Ins-P3;
Figs. 11-4, 11-9).  The Ins-P3 causes release of Ca2+,
while diacylglycerol mediates mitogenic responses.

Opposing the effects of the endothelins, which act
slowly, is a fast-acting endothelium-derived relaxing
factor, which has been identified as nitric oxide, NO.
It is discussed in Chapter 18, Section F, and in Section
7 of this chapter.  Also affecting blood pressure is the
potent vasorelaxant atrial natriuretic factor.  This
28-residue peptide, which is discussed in Box 22-D,
is produced by the cardiac atria and stimulates the
excretion of Na+ and of water by the kidneys.184  It
also promotes hydrolysis of lipids within human
adipocytes.185

Peptides as attractants.  Small peptides as well
as larger polypeptides serve to attract cells within the
human body and other multicelled organisms. Both
unicellular and multicellular organisms also use pep-
tides as pheromones.  The human immune system
depends upon hormonelike chemotactic factors.
Neutrophils are attracted by such peptides as formyl-
Met-Leu-Phe,186– 188 which have a bacterial origin,
while the basic tetrapeptide Thr-Lys-Pro-Arg activates
the phagocytic polymorphonuclear leukocytes and
macrophages.189  Larger 8- to 10-kDa proteins known
as chemokines (chemotactic cytokines) attract leuko-
cytes to sites of inflammation (Fig. 30-6).190– 192  Some
proteins serve as pheromones.  Examples range from
the 40-residue mating pheromones of protozoa of the
genus Euplotes193,194 to the 17-kDa sex pheromone of
the female hamster.195  The decapeptide speract (Table
30-4) is produced by sea urchin eggs and stimulates
the respiration of spermatozoa.196  Similar factors
probably function in fertilization of human ova.

6.  Protein Growth Factors and Cytokines

The pituitary growth hormone is only one of a
large family of protein growth factors that are secreted
by cells and which promote the growth of other cells.200

Many of the growth factors are also described as cy-
tokines, local protein hormones that conduct cell-to-
cell communication to regulate growth, development,

Leu
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NH3

S
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and differentiation.197,201– 203  Among the first growth
factors to be recognized were the insulinlike growth
factors (IGF or somatomedins), mitogenic peptides
isolated from plasma.  They share some of the meta-
bolic effects of insulin but are less active.  On the other
hand, they are much more active than insulin204 in
promoting cell growth and proliferation of cells.205

The abundant IGF-I (somatomedin C), a 70-residue
single-chain basic peptide with a sequence and three-
dimensional structure homologous to that of proinsu-
lin,206,207 is considered a major mediator of the action
of the pituitary growth hormone (GH, somatotropin).
Studies in cell culture suggest that GH may induce
differentiation of cells, and that IGF-I may then cause a
rapid proliferation of the newly differentiated cells.208

The homologous 67-residue IGF-II may have   a simi-
lar function in fetal development.209  The cell surface
receptor for IGF-I is similar to the insulin  receptor, but
IGF-II receptor is structurally different.  It is a mono-
meric 250-kDa protein; and although it is a substrate
for a tyrosine kinase, it has no kinase activity of its
own.210

The 53-residue epidermal growth factor (EGF
or urogastrone) is found in human urine and in very
high concentration in the submaxillary salivary glands
of male mice.  Like the pancreas these glands contain
both endocrine and exocrine tissues.  EGF is synthe-
sized in mice as a 1217-residue precursor, which con-
tains not only the EGF sequence but also seven other
related sequences.211  Related growth factors include
transforming growth factor-α (TGF-α), neuregulins,212–214

betacelulin, and epiregulin, all of which promote
growth of epithelial cells and are involved in wound
healing.215  The EGF and related peptide chains are
each crosslinked by three disulfide bridges.  The three-
dimensional structure of EGF, deduced from NMR
measurements, contains largely β structure and loops
and is organized into two domains in a “mitten shape.”216

The receptor for EGF is a 1186-residue transmembrane
glycoprotein.  Its relationship to cellular oncogene
c-erbB has been discussed in Chapter 11, Section H.
The extracellular glycosylated N-terminal region of
the receptor contains the EGF-binding site.217–220  It
also contains two cysteine-rich repeat sequences ho-
mologous to one of those in the insulin receptor A
chain (Fig. 11-11).  The cytoplasmic C-terminal part
of the EGF receptor contains a 250-residue tyrosine-
specific protein kinase sequence.  Following dimeri-
zation the EGF receptor phosphorylates tyrosine
residues in various proteins including itself (auto-
phosphorylation).212,219,221  The receptor is also phos-
phorylated on Thr 654 and other residues through
the action of the Ca2+- and phospholipid-dependent
diacylglycerol-activated protein kinase C (Fig. 11-
9).222  Serines 1002, 1046, and 1047 may also become
phosphorylated, perhaps resulting in desensitization
of the receptor.223
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Figure 30-6  Structures of some cyto-
kines and other growth factor proteins.
(A)  Schematic drawing of representa-
tive structures of “short” and “long”
helical cytokines.  Note the difference
in the topology of the connection be-
tween helices A and B in the two mod-
els.  The short cytokines (left) include
interleukins-2 and -4.  Human growth
hormone has a long cytokine structure.
Both groups include various colony-
stimulating factors.  (B)  Schematic
representation of the disulfide knot
topology of cystine knot cytokines.  The
cysteine residues are numbered I to VI
in order of occurrence.  See Davies and
Wlodawer.197  (C)  Ribbon drawing of a
monomer of nerve growth factor (NGF).
(D)  Ribbon drawing of a dimer of the
closely related neurotrophin 4 (NT4).
(C) and (D) are from Robinson et al.198

(E)  Stereoscopic ribbon drawing of the
chemokine eotaxin-3.  From Ye et al.199
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Binding of EGF to its receptor produces within
minutes an increased transcription rate for the prolac-
tin gene and other nearby genes.221  The urinary form
of EGF, urogastrone, is an inhibitor of ulcer formation.
It is found in relatively large amounts in the urine of
pregnant women (who tend not to develop ulcers).

Platelet-derived growth factor (PDGF)224 is
released from the α-granules of blood platelets during
clot formation and is thought to stimulate the growth
and mitosis in fibroblasts that is necessary for wound
healing.225  It consists of two chains, A and B.  The
31-kDa precursor of the A chain is encoded by the
cellular oncogene c-sis (p. 571).224  The PDGF recep-
tor is another transmembrane glycoprotein with a
C-terminal tyrosine kinase domain.  However, its
construction differs from that of the insulin or EGF
receptors.  The external part of the single-chain recep-
tor appears to contain five immunoglobulinlike do-
mains (see Figs. 2-16 and 12-18).226  Binding of PDGF
to the receptor causes responses within minutes.217,226

These include activation of the tyrosine kinase, hydrol-
ysis of phosphatidylinositides, increases in the levels
of cAMP and of Ca2+, and increased transcription of a
group of genes. The last include the proto-oncogenes
c-myc and c-fos, which encode proteins that regulate
transcription.  The PDGF receptor is part of a recog-
nized autocrine stimulatory loop in cells infected with
a virus carrying the v-sis oncogene.217  The oncogene
product resembles PDGF and binds to the PDGF
receptors of the cell producing the v-sis product.  In
this way the cancer cell stimulates its own growth.

Transformation of kidney fibroblasts into cancer-
like cells can be induced by the concerted action of
PDGF, an analog of EGF, and the transforming
growth factor (TGF-β).225,227,228  The latter is one of
30 or more related growth factors that have numerous
functions in normal tissues.229  Platelets produce a
relatively large amount of the 25-kDa TGF-β, and it
too may be involved in wound healing.  TGF-α is a
smaller protein with a structure resembling that of
EGF.227,228  While TGF-β inhibits epidermal cell
growth, TGF-α stimulates growth.  It is found in ele-
vated levels in the skin lesions of psoriasis (Box 8-F)
and may be the cause of the excessive epithelial
growth in that disease.230

There are at least nine fibroblast growth factors
(FGFs).  Originally found in brain, they act on many
cells including the endothelial cells that line blood
vessels.231  Basic FGF232 and acidic FGFs233 have ho-
mologous sequences234 and are also related to the
lymphokine interleukin-1. Vascular endothelial cell
growth factor (VEGF), which is similar to PDGF, is
essential for maintenance of the endothelium.  The
FGFs and VEGF as well as TFG are potent angiogenic
factors needed for growth of blood vessels.235–238

These proteins are important not only to normal blood
vessels but also to invasive tumors that must develop

blood vessels in order to grow.  Excessive production
of angiogenic factors may also be a factor in eye dis-
eases including the retinal deterioration caused by
diabetes.239  Another protein, angiogenin, is a ribonu-
clease,240 which is discussed on p. 648.

There are four closely related transmembrane FGF
receptors and subforms that arise by alternative
mRNA splicing.241– 243  The receptor structures include
three external immunoglobulinlike domains and an
internal tyrosine kinase domain at the C terminus.
Mutations in FGF receptors are associated with a
variety of skeletal defects and other hereditary prob-
lems.241,244  For example, the Gly380Arg substitution in
the transmembrane segment of FGF receptor 3 is the
major cause of human dwarfism (achondroplasia).245

The fibroblast growth factors, as well as other proteins
such as the IGFs, HGF, and TGF-β, bind not only to
their receptors but also to heparan and heparin.  This
binding appears to be a major factor in controlling the
availability of the growth factors.242,246,247

The nerve growth factor (NGF) was identified
over 40 years ago by Rita Levi-Montalcini248 on the
basis of its activity in promoting the profuse out-
growth of neurites from embryonic neurons (Fig. 30-7).
The 118-residue monomer consists largely of three β-
hairpin loops, which are held together by three disul-
fide bridges that form a “cystine knot.”  The C15 – C80
disulfide passes through a ring formed by the C58 –
C108 and C68 – C110 disulfide bridges (Fig. 30-6B,C).249

A similar folding pattern and disulfide core are found
in TGF-β2 and also in several other neurotrophins,
growth factors involved in the development and sur-
vival of neurons (Fig. 30-6D).198,250–251a  NGF may also
have a more general function in promoting tissue
repair.252  Like EGF nerve growth factor is most abun-
dant in the submaxillary glands of male mice.  Larger
oligomers containing bound Zn2+ are present in mouse
submaxillary glands.  Two different receptor proteins,
one of which is a tyrosine kinase, are present on many
cell surfaces.198,251,253  The glial cells, which lie between
the neurons, have their own growth factors.254

Bone formation and resorption are influenced by
several protein factors.  For example, IGF-I stimulates
formation of bone, but EGF promotes breakdown.256

Additional bone-derived growth factors and mor-
phogenetic factors also have been described.256,257

A cartilage-inducing factor has been identified as
TGF-β.258

A group of glycoproteins function as hematopoi-
etic growth regulators in the development of blood
cells.259–264  The 166-residue cytokine erythropoietin
is the primary regulator of red blood cell formation
in mammals.260,264,265  At least four glycoprotein 
colony-stimulating factors (CSF) promote prolifera-
tion of granulocytes and macrophages.259,266,267  The
lymphocyte-produced lymphokines include the
interleukins and other proteins.  Two species of

A.  The Hormones
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interleukin-1 (IL-1) serve as mediators of inflamma-
tion.267,268  They induce proliferation of T lymphocytes
and fibroblasts, bone resorption, release of acute phase
proteins (Section C), breakdown of cartilage, and fever.

Interleukin-2 (T-cell growth factor; Fig. 30-6A) is
secreted by some activated T-lymphocytes.  This 133-
residue largely helical protein is involved in genera-
tion of cytotoxic T-cells, stimulation of interferon
release, and of release of a B-cell growth factor.269

Considerable excitement has accompanied the possi-
bility of activating lymphocytes with IL-2 produced
from cloned genes in bacteria to increase their ability
to kill cancer cells.  However, IL-2 is toxic, and this is
limiting its use.  See also Chapter 31, Section C.

IL-3 is one of the colony-stimulating factors, which
stimulates the growth of many types of blood cells.270

Other lymphokines include one derived from T helper
cells, which activates resting T lymphocytes thus
amplifying an immune response.  Others (Chapter 31)
are �-interferon and the neurotrophic factor (auto-
crine motility factor) neuroleukin.271  It acts in mono-
meric form, but as a dimer it seems to be identical to
the enzyme phosphoglucose isomerase.272  While most
hormones regulating growth and differentiation seem
to be large peptides or proteins, bursin, which induces
differentiation of lymphocytes, is the amidated tripep-
tide Lys-His-Gly-NH2.273  The corresponding differen-
tiation hormone for T lymphocytes is the 49-residue
thymopoietin, a hormone of the thymus gland.274

Tumor necrosis factor (TNF, also called cachetin)
is a 157-residue hormone secreted by macrophages.
It is a mediator of inflammatory responses including
fever, shock, and cachexia, the wasting of the body
during chronic diseases including cancer.  TNF was
isolated as the causative agent of cachexia and also as

a factor produced in acute bacterial infections, which
sometimes caused death of tumor cells and spontane-
ous recovery from cancer.  In the latter case, it is the
lipopolysaccharide (Fig. 8-30) and other bacterial
endotoxins that induce the release of TNF by macro-
phages.  Its extreme toxicity has prevented immediate
harnessing of the tumor-killing potential of TNF.  One
function of TNF is regulation of transcription factor
NF-κB (Fig. 5-40) in neutrophils and macrophages,275

a key part of the inflammatory response.  TNF also
mediates programmed cell death (apoptosis)276 and
has been linked to obesity-induced insulin resistance.277

The cell surface TNF receptors have a variety of modu-
lar structures consisting of various disulfide-linked
subdomains.276

This long list of vertebrate peptide growth and
regulatory hormones is not complete.  The biological
actions of these hormones are also complex.  Growth
factors usually have pleiotropic effects, which may
involve many tissues as well as many regulatory
systems.  Are there any simplifying generalizations?
Loret et al.278 point out that some growth factors such
as IFG-1 and EGF are ubiquitous, affecting virtually
all tissues.  Others, such as PDGF and thrombin (Fig.
12-17), are more localized in their effects.  Some, such
as the lymphokines, are more specialized.  For one
group of hormone receptors the effects are mediated
by tyrosine kinases and internalization of the recep-
tors.  Another group of receptors activate G proteins
and, in turn, adenylate cyclase or phospholipase C.
The regulatory domains of the various receptors over-
lap, a property that allows different tissues to respond
differently to hormonal stimuli.  The result is the
network of interactions that makes the body so sensi-
tive and responsive.

7.  Nonpeptide Mammalian Hormones

Most nonpeptide hormones have been considered
in other places in the book as indicated in Table 30-2.
Because of their importance in the brain adrenaline,
noradrenaline, serotonin, and melatonin are also dealt
with in Section B,9 of this chapter.

The volatile hormones nitric oxide (NO) and
carbon monoxide (CO).  The free radical molecule
nitric oxide, commonly abbreviated as either •NO or
simply NO, is formed by hydroxylation of guanidine
groups of arginine (Eq. 18-65).  First recognized as the
endothelium-derived relaxing factor,279 NO has
received increasing attention because of its involve-
ment in a broad range of physiological processes.
These include regulation of blood pressure through
effects on smooth muscles of the vascular endotheli-
um, regulation of several aspects of the innate immune
system (Chapter 31), and neurotransmitter functions

Figure 30-7  Effect of one ng of nerve growth factor in
promoting the production  of neurites in a chick embryonic
sensory ganglion.  From Frazier et al.255
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both in the brain and in the peripheral nervous sys-
tem.279–281  Roles for NO in bacteria, other microorgan-
isms, and plants have also been discovered.281,282

These often involve regulation of transcription.283  As
mentioned in Chapter 18, Section F,2, many of the
effects of NO are a result of activation of soluble gua-
nylate cyclase (p. 561).283–285a  In the endothelium other
hormones, such as the endothelins (p. 1750), atrial
natriuretic factor, and bradykinin (Box 22-D), cooper-
ate in the regulation of NO synthase.279  Neuronal NO
synthase functions in the brain in olfaction and in
formation of memory.  In the peripheral system it
mediates penile erection284,285–286a and plays a variety
of roles in the enteric nervous system.287  Neuronal
NO synthase is often localized to synaptic regions by
binding to tissue-specific proteins.288  NO may also
regulate cellular respiration by inhibition of cytochrome
c oxidase.285

In high enough concentrations NO is toxic.  It is
formed of phagocytic cells and utilized in the killing
of ingested pathogens.279  It also contributes to the in-
flammatory response of tissues.289,290  Even the firefly’s
flash is triggered by a pulse of NO.291  The dangerous
stonefish, whose sting causes death within six hours,
apparently utilizes NO to kill its victim.  A 148-kDa
lethal protein (stonustoxin) in its venom induces rapid
formation of NO, which causes a fatal drop in blood
pressure.291a

Like carbon monoxide, NO binds tightly to many
metal centers within a cell.292,293  This has added
greatly to the problem of understanding the mecha-
nisms of its action.  NO also reacts rapidly with thiol
groups of proteins and of small molecules such as
glutathione.294,295  Because of its importance in the
regulation of blood pressure, reactions of NO with
hemoglobin and the related myoglobin have been
studied intensively.296– 300a  NO binds to hemoglobin
1000 times more tightly than either O2 or CO, preferen-
tially occupying the hemes of the α subunits.298  Be-
cause there is so much hemoglobin in red blood cells,
at most one NO per hemoglobin molecule can react.
This allows as much as one NO to be carried to tissues
along with three O2 molecules.  If the NO could be
released in the capillaries, it would activate guanylate
cyclase.  The resulting cGMP would induce relaxation
of smooth muscles and reduce blood pressure.279

However, tight bonding of NO to deoxyhemoglobin
would prevent this release.  A plausible possibility
(with experimental support) is that NO is not bound
to Fe but to the SH group of the conserved cysteine 93
of a β subunit of hemoglobin as SNO (S-nitrosothiol)
hemoglobin.  The NO may bind initially to the iron
atom of an α subunit, but then be transferred to the
nearby β Cys 93 (p. 359) to form the SNO-Hb.296  NO
may then move from SNO-Hb to thiol groups in the
tissues.  Recent evidence suggests that the transfer
occurs first to an SH group in the anion exchange AE1

(p. 420).299  An alternative explanation, which does
not involve SNO-Hb, is that hemoglobin Fe-NO is con-
verted to nitrite via oxidation of the iron to form a
methemoglobin subunit (Eq. 30-1), and that it is nitrite
which serves as the endothelial relaxing agent.300

The function of the monomeric myoglobin has
often been assumed to be participation in facilitated
diffusion of O2.  Although this is an important func-
tion under some circumstances, an additional role for
myoglobin may be to scavenge NO, via Eq. 30-1, pre-
venting its buildup to dangerous levels.  The metmyo-
globin produced can be reduced by methemoglobin
reductase.301,302  A different situation is met by the
parasitic nematode Ascaris, whose hemoglobin binds
O2 so tightly that it can’t serve as an O2 carrier.  It may
serve as an NO-activated deoxygenase, again using
Eq. 30-1 to remove O2, which can be toxic to the nema-
tode.303  Free myoglobin can also react with NO to
form heme–NO and heme–nitroxyl complexes.304,305

Like NO, CO also binds tightly to heme iron and
is able to activate guanylate cyclase.306  CO is formed
in the human body by the action of heme oxygenases
(Fig. 24-24).  Synthesis of heme oxygenase-1 (HO-1)
in smooth muscle is induced by a low oxygen tension
(hypoxia).  The resulting elevated level of CO not only
may produce increased vasodilation, but also may
inhibit synthesis of vascular smooth muscle cells.307

Heme oxygenase-2 (HO-2) is found in the brain, where
it is colocalized with soluble guanylate cyclase.308

Some other organisms have a more active CO metabo-
lism.  The CO oxidation system of Rhodospirillum
rubrum is activated by a CO-sensing heme protein,
which acts as a transcriptional regulator.  The CO
binds to the heme iron, apparently inducing a confor-
mational change that allows the protein to bind to its
target DNA sequence.309,310

Hormonal lipids.  We have already considered a
number of hormones that are not water-soluble but
may have to be transported by carrier proteins to their
sites of action.  These include retinoic acid (Box 22-A),
metabolites of vitamin D (Box 22-C), and the platelet-
activating factor (Box 8-A).  The last functions in the
brain311 as well as in blood.  Hormonal lipids also
include the prostaglandins (Fig. 21-7), leukotrienes,
and lipoxins (Fig. 21-8).  These are products of the
eicosenoid cascade or network, which is activated by
receptors linked to phospholipase C (Fig. 11-9).  Cera-
mide formed by hydrolysis of sphingomyelin initiates

Hb-Fe(II)·O2
Oxyhemoglobin

or
Mb-Fe(II)·O2

Oxymyoglobin

NO NO3–

Hb-Fe(III)+

Methemoglobin
or

Mb-Fe(III)+

Metmyoglobin
(30-1)
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additional responses.312,313  Sphingolipids may also be
important mediators of apoptosis.314

The sleep-inducing oleamide (p. 382) modulates
signaling by serotonin-dependent and Gaba-dependent
neurons and blocks gap junction signaling in brain
glial cells.315– 318  Oleamide is one of a family of fatty
acid amides found in human plasma.  One of these,
found also in the brain, is anandamide (arachidonoyl-
ethanolamide).  It is an endogenous activator of the
brain cannabinoid receptors.318– 320  The 22-carbon eru-
camide (cis-13-docosenamide) stimulates growth of
blood vessels.316  The fatty acid amides are apparently
synthesized from corresponding acylglycines (Eq.
30-2) by the action of the peptidylglycine α-amidating
enzyme using the mechanism of Eq. 10-11.  See also
pp. 1792, 1793.

The fatty acid amides are destroyed by an integral mem-
brane protein, a fatty acid amide hydrolase.321,322

8.  Nonvertebrate Hormones and Pheromones

The chemical signals that are passed between
bacteria and other microbial cells often resemble hor-
mones of vertebrates.  Thus, some bacteria secrete
peptide mating pheromones.  The sequence of an
octapeptide270 of this type from Streptococcus faecalis
is given in Table 30-5.  Many bacteria utilize “quorum
signaling.”  They do not secrete signaling molecules
until they sense that there are enough of them to be
effective if they act in unison.  Then they all secrete
an inducer.  The best-known example is the induc-
tion of bioluminescence of Vibrio fischeri (Eq. 23-49).
Long-chain fatty acyl derivatives of L-homoserine
lactone   act as secreted inducers.323,324  A lactonase
hydrolytically inactivates the inducer to avoid exces-
sive accumulation.

Depending upon the types of bacteria and the specific
response a variety of different fatty acyl groups may
be present in the inducer.  Other responses include the
formation of bacterial film (biofilms) on a surface and
release of virulence factors that induce attack on a host.

Sexual conjugation in yeast is also induced by
pheromones (mating factors).325– 327  Yeast cells of
mating type a synthesize the 12-residue mating factor
a which contains a C-terminal cysteine methyl ester S-
alkylated with a trans,trans-farnesyl group (Table 30-5).
Cells of type � synthesize a 13-residue factor �.327a

Cells are attracted to the pheromone produced by cells
of the opposite type.  The tremerogens, sex hormones
of certain basidiomycetes, have related structures
(Table 30-5).328

Peptides are not the only fungal hormones.  The
water mold Blastocladiella releases a zoospore main-
tenance factor, a cyclic phosphate derivative of
5'-phosphoribosyl-5-aminoimidazolecarboxamide.329

It is similar to the succinocarboxamide, which is an

intermediate in de novo synthesis of purines (Fig. 25-
15).  Substitution of homocysteine for L-aspartate in
step g of that sequence could generate a precursor to
the zoospore maintenance factor.

Male sperm cells of the alga Chlamydomonas allen-
sworthii (Fig. 1-11) are attracted to female gametes by a
pentosylated isoprenoid quinone.330

Neurohormones of invertebrate animals.  The
Cnidaria (coelenterates) have the simplest known nerv-
ous system.  Simple amidated tetrapeptides, some
of which are also found in molluscs, are among their
neurotransmitters.331  EGRFamide and L-3- phenyllactyl-
LRNamide are found in some sea anemones.332  When a
hydra (Fig. 1-13) is cut into two pieces, one containing a
head and one a foot, each piece reforms the missing end.
The decapeptide head activator (Table 30-5) diffuses
upward from the foot end and induces formation of a
head.  Similarly, a hormone produced by head cells
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Streptococcus faecalis sex hormone 8 FLVMFLSG

Yeast mating factor a 12 YIIKGV(L)FWDPAC – OCH3

Tremerogen A-10 10 EHDPSAPGNGYC – OCH3

Hydra head activator 10 pEPPGGSKVIF

Antho-RF amide (sea anemone)  4 pEGRF – NH2

Small cardiovascular peptides (Aplysia)

SCP-A 11 ARPGYLAFPRM – NH2

SCP-B 9 MNYLAFPRM – NH2

FMRFamide (coelenterates, molluscs) 4 FMRF – NH2

(octopus) 7 YGGFMRF – NH2

Shrimp blanching hormone 8 pELNFSPGW – NH2

Fidler crab pigment-dispersing hormone 18 NSELINSILGLPKVMNDA– NH2

Proctolin (cockroaches) 5 RYLPT

Myotropic neuropeptide (cockroaches) 11

Adipokinetic hormone (locust) 10 PELNFTPNWGT– NH2

Crustacean cardioactive peptide  9

TABLE 30-5
Some Microbial and Invertebrate Peptide Hormones

Source name

a One-letter abbreviations, pE, 5-oxoproline; – NH2, C-terminal carboxamide.
b Alkylated on S.

farnesylb

farnesylb

Number of residues Sequencea

EQFEDYGHMRF–NH2

sulfate ester in leukosulfakinin

EPFCNAFTGC–NH2

S S

tic of mammalian pituitary gland, pancreas, brain, and
intestinal tract.  These include TRH, ACTH, αMSH,
arginine vasopressin, ocytocin, calcitonin, gastrin,
gastrointestinal peptide, glucogen, insulin, Met-en-
kephalin, pancreatic poly- peptide, secretin, soma-
tostatin, substance P, and vasoactive intestinal peptide.
Also present are FMRF amide and arginine vasotocin.342

The cardioacceleratory peptide FMRFamide (Table
30-5), which was discovered in 1977, was the first in a
large series of related neuropeptides that are found in
organisms ranging from the nematode Caenorhobditis

N

N

CH3

CH3 O

COO
H

NH3H

+

–

+

Amphikuemin, a powerful fish attractant

A.  The Hormones

may induce growth of a new foot end.  Glutathione,
flowing out from the hydra’s prey after wounding by
a nematocyst, is the feeding attractant for Hydra vul-
garis.282,333  Termination of the response is dependent
upon nitric oxide in this primitive invertebrate.

Certain large anemones enter into a symbiotic
relationship with fishes, which recognize chemical
signals from the anemones and are also chemically
protected from the anemones’ stings.  One of the fish
attractants, amphikuemin,334 is effective at a concen-
tration of 10–10 M.

A variety of peptide neurohormones are produced
by molluscs.  Among these are the sea snail Aplysia,
which is studied because of its simple nervous system
and giant neurons.335,336  Proteolytic processing of
precursors within single cells often yields neurohor-
mones specific to those cells. The structures of two
small cardioactive peptides secreted from single
neurons337 are shown in Table 30-5.  A 4.4-kDa egg-
laying hormone is formed in at least eight processing
steps.338–341  Among the peptides identified in the
freshwater snail Lymnaea are many that are characteris-

Chapter 30 IND page-E 2/14/03, 2:31 PM1759



1760 Chapter 30.  Chemical Communication Between Cells

elegans to vertebrate animals.  At least 18 genes in
C. elegans encode 53 distinct FMRFamide-related
peptides.  Disruption of one of these genes causes
hyperactivity, uncoordination, and other behavioral
difficulties in the nematodes.343  Several groups of
FMRFamide-related peptides have been found in
Drosophilia344 and other insects.345  One group has the
C-terminal FLRFamide and another HMRFamide.
Among the latter are sulfate esters such as the cock-
roach neuropeptide shown in Table 30-5.  The se-
quence of the sea urchin sperm chemoattractant
speract (sperm attractant peptide-1; SAP-1) is shown
in Table 30-4.  This is one of a family of egg-associated
peptides that stimulate sperm metabolism and mo-
bility.  The DNA sequence that codes for speract pre-
dicts formation of a 296-residue protein that contains
four speract sequences plus six related decapeptide
sequences, each separated by a single lysine residue.346

Many other SAP peptides, some containing the unusu-
al amino acid o-bromo-L-phenylalanine,347 are formed.

Hormones of insects and crustaceans.  Pep-
tide neurohormones of insect brains348 include the
pentapeptide proctolin (Table 30-5), which was first
iso-lated from the cockroach and has since been found
in crustaceans and in mammalian brain.  It has been
traced to specific insect neurons.349  A nonapeptide
neurohormone from the shore crab does not resemble
any other known vertebrate or invertebrate hormone.350

The prawn Pandalus borealis changes its body
color by means of movable pigment granules.  The
neurosecretory octapeptide blanching hormone351

(Table 30-5) controls the process.  This is a member
of  a larger family of peptide hormones with related
functions such as the 18-residue pigment-dispersing
hormone of the fiddler crab352 and similar hormones
in insects.353

One of the insect neurohormones, the activation
hormone, controls the secretion of the corpora allata,
paired glands that synthesize the juvenile hormone
(Fig. 22-4) in insect larvae.  While the structure of the
juvenile hormone varies somewhat with species, it is
usually a polyprenyl ester.  A specific binding protein
provides the hormone with protection from degrada-
tive enzymes.  However, in the tobacco hornworm an
esterase, able to hydrolyze the protein-bound juvenile
hormone, is produced at the start of pupal differentia-
tion.354  The exact mechanism of action of juvenile
hormones has been difficult to determine.  However, it
affects polyamine synthesis.355,356

The mandibular organ-inhibiting hormone of
the crab Cancer pagurus produces two neurohormones
that inhibit the secretion of methyl farnesoate, which
is thought to function as the juvenile hormone in
crustaceans.357

A related role of the insect corpora allata is to
store and release the prothoracicotropic hormone, a

peptide neurohormone formed in a single neurose-
cretory cell of the brain.358,359  The steroid hormone
ecdysone (Fig. 22-12) is secreted by the insect’s pro-
thoracic gland.  Also known as the molting hormone,
ecdysone is required for the periodic  replacement of
the exoskeleton of the larvae.359a  It induces molting in
crayfish and other arthropods and appears to be need-
ed by such members of lower phyla as schistosomes
and nematodes.  It also controls the biting  behavior of
mosquitos.360  In addition to α-ecdysone, the 20- and
26-hydroxyecdysones and 20,26-dihydroxyecdysone
have been identified in insects.348  It has been sug-
gested that different ecdysones may function at differ-
ent stages of insect development.

Ecdysone stimulates the synthesis of RNA in
tissues.  Visual demonstration of the effect is provided
by its action on polytene chromosomes of fly larvae
(Fig. 26-14).361  Fifteen minutes after the application of
ecdysone, a puff is induced on one band of the chro-
mosome; a second puff forms at a later time while a
preexisting puff diminishes.  Thus, like steroid hor-
mones in mammals, ecdysone appears to have a
direct controlling effect on transcription.  The cuticle-
shedding process (ecdysis) is initiated by the brain
peptide eclosian.  However, the brain may be re-
sponding to the ecdysis-triggering hormone, a
peptide that is secreted by a series of epitracheal
glands located in various segments of the body.362

Adipokinetic hormones control metabolism of
insects during long-distance flight.359,363  In the migra-
tory locust these hormones consist of a pair of related
octapeptides and a decapeptide (Table 30-5).  The
hormones stimulate triacylglycerol lipase in the in-
sects’ fat bodies, induce release of carbohydrates from
body stores, and affect many other aspects of metabo-
lism.363  Insects also have hormones of the insulin
family, proteins consisting of disulfide-linked A and
B chains as in insulin.  The silkworm Bombyx mori has
38 genes for the insulinlike bombyxins, which are
synthesized in the brain.364

Insects produce many different types of sex attrac-
tant pheromones (e.g., see p. 382).  By 1995 more than
300 structures had been determined for pheromones
from > 1600 insect species.365

9.  Plant Hormones

Plants possess a kind of circulatory system by
which fluids are transported from the roots upward in
the xylem and downward from the leaves through the
phloem.  Many compounds are carried between cells
in this manner, while others are transported across cell
membranes and against concentration gradients by
active transport.  A number of compounds that move
between cells in either of these two manners have
been classified as hormones.366– 369  The major plant

Chapter 30 IND page-E 2/14/03, 2:31 PM1760



1761

hormones consist of five compounds or groups of
compounds: auxins (p. 1446), gibberellins (Eq. 22-5),
cytokinins (Fig. 5-33), abscisic acid (Fig. 22-4), and
ethylene (Fig. 24-16).  A number of other plant regu-
lators, some involved in defensive reactions, are
sometimes also described as hormone.  These include
the brassinosterols (Fig. 22-9) and related com-
pounds,366,367,369,370 jasmonic acid (Eq. 21-18), salicyl-
ic acid (Chapter 25, Section B,7), bacterially produced
lipooligosaccharides such as the NOD factors (Box
20-E), and polypeptides such as systemin.  The sugars
glucose and sucrose have hormonelike functions as
does light, which controls many plant functions.368

Plant hormones have multiple and overlapping
functions, which are exerted predominantly by repres-
sion of gene expression.  This makes it difficult to
discuss their functions briefly.  Most studied are the
auxins, of which the principal member is indole-3-
acetic acid (Fig. 25-12).  This compound, whose bio-
synthesis is discussed on p. 1446, has been implicated
as a controlling agent for cell division and cell elonga-
tion.  In this capacity auxin influences a great variety
of plant processes.  Produced principally by growing
shoots, auxin diffuses down the stem aided by special
efflux carriers371,371a and inhibits the growth of lateral
buds.  However, the hormone stimulates the growth
of stems, thus establishing the apical dominance of the
tip of a plant.  Other hormones also have an influence.
Auxin is well established as the controlling agent in
phototropism, the tendency of a plant to bend toward
the sun.

A sensitive test for auxin, which is dependent on
the bending of the coleoptile of Avena sativa (the com-
mon oat) in response to the hormone, allows detec-
tion of as little as three pmol of auxin.  Using this
assay, it was shown that auxin is transported laterally
away from the illuminated side of plants, causing the
darker side to elongate more rapidly.  Both membrane-
associated and soluble binding sites, which may repre-
sent natural auxin receptors, have been identified, and
auxin response elements have been located in DNA.
The membrane-bound receptors may regulate an ATP-
dependent proton pump, while the soluble receptors
may act to regulate gene transcription.

The gibberellins together with brassinosterols are
active in helping to determine the form of plants. There
are 66 different known gibberellins, which are synthe-
sized (Eq. 22-5) in mature leaves and are transported
downward.  Their very active effect in stimulating
RNA synthesis in dwarf varieties of vegetables sug-
gests that gibberellins also serve as gene activators to
promote RNA synthesis.  A possible function in the
geotropic response of plant roots is suggested by the
presence of higher concentrations of glibberellins in
the upper half of horizontal roots than in the lower
half.372  On the other hand, auxin has long been known
to have a higher concentration on the lower side of the

root,371a and it has been assumed to inhibit elongation
(in contrast to stimulation in stems).  Because they are
structurally and in physical properties somewhat simi-
lar to sterols, gibberellins have been assumed to act by
a steroid hormonelike mechanism.  The brassinoster-
ols, which are true sterols, may also be expected to
bind to soluble receptors and to regulate transcription.

The cytokinins are isopentenyladenosine deriva-
tives (Fig. 5-33), which may be hydroxylated or substi-
tuted in the 2 position by a methylthio group.373,374

Cytokinins are synthesized in roots and translocated
upward to other parts of the plant.  They may origi-
nate in part from degradation of cytokinin-containing
tRNA, but there is evidence that they may also be
synthesized independently.374–376  The N6-isopenteny-
ladenine in tRNAs is generated by transfer of the
isopentenyl group from ∆2-isopentenyl pyrophos-
phate.  The role of cytokinins may be at the level of
gene transcription, but it has been difficult to identify
signaling sequences.368  Their hormonal influence on
plants appears to be independent of their function in
tRNA.  The most striking effect of cytokinins in solu-
tion is on differentiation of plant cells (Chapter 32).

The terpenoid abscisic acid (Fig. 22-4) is synthe-
sized by degradation of a carotenoid precursor.  It
is formed by plants in response to stress from low
temperature, high salinity, or drought.  Abscisic acid
appears to block the growth-promoting effects of hor-
mones such as the gibberellins and cytokinins.  It is
sometimes regarded as a general gene repressor, which
prepares plants for dormancy.  Synthesis of abscisic
acid occurs in response to the short day and long night
pattern of the fall.  It often opposes the action of gib-
berellins.  The signaling pathway for abscisic acid
apparently involves release of Ca2+ ions and forma-
tion of cyclic ADP-ribose (cADPR; p. 564).  Among
other effects this induces the closing of stomata in leaf
surfaces.368

Ethylene not only hastens the ripening of fruit but
also tends to promote senescence in all parts of plants.
Its signaling mechanisms are the best-known for any
plant hormone.368,369  The synthesis and action of
ethylene are discussed in Chapter 24, Section D,4.
Ethylene is metabolized slowly in plants by oxidation
to ethylene oxide.  The latter is hydrolyzed to form
ethylene glycol, which is metabolized further to CO2
(Eq. 30-3).

A postulated flowering hormone, florigen, has
not been isolated.366  Flowering seems to be controlled
by a variety of different hormonal effects.369  Jasmonic
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acid (jasmonate) and salicylic acid act as plant defense
signals.377,378  Salicylic acid activates a large number
of transcription factors, which induce resistance to a
variety of pathogenic organisms, a response referred
to as systemic acquired resistance.  See also Chapter
31, Section G.  Among other compounds synthesized
as part of the systemic acquired resistance of plants are
proteins known as systemins.382  Initially discovered
in tomatoes, systemins have been discovered in more
than 100 other species of plants.  Jasmonic acid emit-
ted from tomato plants acts as a pheromone that at-
tracts wasps to attack caterpillars that feed on the
tomato plants.379  In fact, wounding by herbivores
may stimulate emission of a variety of volatile com-
pounds that may attract predators to the attacking
herbivores.380,381

Many other compounds influence plant growth.
Among them are the vitamins, thiamine, pyridoxine,
and nicotinic acid, which are synthesized in the leaves
and transported downward to the roots.  Since they
promote growth of roots, they are sometimes referred
to as root growth hormones.  However, they are
nutrients universally needed by cells.  Various com-
pounds secreted by other organisms can either stimu-
late or inhibit growth of a given plant.  Some are
powerful toxins.  Others, such as the previously men-
tioned NOD factors, and evidently also the riboflavin
degradation product lumichrome (Box 15-B), are
beneficial.383  These plant growth regulators may be
produced by other plants, by microorganisms, or by
fungi.384,385  Much use is made in agriculture of syn-
thetic growth regulators.

10.  Secretion of Hormones

In Chapter 11 the effects of binding of hormones to
cell surface receptors have been emphasized.  Equally
important are the mechanisms that control the secre-
tion of hormones.  The topic of exocytosis has been
considered briefly in Chapter 8, Section C,6 and as-
pects of the Golgi in Fig. 20-8 and associated text.  Both
hormones and neurotransmitters are secreted by exo-
cytosis of vesicles.  Cells have two pathways for secre-
tion.386,387  The constitutive pathway is utilized for
continuous secretion of membrane constituents, en-
zymes, growth factors, viral proteins, and components
of the extracellular matrix.  This pathway carries small
vesicles that originate in the trans-Golgi network
(TGN; Fig. 20-8).  The regulated pathway is utilized
for secretion of hormones and neurotransmitters in
response to chemical, electrical, or other stimuli.

Many neurotransmitters are packaged into small
synaptic vesicles ~ 50 nm in diameter.  These may
originate from large endosomes rather than from the
Golgi.  They are usually recycled and refilled repeated-
ly.386  Secretion of hormones, and of some neurotrans-

mitters, occurs via large dense-core vesicles of ~ 100
nm diameter.  These originate from the TGN and are
not recycled.  They are prominent in chromaffin cells
and other cells that secrete large amounts of a signal-
ing molecule.  Secretion of hormones and that of neu-
rotransmitters have several common features.  Indeed,
hormones of the hypothalamus, neurohypophysis, and
the adrenal medulla are secreted by specialized neu-
rons.  However, while hormones are often carried in
the bloodstream, neurotransmitters are most often
secreted into the very small volume of a single syn-
apse.  The exocytosis must occur very rapidly from a
small number of SSVs.

A common feature, and also a puzzle, of vesicular
signaling is the nearly universal response to calcium
ions.  Exocytosis is usually triggered by a rise in the
concentration of Ca2+, and most receptor signaling also
leads to an increase in cytosolic Ca2+.388–391  The puzzle
lies in the ability of cells to use a common mechanism
for so many specific purposes.  This topic is consid-
ered further in Section B,8.  There are also many other
factors that can control exocytosis.  Recent evidence
suggests that NO may play a role.392

B.  Neurochemistry

The nervous system, a network of neurons in
active communication, reaches its ultimate develop-
ment in the 1.5 kg human brain.149,393–396  Many inver-
tebrates, such as leeches,396a crayfish, insects, and
snails, have brains containing no more than 104 to 105

neurons,396b,397,398 but the human brain contains ~1011.
Each of these neurons interconnects through synapses
with hundreds or thousands of other neurons.  The
number of connections is estimated to be as many as
60,000 with each Purkinje cell of the human cerebel-
lum.  There may be many more than 1014 synapses in
the human brain.399,400

In addition to neurons, the brain contains 5–10
times as many glial cells of several types.  The neuro-
glia occupy 40% of the volume of brain and spinal
cord in the human.  Some glial cells seem to bridge the
space between neurons and bloodcarrying capillaries.
Others synthesize myelin.  Some are very irregular in
shape.

1.  The Anatomy and Functions of Neurons

Although neurons have many shapes and forms,
a common pattern is evident.400a  At one end of the
elongated cell (Fig. 30-8) is a series of dendrites, thin
fibers often less than 1 µm in diameter.  The ends of
the dendrites form synapses with other neurons and
act as receivers of incoming messages.  Additional
messages come into synapses on the cell body, while
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the axon serves as the output end of the cell.  The ax-
on, a long fiber of diameter 1– 20 µm, is also branched.
As a consequence, the nervous system contains both
highly branching and highly converging pathways.
Many of the axons are wrapped in a myelin sheath
(Fig. 30-9; pp. 390 and 1767).

The ends of the fine nerve fibers are thickened to
form the synaptic knobs, which make synaptic con-
tacts with dendrites on cell bodies of other neurons.
In most instances the arrival of a nerve signal at the
presynaptic end of a neuron causes the release of a
transmitter substance (neurohormone).  The transmit-
ter passes across the 10 – 50 nm (typically 20 nm) syn-
aptic cleft between the two cells and induces a change
in the electrical potential of the postsynaptic mem-
brane of the next neuron (Fig. 30-10).149,401  Excitatory
transmitters usually cause depolarization of the
membrane.  By this we mean that the membrane
potential, which in a resting neuron is –50 to –70 mv
(Chapter 8), falls to nearly zero often as a consequence
of an increased permeability to Na+ and a resultant
inflow of sodium ions.  The resulting postsynaptic

Figure 30-8  Schematic drawing of a neuron (after Brand and Westfall,401 p. 1192).

potential (really a drop in the potential difference) is
propagated to the cell body and axon and under ap-
propriate circumstances may initiate an action poten-
tial.  This is a narrow spikelike region of depolarization
that travels down the axon at a constant velocity and
with undiminished intensity (Fig. 30-11).

A characteristic of many neurons is an all-or-none
response or firing.  An action potential passes down the
axon only if there is sufficient depolarization.  In gen-
eral, a stimulus must reach a neuron through more than
one synapse before the neuron will fire.  Furthermore,
neurons are often inhibitory, releasing transmitters that
counter the excitatory synapses and tend to prevent
firing.  Inhibition is important in damping out small
excitations; thus sharpening the response of the ner-
vous system toward strong stimuli.  Another charac-
teristic of basic importance to the operation of the
brain is that neurons fire at longer or shorter intervals
depending upon the strength and duration of the
stimulus.  The stronger the stimulus to a given neuron,
the more rapid the train of spikes that passes down the
axon.  Thus, the brain functions to a large extent in

B.  Neurochemistry
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1764 Chapter 30.  Chemical Communication Between Cells

Figure 30-9  Micrograph of a section through an
axon of a neuron from rat brain.  The structure of
the myelin sheath can be seen clearly.  The growing
lip of cytoplasm (X) from a neuroglial cell is ad-
vancing around the axon process (NF) and insinu-
ating itself into the space between the plasma
membrane of the axon and the membrane that
limits the thin layer of cytoplasm (Y) left behind
by the growing lip during its previous turn.  This
cytoplasmic layer disappears as the inner leaflets
of its plasma membrane fuse to form the major
dense line of the myelin sheath.  This process is
occurring at the point indicated by the single
arrow.  The outer leaflet of the plasma membrane
surrounding the lip fuses with its own outer leaflet
laid down on the previous turn.  The two outer
leaflets thus give rise to the less dense intermediate
line of the sheath (double arrow).  The cell body
from which the investing cytoplasmic sheet origi-
nated cannot be seen in this micrograph, but
cytoplasm within the lateral margins of the sheet
does appear (X’).  The micrograph, by A. Hirano
and H. M. Dembritzer, originally appeared in J.
Cell Biol. 34, 555 (1967), where a more complete explanation of myelin sheath formation is provided.  Figure copied from
Porter and Bonneville.402  Courtesy of Mary Bonneville.

Figure 30-10  (A) Schematic drawing of a synapse.  (B) Electron micrograph showing the synaptic junctions in the basal part
(pedicle) of a retinal cone cell of a monkey.403  Each pedicle contains synaptic contacts with 12 triads, each made up of process-
es from a bipolar cell center that carries the principal output signal and processes from two horizontal cells that also synapse
with other cones.  A ribbon structure within the pedicle is characteristic of these synapses.  Note the numerous synaptic vesi-
cles in the pedicle, some arranged around the ribbon, the synaptic clefts, and the characteristic thickening of the membranes
surrounding the cleft (below the ribbons).  Micrograph courtesy of John Dowling.
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0.1 µm

Chapter 30 IND page-E 2/14/03, 2:31 PM1764



1765

decoding trains of impulses.  The frequency of the
impulses from neurons varies from a few per second
to a maximum of about 200 s–1 in most nerves (up to
1600 s–1 in the Renshaw cells of the spinal cord).  The
maximum frequency is dictated by the refractory
period of ~ 1 ms (Section B,3).

Although the concepts of neuronal function out-
lined in the preceding paragraphs have been accepted
for many years, more recent discoveries require that
they be modified somewhat.  Dendrites seem to be
able to transmit information as well as to receive it.
Furthermore, while information is certainly transmit-
ted long distances by spike action potentials, shorter
neurons and dendrites may communicate extensively
by exchange of chemicals through low resistance gap
junctions, also called electric synapses (Chapter 1).
Small changes in membrane potential transmitted
through these junctions may alter the behavior of
adjacent neurons.  Chemical transmitters do not al-
ways have an electrical effect on postsynaptic neurons
but may influence metabolism or gene transcription.

B.  Neurochemistry

Figure 30-11  (A) Action potential recorded with internal
electrode from extruded axon filled with potassium sulfate
(16°C).  (B) Action potential of an intact axon, with same
amplification and time scale (18°C).  The voltage scale gives
the potential of the internal electrode relative to its potential
in the external solution with no correction for junction
potential.  From A. Hodgkin, Conduction of Nervous Impulses,
1964.  Courtesy of Charles C. Thomas, Publisher, Springfield,
Illinois.

2.  Organization of the Brain

The anatomy of the brain is quite complex, and
only a few terms will be defined here.  The cerebrum,
which is made up of two hemispheres, accounts for
the largest part of the brain.  The deeply folded outer-
most layer, the cerebral cortex, consists of gray mat-
ter, a mass of cell bodies, and fine unmyelinated nerve
fibers.  Beneath this lies a layer of white matter made
up of myelin-covered axons connecting the cerebral
cortex with other parts of the brain.  The two cerebral
hemispheres are connected by the corpus callosum, a
band of ~ 2 x 108 nerve fibers.  Remarkably, these fibers
can be completely severed with a relatively minimal
disruption of the nervous system.  In the past the
corpus callosum was sometimes cut to control almost
incessant epileptic seizures that could not be prevent-
ed by drugs.  The “split-brain” patients suffered rela-
tively little disability as long as both eyes functioned
normally.  Studies of these patients provided some
insights into the differing functions of the two hemi-
spheres of the cerebrum.395

Deeper in the cerebrum lie the basal ganglia,
which include the caudate, lenticular, and amygdaloid
nuclei.  The lenticular nuclei are further divided into
putamen (an outer portion) and the globus pallidus.
The putamen and caudate nuclei together are known
as the striatum (Fig. 30-12).  The lower lying subtha-
lamic nuclei and substantia nigra are sometimes also
included in the basal ganglia.

The outer parts of the cerebrum, including the
basal ganglia, make up the telencephalon.  Deep in the
center of the brain is the diencephalon consisting of
the thalamus (actually two thalami), hypothalamus,
hypophysis (Figs. 30-1, 30-13), and other attached
regions.  A major structure at the back of the brain is
the cerebellum.  Like the cerebrum, its cortex is high-
ly folded.  The 30 billion neurons of the cerebellum are
organized in a highly regular fashion.393,404  The inter-
connections of the seven types of neurons present in
this part of the brain have been worked out in fine
detail.

The basal part of the brain or brain stem consists
of the medulla oblongata and the pons.  While the
bulk of the tissue consists of myelinated nerve tracts
passing into the spinal cord, synaptic regions such as
the olivary nucleus are also present.

The brain, which must function in a chemically
stable environment, is protected by a tough outer cov-
ering, the arachnoid membrane, and by the blood–
brain barrier406,407 and the blood–cerebrospinal
barrier.  Both of these barriers consist of tight junc-
tions similar to those seen in Fig. 1-15A.  They are
formed between the endothelial cells of the cerebral
capillaries and between the epithelial cells that sur-
round the capillaries of the choroid plexus.  The cho-
roid plexus consists of capillary beds around portions
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1766 Chapter 30.  Chemical Communication Between Cells

Figure 30-12  Diagram illustrating
some of the major interconnections of
the “extrapyramidal system” of the
brain.  Arrows indicate major direction
of projections.  The nigrostriatal (sub-
stantia nigra to striatum) and related
neuronal pathways are indicated with
dashed lines.  After Noback and
Demarest,405 pp. 182 and 183.

of the fluid-filled ventricles deep in the interior of the
brain.  They serve as a kind of “kidney” for the brain
assisting in bringing nutrients in from the blood and
helping to keep dangerous compounds out.406

3.  Neuronal Pathways and Systems

Consider a message originating with a nerve
receptor in the skin or in another sense organ.  A nerve
signal passes via a sensory neuron (afferent fiber)
upward toward the brain.  It may pass through two or
more synapses (often through one in the spinal cord
and one in the thalamus) finally reaching a spot in the
sensory region of the cerebral cortex.  From there the
signal in modified form spreads through the inter-
neurons of virtually the entire cortex.  In each synapse,
as well as in the cortex, the impulse excites inhibitory
fibers that dampen impulses flowing through adja-
cent fibers.  Likewise, if a given impulse is not strong
enough, it will itself be inhibited before reaching the

Figure 30-13  Section through a rat brain.
This brain, which has been very widely used
in neurochemical studies, appears superfi-
cially to be quite different from the human
brain (Fig. 30-1), which is characterized by
its large cerebral cortex.  However, basic
pathways are the same.  Some major path-
ways for glutamate-secreting (glutamatergic)
neurons are marked by arrows.  Most of
these originate in the neocortex (outer layers
of the cerebral cortex) and the hippocampus.
From Nicholls.149  Courtesy of David G.
Nicholls.
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cortex.  Among the important sensory neurons are
those from the seven million cone cells and 100 million
rod cells of the eye.  The nerve signals pass out of the
retina by way of a million axons from retinal ganglion
cells reaching, among other parts of the brain, the
visual cortex (Fig. 30-14).408

The neuronal events that occur within the cerebral
cortex are extraordinarily complex and little under-
stood.409  In what way the brain is able to initiate
voluntary movement of muscles is obscure.  However,
it is established that the signals that travel out of the
brain down the efferent fibers to the muscles arise
from large motor neurons of the motor cortex,410 a
region that extends in a band across the brain and
adjacent to the sensory cortex (Fig. 30-14).  The axons
of these cells form the pyramidal tract that carries
impulses downward to synapses in the spinal cord
and from there to the neuromuscular junctions.
These are specialized synapses at which acetycholine
is released, carrying the signal to the muscle fibers
themselves.  Passing over the cell surface and into the
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T tubules (Chapter 19, Section B,4; Fig. 19-21), a wave
of depolarization initiates the release of calcium and
muscular contraction.

At the same time that the motor neurons send
signals to the muscles, branches travel into other parts
of the brain including the olivary nuclei, which send
neurons into the cerebellum.  The cerebellum acts as
a kind of computer needed for fine tuning of the im-
pulses to the muscles.  Injury to the cerebellum leads
to difficulty in finely coordinated motions.  Input to
the Purkinje cells arises from the climbing fibers,
which originate in the inferior olive of the brain stem.
Each climbing fiber activates a single Purkinje cell, but
the dendrites of each Purkinje cell also form as many
as 200,000 different synapses with parallel fibers that
run across the cortex of the cerebellum (Fig. 30-15).
The parallel fibers receive input from many sources
via a complex series of mossy fibers and granule cells
and influence the firing of the Punkinje cells.  The out-
put from the Purkinje cells is entirely inhibitory.  It is
transmitted via synapses in the cerebellar nuclei to
neurons that lead back to the cerebral cortex, into the
thalamus, and down the spinal cord.411  The pathway
to the cortex completes an inhibitory feedback loop,
of which there are many in the nervous system.  For
details see Llinás404 and Nicholls.149

In addition to the somatic motor system that
operates the voluntary (striated) muscles via the pyra-
midal tract, there is the autonomic system, which
controls the involuntary (smooth) muscles, glands,
heartbeat, blood pressure, and body temperature.  This
system has its origins in both the cerebral cortex and

hypothalamus. It is subdivided into two systems, the
sympathetic and parasympathetic systems, which
are anatomically distinct.  The sympathetic system is
geared to the fight and fright reactions.  Its postgan-
glionic fibers (those below the ganglia in the spinal
cord) liberate norephinephrine (noradrenaline) and
include the adrenal medulla, which consists of special-
ized neurons, the chromaffin cells.  The parasympa-
thetic system has to do more with homeostasis and
maintenance of body systems.  Biochemically it is
characterized by the release of acetylcholine as a trans-
mitter substance.

The hypothalamus, a four gram portion of the
brain, receives a great deal of biochemical attention be-
cause of its function in the autonomic nervous system,
in homeostasis, and in endocrine secretion.  Its libera-
tion of neurohormones that stimulate the hypophysis
has already been considered in Section A,3.  The hypo-
thalamus is also involved in the regulation of the body
temperature, of water balance, and possibly of glucose
concentration.

Two other systems of importance in the brain are
the reticular system and the limbic system.  The
former is the mediator of the sleep – wake cycle and is
responsible for characteristic waves in the electroen-
cephalogram.  The limbic system is the mediator of
affect or mood and of instincts.  It is anatomically
complex with centers in the amygdala, other subcorti-
cal nuclei, and the limbic lobe of the cortex.  The limbic
cortex forms a ring lying largely within the longitudi-
nal fissure between the two hemispheres.  It includes
the olfactory cortex, the hippocampus, a region asso-
ciated with formation of conscious memories, and
other evolutionarily older regions of the cerebral cor-
tex.  Within the limbic lobe are the pleasure centers.
When electrodes are implanted in these regions, ani-
mals will repeatedly push levers that are designed
to electrically stimulate these centers.  There are also
punishing centers, whose stimulation causes animals
to avoid further stimulation.

4.  The Propagation of Nerve Impulses

Although the chemical basis of the conduction of
nerve impulses via an action potential is not entirely
clear, the electrical events have been described with
precision.  If the permeability of a membrane toward
sodium ions is increased in a local region, sodium ions
flow through the membrane into the cell neutralizing
the negative charge inside and depolarizing the mem-
brane.  Such depolarization leads to propagation of
an electrical signal of diminishing intensity over the
surface of the membrane in a manner analogous to the
flow of electrical current along a coaxial cable.  It is
thought that local increases in Na+ permeability of the
plasma membrane often trigger nerve impulses.  Other

Figure 30-14  The location of several functional areas of the
cerebral cortex.  The representation of body parts on the pri-
mary motor and somatic sensory cortices include the head
(H), upper extremity (UE), trunk (T), and  lower extremity
(LE).  After Noback and Demarest,405 p. 193.

B.  Neurochemistry
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Figure 30-15  (A)  Diagram of the two-dimensional tree formed by dendrites of
a single Purkinje cell of the cerebellum.  From Llinás.404  (B)  Schematic diagram
showing input and output pathways for Purkinje cells.  (C)  Recordings of out-
put from four different neurons of the inferior olive.  These action potentials are
thought to arise from oscillations that arise within the neurons or within arrays of
adjacent neurons coupled by electrical (gap junction) synapses.  These oscillations
synchronize the generation of action potentials so that some cells oscillate in
synchrony while others (e.g., cell 4 above) do not.  From McCormick.412

A B
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ions such as Ca2+ may also play a role.  While the kind
of passive transmission of electrical signals that results
from a local depolarization of the membrane is suit-
able for very short nerve cells, it cannot be used to
send signals for long distances.  Most nerve axons
employ the more efficient action potential.  This is an
impulse that passes along the axon and for a short
fraction of a second (~0.5 ms in mammalian nerves)
changes the membrane potential in the characteristic
way shown in Fig. 30-11.  Initially, the negative poten-
tial of 50–70 mV drops rapidly to zero and then be-
comes positive by as much as 40–50 mV, after which it
returns to the resting potential.  The remarkable thing
about the action potential is that it is propagated down
the axons at velocities of 1–100 m / s without loss of
intensity.

To establish the chemical basis of the action poten-
tial, A. L. Hodgkin and A. F. Huxley in the 1950s de-
vised the voltage clamp, a sophisticated device by
which the transmembrane current can be measured
while using a feedback mechanism to fix the mem-
brane potential at a preselected value.413– 417  Using the
voltage clamp the membrane conductance could be
measured as a function of the membrane potential

and of time.  It was found that immediately after a
decrease in membrane potential was imposed with
the voltage clamp, the permeability of the membrane
toward sodium ions rose rapidly.  Since an increased
sodium ion permeability automatically leads to depo-
larization in an adjacent region of the membrane, a
self-propagating wave is established and moves down
the axon.  The voltage clamp studies also revealed
that after a fraction of a millisecond the permeability
to potassium ions also increases.  At the same time
the sodium ion permeability decreases again, and the
normal membrane potential is soon reestablished.
However, during an absolute refractory period of
~0.5 ms no other nerve impulse can be passed.  The
sequence of events during passage of the nerve im-
pulse can be described as the opening of sodium
channels followed by the opening of potassium chan-
nels, and then by a closing of the channels in the same
sequence.  The results of these investigations led
Hodgkin and Huxley to propose equations that quan-
titatively describe the action potential and that predict
the observed conduction velocities and other features
of nerve impulses.
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A special feature of nerves that are designed to
transmit impulses very rapidly is the presence of the
wrapping of myelin (Fig. 30-9).  As can be seen in this
figure, the extracellular surfaces of the consecutive
wraps bind tightly together, and the cytoplasm of the
cell interior is squeezed out to form the compact mye-
lin sheath.418  Mutations in the integral membrane
proteolipid protein (p. 401) are associated with a vari-
ety of defects in myelin formation.  Some of these are
severe, for example, leading to loosely wrapped mye-
lin.419,420  The proteolipid protein is encoded by an X-
linked gene.  The most abundant protein in peripheral
nerve myelin is the integral membrane peripheral
myelin glycoprotein P0.  It is encoded by an autoso-
mal gene for which 29 known defects account for a
variety of human diseases,421–422a including an autoim-
mune inner ear disease.423  The extracellular domain
of P0, like many other cell adhesion molecules (p. 407),
has a structure related to that of immunoglobulins.
Four molecules of P0, each of which carries a single
immunoglobulin domain, associate via these domains
in a kind of square donut that protrudes from the
outer cell surface.  There it can interact with four simi-
lar donuts from the apposed cell surface, zipping up
the cell–cell interface by a kind of Velcro action.422,424,425

Protein P0 accounts for 50% of the total protein of
peripheral myelin, but the myelin basic protein,
which constitutes 20% of the total protein, is also
essential.426  This protein exists as a variety of forms
that arise from differential splicing of its mRNA and
extensive posttranslational modification.  Deimination
of argine side chains to form citrulline residues has
been associated with development of the autoimmune
disease multiple sclerosis.427,428 Peripheral myosin
protein 22 is a 160-residue polypeptide with four
membrane-spanning helices.  It accounts for 2–5% of
the myelin protein and is the site of defects that cause
the demyelinating Charcot – Marie – Tooth disease
and other serious human diseases.428a,b

The axon is effectively insulated from the sur-
rounding medium by the myelin sheets except for
special regions, the nodes of Ranvier, which lie at 1-
to 2-mm intervals along the nerve.  The nerve impulse
in effect jumps from one nerve to the next.  This salta-
tory conduction occurs much more rapidly (up to
100 m / s) than conduction in unmyelinated axons.  It
depends upon Na+ and K+ channels that are concen-
trated in the nodes of Ranvier.

5.  Ion Conducting Channels

What is known about the channels through which
Na+ and K+ flow during nerve excitation?  That the
channels for the two ions are separate was shown by
the fact that tetrodotoxin (found in the puffer
fish)429,429a and saxitoxin of dinoflagellates, as well as

scorpion toxins (see Fig. 30-16), exert their toxic action
by blocking the Na+ channels while having no effect
upon conductance for K+.  At the same time the K+

channels can be blocked by certain quaternary ammo-
nium salts.  Since the binding constants for the toxins
are high (Kf ~ 3 x 108 M–1 for tetrodotoxin), it is possi-
ble to titrate the sodium channels.  The number is
usually quite small, about 10 – 400 Na+ channels / µm2

of surface430 (the same surface area contains 2 x 106

phopholipid molecules).  However, membranes in the
nodes of Ranvier of mammalian nerve fibers431 contain
~ 12,000 channels / µm2.  Note that the ion channels
described here are not the same as those in the ion
pump, i.e., the Na+,K+-ATPase (Fig. 8-25).  In some
neurons the number of conduction channels for Na+

appears to be ten times less than the number of pump-
ing channels, i.e., of Na+,K+-ATPase.432,432a

 Since the number of ion-conducting channels is
small, the rate of sodium passage through the open
channels must be extremely rapid and has been esti-
mated as ~108 ions / s.433 This is within an order of
magnitude of the diffusion-limited rate (Eq. 9-30).
On this basis it is clear that the channels cannot act
by means of ionophoric carriers but form pores that
can be opened and closed (gated) in response to
changes in the membrane potential.  They are voltage-
sensitive ion channels.433,434  The channels are selec-
tive for specific ions and the selectivity parallels that
of sites in some cation-exchange resins such as those
containing carboxylate groups.  This suggested that
the inside surface of the channel might contain one or
more carboxylate groups from protein side chains as
well as other polar groups.  A Na+ ion approaching
the channel entrance might exchange some of its hy-
dration sphere for ligands from the channel surface.
The differing affinity of the “ion exchange” sites for
various cations could ensure that it is predominately
Na+ that passes through the channel.  Anions could
be excluded by electrostatic repulsion.  Recent struc-
tural studies have allowed these speculations to be
replaced with experimental findings as described in
the following paragraphs.  They have revealed that
the selectivity mechanism are similar for Na+ and Ca2+

channels.

The sodium ion channel of the electric eel.
Making use of the binding of radioactively labeled
specific toxins to identify them, the subunits of the
sodium channel proteins were purified from several
sources including the electrical tissue of the electric eel
Electrophorus electricus,437– 439 heart and skeletal muscle,
and brain.440–441b  In all cases a large ~ 260-kDa glyco-
protein, which may be 30% carbohydrate, is present.
The saxitoxin-binding protein from rat brain has two
additional 33 – 36 kDa subunits with a stoichiometry
of αβ1β2.  The Electrophorus α subunit consists of 1820
residues,437 while rat brain contains α proteins of 2009

B.  Neurochemistry
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1770 Chapter 30.  Chemical Communication Between Cells

Figure 30-16  Structures of some neurotoxins that affect ion channels.  Other neurotoxins include the Na+, K+-ATPase
inhibitor ouabain (Fig. 22-12), batrachotoxin (Fig. 22-12), and picrotoxin (Fig. 22-4).  The structure of a scorpion toxin is from
Almassy et al.,494a  that of ω conotoxin is from Pallaghy et al.,435 and that of brevetoxin is redrawn after Shimizu et al.436
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and 2005 residues, respectively, for Na+ channels
designated I and II.441  In fact, mammals contain ten
distinct Na+ channel genes.442  In every case the chan-
nel proteins contain four consecutive homologous
sequences of about 300 residues apiece.  Within these
the hydro-pathy plots (see Fig. 2-30) suggest that each
homology region forms six membrane-spanning heli-
ces as shown in Fig. 30-17A.441  The four sets may then
fold together into a square arrangement that provides
a pore somewhat familar to that of the voltage-gated
K+ channel (see Fig. 30-18).  The three-dimensional
structure of the sodium channel protein, based on
cry-electron microscopy, appears to be complex.  The
central channel may resemble that of Fig. 30-18, but
there also seem to be smaller peripheral channels (Fig.
30-17).438  Bacteria also contain Na+ channels but they
are tetramers of smaller subunits, resembling in this
respect bacterial K+ channels (Figs. 30-18).442a,b

How do the “gates” to ion channels open?  Pre-
sumably some part of the channel protein senses the
change in potential and undergoes an appropriate
alteration in conformation that opens the gate.434  The
current carried by the ions flowing out through a small

Figure 30-17  (A)  Two-dimensional map of the ~ 260-kDa α subunit of the voltage-gated Na+ channel from the electric eel
Electrophorus electris.438,441  (B)  Image of the sodium channel protein obtained by cryo-electron microscopy and image analysis
at 1.9 nm resolution.  In this side view the protein appears to be bell-shaped with a height of ~ 13.5 nm, a square bottom (cyto-
plasmic surface) ~10 nm on a side, and a hemispherical top with a diameter of ~6.5 nm.  (C)  Bottom view of the protein.  (D)
Axial section which cuts the bottom, as viewed in (C), approximately along a diagonal.  From Sato et al.438  Notice the cavities
(dark) and domain structures (light).  The black arrow marks a constriction between upper (extracelllar) and lower (cytoplas-
mic) cavities.  White lines indicate approximate position of the lipid bilayer.  From Sato et al.438  Courtesy of Chikara Sato.

number or even a single channel can be measured
with tiny patch electrodes having openings ~1 µm2

in area.  These are pressed against the nerve mem-
brane, where they form a tight seal.  With such a small
patch of membrane surface the electrical noise level is
low, and it is possible to measure the conductance of
the pore.149,443  From such measurements it was found
that a single pore can allow >108 ions to pass through
in one second.  Another thing that is apparently mea-
sured with patch electrodes is a small gating current,
which precedes the opening of the channels by ~0.1
ms.  This has been interpreted as a flow of ~6 charges
across the membrane or the movement of a larger
number of dipoles needed to open the gate.  One
possibility is that a loss of the electrical field from the
surface charges on the bilayer induces a rearrange-
ment of charges on protein side chains within the
bilayer or induces changes in interactions between two
or more dipoles.  Such changes could trigger conform-
ation alterations within the proteins, allowing the
channel to switch from open to closed.

Recordings with single channels indicate that after
a sodium channel is open for a random length of time
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it spontaneously closes and passes into a third state,
an “inactive” state from which it cannot reopen during
the refractory period.  After the membrane is repolar-
ized it can function again.444a

Calcium ion channels. Immediately after the
Na+ pores open as a result of membrane depolariza-
tion, voltage-sensitive Ca2+ channels also open.  These
allow a rapid influx of Ca2+, which can trigger many
processes including the secretion of neurotransmitters
within the synapses.434,444  There are several types of
voltage-sensitive Ca2+ channels.444a,b  The most abun-
dant type are specifically inhibited by dihydropy-
ridines and are called dihydropyridine-sensitive or
L-type channels.434,445–445b  They are most numerous in
the transverse tubular membranes of skeletal muscle
where they appear to form a complex with the very
large calcium release channels, the ryanodine recep-
tors (Fig. 19-21 and associated discussion).446,446a

These channels appear to have a structure similar to
that of the Na+ channels.434  Calcium channels are also
discussed on p. 422 and on pp. 1114-1115.  Calcium
ions play a central role in cell signaling and there are a
large number of different calcium channels in bacteria,
plants, and animals.  Many of these are coupled to
specific receptors.445b,447  Some are involved in control-
ling intracellular stores.447–449  Some release Ca2+ in
response to mechanical movement and function in
feeling, hearing, maintaining balance, and cardiovas-
cular regulation.  Plants sense wind and gravity, and
microorganisms sense changes in osmotic pressure
with the aid of these channel proteins.450–452

Potassium ion channels.  Several types of K+-
selective cation channels have been recognized on
the basis of electrophysiological and pharmacological
studies.149  More recently, the cloning of channel genes
has permitted the study of the proteins by X-ray crys-
tallography.  The first structure determined452a was
that of the Streptococcus lividans K+ channel (desig-
nated KcsA; Fig. 8-21).  There are three large structural
families of K+ channel proteins.453– 455a  One group
consists of voltage-regulated (Kv) channels, such as
those involved in the action potential of neurons.  Like
the S. lividans channel, they are tetramers whose pre-
dicted structure contains six transmembrane helices
per subunit with a pore-forming loop (P region) be-
tween helices 5 and 6.  This is just what is seen in
the S. lividans channel and in one-fourth of the much
larger Na+ channel protein (Fig. 30-17A).  Further-
more, all known potassium channels, from bacteria to
human beings, have the conserved sequence GYGD
in the C-terminal half of the P region.453  A great vari-
ety of Kv channels are known.  There are ~70 genes
for these channels in the Caenorhabditis elegans ge-
nome.456  One of the first Kv channel genes to be
cloned was from a Drosophilia mutant known for its

neurological defect as shaker.  Its structure (Fig. 30-18),
which is based in part on modeling from the KcsA
channel, has the ion selective filter with the conserved
sequence TVGYG in the expected location.  At the
cytoplasmic end of the pore is an additional structure
not found in the KcsA channel.  This is the inactiva-
tion gate, so called because it accomplished the rapid
self-inactivation of the K+ channels during passage of
the action potential (Fig. 30-18A).  This is one of the
factors necessary for recovery and repolarization of the
axon membrane.  The inactivation gate is composed
of N-terminal ~ 130 residue “T1” domains of the α
subunits together with parts of the β subunits, which
are associated as a tetramer beneath the channel in
the cytoplasm (Fig. 30-18B).  Various experimental
data including mutational analysis suggest that small
ball-like domains at the N termini of the β subunits
block the channel.456– 458  Zhou et al. propose that the N
termini unfold into an extended conformation, passing
through “windows” between the T1 domains and the
channel and allowing the –NH3

+ ends to bind into the
central cavity in the channel.459  The same site can be
blocked by well-known quaternary amine inhibitors
such as tetraethylammonium, tetrabutylammonium
ions, or tetrabutylantimony, an analog used for X-ray
crystallography.

The T1 domain of the channel not only partici-
pates in control of the ion flux but also stabilizes the
pore complex.459a  Among the various K+, Ca2+, and
Na+ channels the regulatory β subunits are quite vari-
able in their structures and mechanisms of gating.459b

Some β subunits have bound NADH.  A speculative
possibility (p. 737) is that the rapid interconversion of
the positively charged thiazolium ion and negatively
charged thiolate ion forms of thiamin (Eq. 7-19) plays
some role in nerve conduction, e.g., voltage sensing.

Some questions about ion channels have been
hard to answer.  For example, how are small cations
allowed to flow rapidly through a very small opening
in a 2–3 nm thick nonpolar core of a membrane?460,461

From basic electrostatic principles ∆G for transfer of an
ion to the center of a membrane has been estimated as
~160 kJ/mol, a high thermodynamic barrier to trans-
port.  A solution to this problem apparently lies partly
in the fact that at the center of the lipid bilayer the ion
channel contains a cavity large enough (~0.5 nm diam-
eter) to hold about 50 water molecules.  Cations tend
to enter this cavity, and X-ray studies have shown
that the electron-dense Rb+ does occupy the cavity.  A
second stabilizing factor is that four helices have their
negative (C-terminal) ends pointing toward the cavity.
Although the electrostatic effect of these helix dipoles
(Fig. 2-20A) might be regarded as negligible, computa-
tions indicate that within the low dielectric bilayer the
stabilizing effect of the helices becomes significant.460,461

How are the pores in these channels opened and
closed?  Different channels are gated in different ways.
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Figure 30-18  (A)  K+ currents recorded from Xenopus laevus oocytes carrying cloned genes of Drosophila shaker K+ channels
under two-electrode voltage-clamp conditions.  Trace 1.4-IR was obtained from a cell expressing channels that lack the inacti-
vation gate.  Trace 1.4-IR + β12, obtained from a cell expressing β subunits as well, shows rapid self-inactivation. (From Zhou
et al.459)  (B)  Composite model of a voltage-dependent K+ channel.  The pore structure in the α subunit is represented by the
KcsA channel (Fig. 8-21).  The structure of the T1-β complex is from Gulbis et al.458a  The drawing is modified from that of
Zhou.459  (C)  Ball-and-stick view of the selectivity filter showing positions of four bound K+ ions.  Two of the four TVGYG
peptide strands of the conduction pore are shown.  Courtesy of Roderick MacKinnon.

B.  Neurochemistry

A

S1

T1-S1 linker

T1 domain

β-subunits

S2 S3 S4

NH3
+

+
+
+
+
+

+
+
+
+
+

S4 S3 S2 S1

B

The KcsA channel, which is mostly closed at neutral
pH, responds by opening at a low external pH.462

Using methods of spin labeling and EPR spectroscopy,
Perozo et al. found small translational and rotational
movements of the helices that form the pore (Fig. 30-
18).  These may alter the diameter of the pore, opening
or closing it.463  How do the electrostatic sensors con-
trol the process?  The details are uncertain, but the
sensor is thought to lie in a conserved sequence of
arginine and lysine residues interspersed with hydro-
phobic amino acids in transmembrane helix 4 of the
channel protein (Fig. 30-18; see also Fig. 30-17).456

How do potassium pores select K+ over Na+ or Ca2+?
One factor is that Na+ is more heavily hydrated than
K+ (p. 311).  This allows K+ to pass through the chan-
nel more readily than Na+.464  Potassium ions travel
through the 1.2-nm-long selectivity filter at a rate of
~108 s–1 in consecutive steps of dehydration, move-
ment, and rehydration occurring in ~10 ns.464a–d  The
process is catalyzed by polypeptides and may depend

upon competition between a state in which a ring of
four hydrogen-bonded peptide groups is formed and a
state in which the four carbonyl groups coordinate a
K+ ion.464d

Belonging to the same structural group as the Kv
channels are Ca2+-regulated K+ channels465,466 Some
bacterial channels are controlled by binding of Ca2+

ions to a “gating ring” on the intracellular membrane
surface.466a  A mammalian channel is controlled by a
complex of calmodulin with the intracellular end of
the α subunits of the channel466b and others.453,467  A
second large group of K+ channels, containing seven
subfamilies, are the inward rectifying  (Kir) chan-
nels.455,468  They are tetramers of 360- to 500-residue
polypeptide chains, each chain forming two trans-
membrane helices with a P region between them.453,469

These channels support a large conductance when K+

ions flow out from a cell but only a small conductance
when they flow in.470  Kir channels are subject to a
variety of controls, which include effects of pH.471,472

C
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Some are inhibited by ATP,473–474b and others by
eicosanoids475 or inositol hexaphosphate.476  Some of
the ATP-sensitive channels contain an ABC transporter
subunit and are binding sites for sulfonylureas and
other drugs.  See discussion on p. 421.  A number of
human disorders in Kir channels have been identi-
fied.468  The human Kir channels participate in regula-
tion of resting membrane potentials in K+ homeostasis,
control of heart rate, and hormone secretion.468  A third
group of K+ channels are dimeric, but each subunit
contains two tandem P regions and 4 – 8 transmem-
brane helices.455

Chloride channels and the ionic environment
of neurons.  All cells contain voltage-gated chloride
channels, which are encoded by the Clc genes men-
tioned on pp. 420, 421.477,477a  Recently crystal struc-
tures477a–c have revealed chloride channels formed in
single polypeptide chains arranged as dimers.  The
selectivity filter involves stabilization by the positive
ends of α-helix dipoles.  The importance of the corre-
sponding proteins to the human body is shown by
the existence of several specific diseases arising from
mutations in their genes (p. 420).478,479  A calcium-
regulated Cl– channel is also present480 as is the ATP-
gated CFTR channel (Box 26-A).480a  In addition, other
ligand-gated Cl– channels, such as γ-aminobutyrate
receptor channels (Section B,9), are found in the cen-
tral nervous system.481  A glutamate-gated chloride
channel in invertebrate organisms is the site of action
of the antihelminthic and insecticidal compound
ivermectin.481a

The significance of ion channels can be better
appreciated by considering the ionic environment of
nerve axons.149  Mammalian neurons have roughly
the following millimolar concentrations of ions in the
cytosol and in the external medium.  (The concentra-
tion gradients for the much-studied squid axon are
substantially higher.149,482 )  The membrane potentials
that could arise from each one of these concentrations,
according to Eq. 8-2, are also given.149  In a resting

neuron the K+ potential dominates with an observed
membrane potential of ~–80 mV.  Some K+ channels
are open and the K+ and Cl– concentrations are nearly
in Donnan equilibrium across the membrane.  The Na+

and Ca2+ channels are closed, and the sodium and
calcium pumps keep the internal concentrations of
these ions low.

When an action potential is propagated, a wave
of depolarization moves along the axon, changing the
membrane potential suddenly to a less negative value.
When it reaches ~ 50 mV the Na+ channels open, al-
lowing sodium ions to flow into the cell causing fur-
ther propagation of the wave of depolarization.  After
~1– 2 ms the Na+ channels begin to deactivate.  At
the same time the slower K+ channels open allowing
potassium ions to flow out and to repolarize the mem-
brane, the membrane potential sometimes transiently
reaching more negative values (hyperpolarization)
than the ~ 80 mV resting potential.  Action of the
Na+,K+-ATPase then restores the original state.  The
finely tuned properties and sequential opening and
closing of the channel proteins are essential to the
conduction of nerve impulses.

The existence of voltage-gated ion channels in
bilayers are not limited to nerve membranes.  They are
present to some extent in all cell membranes.  Even the
paramecium has at least seven kinds of Na+, K+, and
Ca2+ channels.483  Channels may also be formed by
many peptide antibiotics.  Among them are the human
defensins (Chapter 31) and the ~ 20-residue alamethi-
cin.  Six to eleven of the mostly helical monomers
of that antibiotic assemble to form a single voltage-
dependent channel.484,484a  The bacterial toxin colicin
E1 (Box 8-D) forms voltage-dependent channels within
bacterial membranes.485

Receptor-associated ion channels.  Many neu-
rotransmitters, including acetylcholine and glutamate,
act to open ion channels that are part of the receptor
protein or of a tight complex of proteins.149,486  Such
ionotropic receptors are responsible for most rapid
neuronal action.  For example, binding of acetylcholine
to its receptor in the neuromuscular junction causes
the release of Ca2+ ions from the exterior into the
muscle fibers.  Binding of glutamate to its ionotropic
receptor in a synaptic ending of a dendrite causes an
influx of ions into the cytoplasm, initiating an action
potential in the dendrite.  In most instances the prop-
erties of the receptor channel favor the rapid flow of
Ca2+ ions into the cytoplasm.

Many other receptors are 7-helix transmembrane
proteins, which activate guanine nucleotide G proteins
(Chapter 11, Section D, 3).  The G proteins couple some
receptors directly to Ca2+ channels; they couple other
receptors to adenylate cyclase and cyclic AMP-activat-
ed channels and yet others via phospholipase C to K+

channels and indirectly to Ca2+ channels (Fig. 30-19).
All of these G protein coupled receptors are referred
to as metabotropic receptors.  A single synapse often
contains both ionotropic receptors and metabotropic
receptors.  The ionotropic receptors induce a rapid
(< 1 ms) response, while the metabotropic receptors
act more slowly.  However, in most cases the final
effect is the release of calcium ions into the cytoplasm

K+ 150 5.5 –90

Na+ 15 150 +60

Ca2+ 10–4 1.5 +270

Cl– 9 12.5 –70

Cytosol Extracellular Em (mV)
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(Fig. 30-19).  The rapid response may be initiation of
an action potential, while the slow response may be
activation of calmodulin-dependent kinases and phos-
phatases.149

6.  A Plethora of Neurotoxins

Bacteria, protozoa, and venomous animals synthe-
size numerous toxins that are used to kill their prey or
to defend themselves.  Sea anemones, jellyfish, cone
snails, insects, spiders, scorpions, and snakes all make
potent and highly specific neurotoxins.  Plants form
a host of alkaloids and other specialized products,
some of which are specifically neurotoxic and able to
deter predators.  More than 500 species of marine cone
snails of the genus Conus synthesize a vast array of
polypeptide toxins (conotoxins),487– 489 some with un-
usual posttranslational modifications.490,491  The slow-
moving snails are voracious predators that use their
toxins, which they inject with a disposible harpoon-
like tooth,492 to paralyze fish, molluscs, or worms.493

The targets for natural biological
toxins include ion channels and recep-
tors for transmitters.  At least four parts
of the voltage-gated sodium channels
are binding sites for extremely toxic
natural products.494–499 Tetrodotoxin
(Fig. 30-16),496,497 which is found in the
puffer fish, certain newts,429a and ven-
om of the blue-ringed octopus, and
also the shellfish poison saxitoxin (Fig.
30-16) block the entry of sodium ions
into the channels.498 Bactrachotoxin
(Fig. 22-12) and related lipophilic com-
pounds such as veratridine increase
sodium permeability by blocking the
channels permanently open. Pyre-
throid insecticides (p. 1237) prolong
the time that the sodium channels stay
open after excitation.  Some scorpion
toxins (Fig. 30-16),494,499 which all have
a hydrophobic core made from a short
α helix and a three-strand antiparallel
β sheet,500–502 and sea anemone tox-
ins495,503–505 also stabilize the open
conformation of the Na+ channels.
Other smaller ~4-kDa scorpion toxins
block K+ or Cl– channels or other recep-
tors.500,506,507  Some are most toxic to
insects and others to mammals.500

Although their three-dimensional
structures resemble those of scorpion
toxins, the amino acid sequences of
anemone toxins show no homology.505

The most potent poison produced by
the red tide organism, the dinoflagel-

late Gymnodinium breve (Fig. 1-9), is brevetoxin A (Fig.
30-16).436,508  It selectively opens one class of sodium
channels.495

Venoms of cobras, sea snakes, and pit vipers
contain several 6- to 7-kDa proteins that bind to acetyl-
choline receptors (Fig. 30-23) of the postsynaptic neu-
rons, preventing binding of the neurotransmitter and
opening of the ion channels.509,510  All of these toxins
contain four disulfide bridges and share with certain
plant proteins a folding pattern that has been called
the toxin-agglutinin fold511,512 (Fig. 30-16).  These
toxins include erabutoxin a (Fig. 30-16) from a sea
snake513,514 as well as the 74-residue toxin bungara-
toxin a (from the banded Krait).  This toxin, which has
been used to titrate acetylcholine receptors in neuro-
muscular junctions, is a member of the long neurotoxin
group, which contains 71– 74 residues and five disul-
fide bonds.515  Other short neurotoxins are 60–62 resi-
dues in length with four disulfide bridges.516  Cobra
toxins contain both neurotoxins and cardiotoxins,
which have somewhat similar structures but quite
different modes of action.517,518  In contrast, crotoxin
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from the venom of a South American rattlesnake510,510a

and �-bungarotoxin519 consist of 13-kDa phospholi-
pases A2 complexed with smaller 7.5-kDa proteins.
They act at the presynaptic membranes of selected
neurons by blocking neurotransmitter release.520

The seven types of botulinum toxin521–523a and
the tetanus toxin524 are the most neurotoxic sub-
stances known.  Only 108 molecules are sufficient to
kill a mouse.  Both toxins are zinc proteases, which
block presynaptic transmitter release by cleaving
specific synaptic vesicles proteins (see p. 1780 and Fig.
30-20).522,523,525–528  They bind initially to ganglioside
in the neuromuscular junction, one subunit then being
internalized as with the diphtheria toxin (Box 29-A).
Botulinum toxins specifically enter motor neurons,521,528a

while tetanus toxin is taken up via synaptic vesicle
endocytosis529 by both peripheral and central neurons.
Retrograde axonal transport carries the toxin into the
central nervous system and across synaptic clefts into
cholinergic interneurons, which are poisoned.

The black widow spider produces the 130-kDa 
�-latrotoxin, which causes massive release of acetyl-
choline, norepinephrine, dopamine, and GABA from
synaptosomal endings.530,531  The small anatoxin-a or
“very fast death factor” (Fig. 30-22), which is synthe-
sized by various cyanobacteria, antagonizes both
muscarinic and nicotinic acetylcholine receptors.532

Cone snails synthesize mixtures of the 13- to 17-resi-
due conotoxins (Fig. 30-16).493  They cause rapid paral-
ysis of fish permitting the snails to prey on the much
faster fish.  They bind to a variety of targets, which
include Na+, K+, and Ca2+ channels,435,492 and acetyl-
choline,533,534 and glutamate490 receptors.  One of the
toxins is a 17-residue peptide containing five residues
of γ-carboxyglutamate and is also notable for the fact
that intercerebral injection of less than one microgram
of the toxin induces a prolonged sleeplike state in
mice.490,493  The venom of Conus geographicus is so toxic
that two-thirds of human stinging cases are fatal.

The most deadly nonproteinaceous toxin known,
palytoxin, is also the most complex structure ever es-
tablished without the aid of X-ray crystallography.535,536

It is produced by marine zoanthids of the genus Paly-
thoa and has the molecular formula C129H223N3O54.

7.  Neuronal Metabolism

The brain has a very high rate of metabolism.  Al-
though accounting for only 1/ 50 of the body mass its
utilization of energy amounts to 1/ 5 of the basal me-
tabolism.  This is ~ 20 watts and is nearly constant day
and night.  It reflects the unusually active metabolism
of neurons, a major part of which can be attributed to
the sodium – potassium ion pumps in the membranes
and to the maintenance of the excitable state.536a  The
source of energy for these processes is the ATP that is

utilized to drive the ion pumps and thereby to main-
tain the membrane potential needed to drive the
action potentials.  The ATP is formed largely by oxida-
tive metabolism of glucose and, to a lesser extent, of
acetoacetate.  The large surface area of the axons as
well as the frequency with which they transmit nerve
impulses accounts for the high rate of metabolism.

Another factor peculiar to neurons doubtless
contributes also to their rapid metabolism.  The nu-
cleus and most of the ribosomes are found in the cell
body.  Although few ribosomes are seen in axons and
dendrites536b, many proteins are needed in high con-
centrations within the axons and synaptic endings.
Among these are enzymes catalyzing synthesis and
catabolism of neurotransmitters and membrane pro-
teins.  If an axon is cut, the separated synaptic endings
soon atrophy, an observation that long ago suggested
that essential materials, which may include mRNAs,537

might flow from the cell body.  It has now been estab-
lished experimentally that many materials do move
at the rate of 0.3 – 3 mm / day from the cell body down
the axon.538  More remarkable is fast axonal trans-
port by which proteins and other materials move at
rates of up to 5 µm / s (0.4 m / day).  This transport is
specifically blocked by vinblastine (Box 7-D) and
batrachotoxin (Fig. 22-12).  As has been pointed out
in Chapter 20, an ATP-hydrolyzing protein chemically
related to the myosin heads functions together with
microtubules to provide a kind of miniature railway
that moves materials along the microtubules.  Trans-
port is sometimes in the opposite direction, i.e., from
the synaptic endings to the cell body.  This retrograde
axonal transport may be of importance in altering
neuronal properties in response to electrical activity
at synaptic endings.  It also provides a means of recy-
cling materials originally sent in the other direction.

Brain cells appear to transcribe an unusually large
fraction of the genome.539– 541  About 20% of the DNA
of human brain was found to hybridize with mRNA
formed by brain cells.  In other tissues about half this
amount of DNA appears to be transcribed.  A related
observation that seems surprising is the absence of
common electrophoretic variants of enzymes in the
brain.539  However, brain cells synthesize specialized
isoforms of many proteins, e.g., of the G proteins
(p. 558), the cytoskeletal protein 4.1 (Fig. 8-14),542 and
transglutaminase.543  Unusual lipids, such as the cat-
ionic acetal of a galactosylcerebroside shown above,544

are also formed.  Adult rat brain contains about 30,000
different kinds of polyadenylated messenger RNA,540

much of which lacks the poly(A) tail.513  Many of these
mRNAs contain a specific 82-nucleotide sequence
within at least one of their introns.  Sutcliffe et al. sug-
gest that this is an identifier sequence instructing
brain cells to express these genes.540,545  However, the
sequence is also found in genes transcribed in other
tissues, and its significance is not clear.546,547
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8.  Synapses and Gap Junctions

Like the micro-transistors in a computer chip,
synapses are the devices by which the brain operates.
Synapses process and integrate information from
many input channels, send signals on to other neu-
rons, and store information.  The information is not
stored in digital form, but as chemical alterations in
the synapses themselves.482,548,549  Synapses are formed
when axons, growing in response to a chemical trail,
reach their destinations and send out branches, each
with a bulbous terminal knob (bouton).  When these
boutons meet receptive regions on dendrites of anoth-
er axon, synapses are formed.550  The synapse is a
very firm connection with a thin, tight synaptic cleft
through which signaling takes place.  It is surrounded
in part by astrocytes or other glial cells (Fig. 30-20A,C).

With the advent of electron microscopy, the fine
structure of synaptic contacts became evident.  The
synaptic knobs were often found to contain vesicles of
~ 30 – 80 nm diameter, which were later shown by
chemical analysis and staining procedures to contain
the neurotransmitters (Fig. 30-10).  In the case of the
acetylcholine-releasing synapses (cholinergic syn-
apses) each 80-nm vesicle contains ~ 40,000 molecules
of acetylcholine,551 the concentration in the vesicle
being of the order of 0.5 M.  To show that the acetyl-
choline released at a synapse stimulated the postsyn-
aptic membrane to initiate an impulse, the technique
of electrophoretic injection or microiontophoresis
was developed.552  By using ultramicrocapillaries a
small pulse of current, e.g., 3 x 108 amp for 1 ms, can
be used to inject electrically a compound directly into
a synaptic cleft.  The results may be observed with
separate recording electrodes, one of which is inserted
into an axon or a muscle fiber.  By this means it was
shown that amounts of acetylcholine comparable to
those released at the large synapses of the neuromus-
cular junction do cause muscles to contract.

How does the release of neurotransmitter occur?
That the release is “quantal,” i.e., involving the entire
content of a vesicle, was established from the observa-
tion of miniature end-plate potentials.  These are
fluctuations in the postsynaptic potential observed
under conditions of weak stimulation of the presynap-
tic neuron.  They reflect the randon release of neuro-
transmitter from individual vesicles.553  Normally, a
strong impulse will release on the order of 100 – 200

quanta of transmitter, enough to initiate an action
potential in the postsynaptic neuron.

A synaptic vesicle cycle. The number of synap-
tic vesicles in a single synapse in the brain varies from
fewer than 100 to several hundred.  In specialized
synapses there may be thousands.  However, at any
moment only a fraction of the total are in the “active
zone,” often aligned along the presynaptic membrane
(Fig. 30-20A) or in specialized ribbons such as those in
Fig. 30-10B.  The vesicles are normally reused repeat-
edly, undergoing a cycle of filling with neurotransmit-
ter, translocation to the active zone, ATP-dependent
priming, exocytosis with release of the neurotrans-
mitter into the synaptic cleft, coating with clathrin,
endocytosis, and acidification as outlined in Fig. 30-
20B.554–557  The entire cycle may be completed within
40–60 s to avoid depletion of active vesicles.558,559  A
key event in the cycle is the arrival of an action poten-
tial at the presynaptic neuron end.

The accompanying depolarization of the mem-
brane at the synaptic ending permits a rapid inflow
of calcium ions through a voltage-gated calcium
channel.444,560  Within less than 0.1 ms the transient
increase in intracellular [Ca2+] triggers the release of
the contents of the vesicles.  About four calcium ions
are needed to release one clathrin-coated vesicle (Fig.
30-20A,B).  The membrane fusion required for trans-
mitter release involves cytoskeletal proteins of the
synaptic endings as well as specialized proteins that
are present in the membranes of the synaptic vesicles
(Table 30-6).  In fact, every step in the cycle depends
upon specialized proteins.387

Synaptic vesicles can be isolated in large quanti-
ties.  Their composition is well known, and the pro-
teins have been studied intensively.  Indeed, much of
what we know about exocytosis and vescular trans-
port has been learned from investigation of synaptic
vesicles.554,561,562  A small synaptic vesicle of 35 nm
diameter will contain ~ 10,000 phospholipid molecules
in its membrane and only about 200 protein molecules,
at least one of which must be a 13-subunit vacuolar
type proton pump (Fig. 18-14).  This pump acidifies
the vacuole, allowing uptake of a neurotransmitter.
Although many different proteins may be found in
synaptic membranes, only about 15, which are listed in
Table 30-6, are found in all synaptic vesicles and ap-
pear essential to function.

B.  Neurochemistry
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Figure 30-20  (A)  Schematic drawing of a fast glutamatergic
synapse.  An action potential arrives at the synapse, depolariz-
ing the presynaptic membrane and allowing calcium ions to
enter the cytoplasm via voltage-gated Ca2+ channels.  The
Ca2+ ions induce exocytosis of small synaptic vesicles from
the “active zone” near the membrane, releasing glutamate into
the synaptic cleft.  After diffusing rapidly across the narrow
~50-nm synaptic gap the glutamate binds to its receptors on
the ending on a dendrite from a second (postsynaptic) neuron.
Glutamatergic synapses usually have two types of receptor,
NMDA and AMPA (see Fig. 30-24 and text).  Both are ligand-
gated ion channels, which release Ca2+ and Na+ into the cytosol
of the postsynaptic ending depolarizing its membrane and
possibly initiating an action potential.  (B)  The synaptic vesicle
cycle.  The synaptic vesicles, which are formed by budding
from an early endosome, are filled with neurotransmitter (1).
The filled vesicles are then transported to the active zone near
the presynaptic membrane (2), are “docked” on the membrane
surface (3), and undergo ATP-dependent priming (4).  Binding
of four Ca2+ ions induces exocytosis and rapid release of the
neurotransmitter (5).  The empty vesicles receive a clathrin coat
(6) and undergo endocytosis (7) and uptake of protons (8) to
acidify the content in preparation for a second round of neu-
rotransmitter uptake.  Alternatively the vesicle can fuse with
an endosome as part of the cycle.  After Südhof and Scheller.554

(C)  Small section of brain stained to reveal the astrocytes
whose extensions form synapses not only with neurons, as in
(A), but also with capillary blood vessels.149  From Kimelberg
and Norenberg.564  Micrograph from Andreas Karschin, Heinz
Wässle, and Jutta Schnitzer.  (D)  Illustration of some proteins
essential to the synaptic vesicle cycle.  Several are integral
membrane proteins.  Synaptotagmins contain Ca2+-binding
domains and may serve as calcium sensors.  The vesicle is
portrayed as if docked to the presynaptic membrane by inter-
action of the SNARE proteins synaptobrevin, syntaxin, and
synaptotagmin.  The 4-helix bundle is as portrayed by Sutton
et al.563
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The synaptic vesicles, which are formed by bud-
ding from early endosomes, take up neurotransmitters
using one of the transporters (step 1 in Fig. 30-20B).
Transmitter uptake is G-protein dependent565 and is
driven by the proton electrochemical gradient gen-
erated by a vacuolar type (V-type) ATPase (Chapter
18).149,566  The filled vesicles move into the active zone
where they undergo an ATP-dependent priming of
uncertain nature.555,567  Exocytosis (step 5 in Fig. 30-
20B) requires membrane fusion, and it is possible that
partial fusion occurs during the priming steps.  Prim-
ing is also thought to involve interaction between
vesicle-associated v-SNARES and synaptic membrane-
associated t-SNARES (p. 521).556,563  A major v-SNARE
has been identified as synaptobrevin, which is also
known as VAMP (vesicle-associated membrane
protein).563,568,568a  The C-terminal-anchored synapto-
brevin is inserted into the plasma membrane of neu-
ronal and neuroendocrine cells prior to endocytosis
and budding of the synaptic vesicles.568  The target

t-SNARES have been identified as the synaptic plasma
membrane proteins syntaxin568b and SNAP-25.569–573

Syntaxin is an integral membrane protein, whereas
SNAP-25 is anchored by palmitoylation.571  These
proteins bind together to form a synaptobrevin·syn-
taxin·SNAP-25 complex, which forms a four-helix
bundle as shown in Fig. 30-20.  Synaptobrevin and
syntaxin each contribute one helix, while SNAP-25
provides two; all four have a mutually parallel orien-
tation.563,574,574a  The helix bundle is so tight that it has
a high melting temperature and is resistant to pro-
teolytic cleavage.  Nevertheless, the helical domains
of both synaptobrevin and syntaxin are sites of very
specific cleavage by the zinc proteases of tetanus and
botulinin toxins.527,563,570  Cutting of the protein chains
by these toxins prevents proper formation of the four-
helix bundle and prevents release of neurotransmitter.
It is thought that the complex, which probably forms
at several points on the periphery of the docked syn-
aptic vesicle, is essential for membrane fusion.

B.  Neurochemistry
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Other proteins are also needed.  All cell fusion
processes seem to require regulatory proteins that
are essential to neurotransmission in the nematode C.
elegans.  Two of these are encoded by the nematode
genes unc-13 and unc-18.  The corresponding mamma-
lian proteins munc-13 and munc-18 interact with
syntaxin and are essential for exocytosis of synaptic
vesicles.572,575  An ATPase is also needed for correct
functioning of the SNARE complex574 as are other
additional proteins.570

Details of the control of exocytosis are also uncer-
tain. Synaptotagmin I, which contains two Ca2+-
binding domains, is probably the sensor that detects
the rapid influx of Ca2+ that initiates exocytosis.576–578b

1.  Synaptic vesicle proteins

Synapsins Ia, Ib, IIa, IIb Peripheral, abundant

Rab3, rabphilin Rab 3 has lipid anchor

Cysteine string proteins (CSP) Ca2+-binding

Synaptotagmins Single transmembrane helix; Ca2+ receptor

N terminus in vesicle

Synaptobrevins (VAMPs)b SNARE proteins, C termini in vesicle

Synaptophysins, synaptogyrin Integral membrane protein

SV2 A, B, C Integral membrane protein, Cl– transporter

SCAMPS 1 and 4 Integral membrane protein

SVOP Integral membrane protein

Vacuolar H+ pump 13 subunits

Cytochrome 561 H+ generator

Neurotransmitter transporters For acetylcholine, glutamate, GABA/glycine,

catecholamines, ATP

Ancillary transporters Zn2+, Cl–

2.  Presynaptic membrane proteins

Syntaxin b t-SNARE

SNAP-25b t-SNARE

Munc-13

Ca2+ channel

Agrin

Neurexin

Actin and microtubules In dendrites

3.  Postsynaptic specializations

Receptors e.g., NMDA, AMPA

TABLE 30-6
Some Proteins Important to the Formation and Functioning of Synaptic Vesiclesa

a Based on data of Südhof and Scheller:  Südhof, T. C., and Scheller, R. H. (2000) in Synapses (Cowan, W. M.,
Südhof, T. C., and Stevens, C. F., eds), pp. 177– 215, Johns Hopkins Univ. Press, Baltimore, Maryland and
Südhof, T. C. (1995) Nature (London) 375, 645 – 653.

b Targets for clostridial toxins, tetanus, botulinin.

It binds several Ca2+ ions via a β-sandwich motif that
contains five aspartate side chains at its tip.  This motif
is conserved in a large family of synaptotagmins.  A
possibility is that Ca2+ – synaptotagmin complexes may
self-associate to form a protein ring around the site
where the fusion pore forms.576  Synaptotagmin I also
interacts with both syntaxin and with neurexins,
proteins related to laminin (Fig. 8-33) and present in
numerous variant forms in nerve endings.  Neurexins
are also targets for the α-lathrotoxin of the black wid-
ow spider.531,579  Other proteins that may participate in
membrane fusion include the unique cysteine string
proteins, which in Drosophila contain 13 cysteine
residues, 11 of which are palmitoylated.580,581  Nitric
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oxide NO may be involved in a late stage of exocyto-
sis,392 and phospholipase D1 may also be required.582

Presynaptic nerve terminals may contain as few
as a hundred vesicles, which must be recycled rapidly
after exocytosis in order to allow for repetitive fir-
ing.558,559,583  Several proteins are needed for endocyto-
sis (step 7 in Fig. 30-20).  These include endophilin I,584

the vesicle transport ATPase NSF,574 GTPases,565 and
the soluble NSF attachment protein α-SNAP (which is
not related to SNAP-25).585

Functions of some other abundant proteins of
synaptic vesicles have not yet been accurately defined.
The synapsins are abundant peripheral membrane
ATP-binding proteins with multiple phosphorylation
sites and variable C-terminal domains that interact
with cytoskeletal proteins such as actin microtubules,
microfilaments, and spectrin.554,561,586,587  Another
abundant protein is synaptophysin, an integral
membrane protein found in all synaptic vesi-
cles.554,561,588  Other proteins are discussed by Südhof
and Scheller.554  The small G protein rab 3 together
with the Ca2+-binding protein rabphilin participate
in a G-protein cycle that helps to drive exocytosis.554

Synaptotagmin, as well as clathrin assembly proteins
bind inositol hexaphosphate (InsP6; Fig. 11-9), which
undergoes active turnover in synapses.  This suggests
a role for InsP6 in the endocytosis steps of the synaptic
vesicle cycle.589  The brain is rich in zinc ions.  Much
of the Zn2+ is bound into zinc finger domains of tran-
scriptional regulators, but much is also present in a
relatively free form within synapses of the hippocam-
pus, cerebral cortex, and other regions.590,591  Zinc ions
may function as a neuromodulator in glutamatergic
synapses.591

What does a neurotransmitter do at the postsynap-
tic membrane?  In the case of acetylcholine in neuro-
muscular junctions the principal action appears to be
one of opening sodium channels and thereby depolar-
izing the postsynaptic membrane.  If enough nerve
impulses arrive, an action potential will be initiated
in the postsynaptic neuron.  In other cases, the first
response may be activation of a protein kinase either
directly or by opening a channel for Ca2+, which indi-
rectly regulates protein kinases and phosphatases.592

Thus, a complex cascade may be activated.  See also
Fig. 30-19.

The postsynaptic nerve ending, which is usually
the tip of an axonal dendrite, has its own set of pro-
teins, which varies to some extent with the nature of
the neurotransmitter.  In excitatory cells the plasma
membrane of the postsynaptic neuron is thickened to
~30–40 nm to form the “postsynaptic density,” a
disc-like structure of clustered receptors of two types,
which extends ~ 30 nm into the cytosol.593,594  Only
single receptor channels are indicated in Fig. 30-20, but
many receptors are present in the clusters594,595 as are
other specialized proteins.  One of these, designated

PSD-95, was found to associate with the NMDA recep-
tor using the yeast two-hybrid system (Box 29-F).594

Neuronal nitric oxide synthase may also be present.
The large neuromuscular junctions, which contain

clusters of acetylcholine receptors, have wider synap-
tic clefts (> 40 nm), which contain basal lamina, a
dense network of collagen fibrils together with the
heparan sulfate proteoglycan agrin (p. 437).  Agrin
activates a muscle-specific kinase MusK, which phos-
phorylates the acetylcholine receptors inducing clus-
tering of the receptors together with other proteins
embedded in the plasma membrane and binding to
the cytosolic protein rapsyn (see Fig. 30-23B).596,597

Agrin is also a component of immunological syn-
apses, which are important in lymphocyte develop-
ment (Chapter 31).596,598,599  The neuromuscular
junction is formed between two cell types, a neuron
and a muscle myotube.  Both contribute proteins,
which include a muscle-specific laminin.600

Astrocytes and other glia.  Although the glial
cells greatly outnumber neurons, they were long re-
garded simply as glue, as implied by the name glia.
We know now that the several types of glial cells have
functions in many different aspects of brain chemis-
try.149,564,601–605  The oligodendrocytes generate myelin
sheaths around many brain neurons.  Macrophages
that invade the brain differentiate into microglia that
serve as part of the innate immune system (Chapter
31). Bergmann glia of the cerebellum help guide
axons during brain development.  The astrocytes have
many processes, which not only contact synapses
directly (Fig. 30-20A,D) but also form contacts with
capillary blood vessels.  They often contain receptor
ion channels of the same types as are found in post-
synaptic membranes (see Fig. 30-20A) and respond to
Ca2+ influx as do neurons.602–603a  Glia often take up
neurotransmitters and ions from synapses in order to
prepare for consecutive nerve impulses.  Glia may also
control the number of synapses formed,604–604b and
they may have other roles in brain development.  For
example, an iodothyronine deiodinase (Eq. 15-60) is
expressed primarily in neonatal brain, where it sup-
plies thyroid hormone essential to brain development.605

Gap junctions in synapses. Not all neurons
communicate via chemical synapses.  Gap junctions,
which are found in both neurons, astrocytes, and other
cells, serve as electrical synapses.  Thus, heart cells
are all electrically coupled together by gap junc-
tions.606 – 608  Gap junctions are formed with the aid of
hexameric connexons, which are present in each of
the opposed membranes and are aligned one with the
other (Fig. 1-15F,G).607,609,610  There may be thousands
of connexons in a single gap junction, which resemble
ion channels in appearance but contain pores ~1.5 nm
in diameter.  They are formed from 26- to 43- kDa

B.  Neurochemistry
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1782 Chapter 30.  Chemical Communication Between Cells

protein subunits of the multigene family of  connex-
ins.610–611a  Each gap junction consists of a pair of hex-
americ rings of connexins (Fig. 30-21), one ring from
each of the two juxtaposed membrane surfaces.609

Defects in connexins cause inherited deafness, neurop-
athy, malignancy, and cataract formation.612–613a  The
connexin subunits each contain four transmembrane
helices and are related structurally to the peripheral
myosin protein 22, the myelin proteolipid (p. 1767),
and the protein stargazin (p. 1901), which is involved
in synapse formation in the brain.428a

Another type of channel has been recognized quite
recently.  An ion channel, which regulates Mg2+ ion
transport in kidney tubules, forms within the tight
junctions that seal the extracellular space between cells
(Fig. 1-15B).  A protein paracellin forms channels
through the tight junction protein complexes that
surround the cells.614,615

9.  Neurotransmitters

Studies of neuromuscular junctions of the auto-
nomic nervous system as early as 1904 led to the sug-
gestion that adrenaline might be released at the nerve
endings.  Later it was shown that, while adrenaline
does serve as a transmitter at neuromuscular junctions
in amphibians, it is primarily a hormone in mammals.
Nevertheless, it was through this proposal that the
concept of chemical communication in synapses was
formulated.  By 1921, it was shown that acetylcholine
is released at nerve endings of the parasympathetic
system, and it later became clear the motor nerve end-
ings of the somatic system also release acetylcholine.

Acetylcholine is an established neurotransmitter

because it meets five important criteria:  (1) a synthetic
mechanism exists within the presynaptic neuron; (2) a
mechanism of storage (in vesicles) is evident; (3) the
transmitter is released in proportion to the strength of
the stimulus (frequency of firing); (4) postsynaptic
action of the transmitter has been demonstrated direct-
ly by microiontophoresis; and (5) an efficient means
for inactivation of the transmitter is present.  The same
five criteria must be met by other compounds if they
are to be considered as transmitters.

At present, in addition to acetylcholine, gluta-
mate, and γ-aminobutyrate (GABA), glycine, nora-
drenaline (norepinephrine), and dopamine and
5-hydroxytryptamine (serotonin) are regarded as
established transmitters.  Other probable (putative)
or possible candidate transmitters are also known.
Aspartate, taurine, and a large number of peptides
(Tables 30-1, 30-4) are under consideration.

Some transmitters, including noradrenaline,
dopamine, serotonin, and various neuropeptides, are
sometimes called neuromodulators rather than neu-
rotransmitters.  These compounds may not initiate a
nerve impulse but may act on adenylate cyclase to
increase or decrease cAMP levels and protein kinase
activity.  They may also diffuse through the extracel-
lular space to influence a region of the brain greater
than a single synaptic cleft.  However, the distinction
between transmitters and modulators is not exact.

For many years it was assumed that a single
neuron released only a single transmitter.  We know
now that this is incorrect.616  For example, enzymes in
neuromuscular junctions synthesize not only acetyl-
choline but also catecholamines, taurine, and GABA.617

Some synapses in the central nervous system release
both glycine and GABA.618

Membrane

Extracellular (Gap)

Cytoplasm
Connexon lobesA

B C
Figure 30-21  Images of gap junc-
tion connexins obtained by electron
crystallographic methods at a
resolution of 1.6 nm.  (A)  Cross-
section.  The thinkness of the (43 x
6) kDa hexameric connexin is 5.0
mm.  (B)  View of the connexin from
the cytoplasmic side.  (C)  View
from the extracellular side.  From
Perkins, Goodenough, and Sosin-
sky.609  Courtesy of Guy Perkins.
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Figure 30-22  Some inhibitors of cholinergic synapses.  The structure of conotoxin GI is from Guddat et al.533  Courtesy of
A. B. Admundson.
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Cholinergic receptors and their agonists and
antagonists.  Among the acetylcholine-releasing
(cholinergic) neurons are the motor neurons that form
synapses at neuromuscular junctions, the preganglion-
ic neurons of the entire autonomic system, and the
postganglionic neurons of the parasympathetic sys-
tem.  There are also many cholinergic synapses within
the brain.  In contrast, in insects neuromuscular trans-
mission is mediated by glutamate while acetylcholine
is the principal neurotransmitter in the central nervous
system.619

Important in the study of neurotransmitters is the
identification of specific agonists, which mimic the
action of a transmitter, and of antagonists, which block
the action of the transmitter.  Two groups of compounds
influence acetylcholine-secreting neurons, leading

to the classification of these neurons either as musca-
rinic (activated by muscarine; Fig. 30-22) or nicotinic
(stimulated by nicotine).  The muscarinic receptors,
which are found in many autonomic neurons, are
specifically inhibited by atropine and decamethoni-
um (Fig. 30-22).  The nicotinic synapses occur in gan-
glia and skeletal muscle.  They are inhibited by curare
and its active ingredient D-tubocurarine (Fig. 30-22)
and by the protein snake venom �-bungarotoxin.
This toxin has been used to titrate the number of ace-
tylcholine receptors in the motor end plate of the rat
diaphragm.  About 4 x 107 receptors per end plate (or
13,000 / µm2) were found.620

Nicotinic receptors (nAChRs; Fig. 30-23) of the
type found in neuromuscular junctions are most fre-
quently isolated from the electric organs of the electric

A B

Synaptic cleft

Cytoplasm – – – –

Rapsyn

Na+
K+

ACh+

– –

1.0 nm

Figure 30-23  The nicotinic acetylcholine receptor from the
Torpedo ray.  (A)  The mouth of the receptor channel viewed
from the synaptic cleft based on reconstruction from cryoEm
images.  Addition of acetylcholine, which binds to the two α
subunits, induces small rotations in the five subunits of the
α2βγδ complex causing the channel to open.  From Unwin.640

(B)  Architecture of the subsynaptic membrane and the
acetylcholine receptor.  The binding of acetylcholine and the

movement of cations through the open
channel is illustrated.  Cations that leave
the cytoplasm may be filtered through
narrow openings that lead into the
central channel, which is formed by
transmembrane helices.  Negatively
charged amino acid residues may help
exclude anions from the region of the
pore.  From Miyazawa et al.624  (A) and
(B) Courtesy of Nigel Unwin.  (C)
Stereoscopic ribbon drawing of one
subunit of a pentameric acetylcholine-
binding protein, which mimics the
receptor structure.  Disulfide bonds are
shown in a ball-and-stick form.  The N
terminus in a receptor would point
toward the synaptic cleft and the C
terminus would continue at the bottom
into the transmembrane helix.  Courtesy
of Brejc et al.627

C
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eel Electrophorus or from electric fish of the genus
Torpedo.  They have been studied more intensively
than any other receptor.621–626a  They contain four
kinds of subunit with a stoichiometry α2βγσ and mo-
lecular masses of 39, 48, 58, and 64 kDa respectively.
The amino acid sequences of the four proteins contain
homologous regions, some of which are thought to
represent membrane-spanning segments of the pep-
tides.  These receptors are ligand-gated ion channels
and are closely similar to GABAA and GABAC recep-
tors, to glycine receptors, and to 5-hydroxytryptamine
(serotonin) receptors of the 5-HT3 type.  Parts of their
amino acid sequences are also homologous to those
of both the voltage-gated Na+ channels and gap junc-
tions,433,627 suggesting that the transmembrane domain
may resemble that of Fig. 30-18.628  However, notice
the difference in symmetry.  Acetylcholine binds to the
two α subunits (Fig. 30-23).  Neurotoxins may bind at
several sites.629  Some indication of the possible func-
tion of the various subunits comes from studies of
the neuromuscular junction in which the different sub-
units are degraded at different rates with half-lives of
from one to ten days.  During development fetal ε sub-
units are replaced by adult γ subunits.  Perhaps more
rapid changes in receptor composition are sometimes
needed.630

Similar nAChRs are also found in the brain.621,631,632

However, they are not identical but have at least 17
differing amino acid sequences (α1–α10, β1–β4, γ, δ,
and ε).  The neuromuscular junction receptor (muscle
type) from fish is described as (α1)2• β1•γ /ε•δ.626

The brain contains homopentamers of subunits α7, α8,
and α9 as well as various heteropentamers.  The vari-
ous forms possess different affinities for acetylcholine
and for antagonists such as nicotine.633,634  In the brain
the highest affinity for nicotine is shown by an α4β2
form, which represents over 80% of the nAChR in
mammalian brain.634,635  Knockout mice in which the
β2 subunit gene has been deleted lose their sensitivity
to nicotine.

Conductance measurements showed that the
nicotinic receptors contain channels permeable to Na+

and other cations and that they are acetylcholine-gated
ion channels.  Construction of a three-dimensional
image from electron micrographs at various angles of
tilt shows a tube with approximate pentagonal sym-
metry and a narrow channel through the center (Fig.
30-23).622,624,636  Acetylcholine binds to sites on the
two α subunits ~3 nm away from the ion channel.
An allosteric change opens the channel, allowing
cations (largely Na+) to flow out, depolarizing the
membrane.  There are at least four structural states
in the channel opening-and-closing cycle.637,638  The
three-dimensional structure has been modeled using
an acetylcholine-binding protein of known structure
from a snail626,627,639 as a mimic of the cytoplasmic
nicotine-binding domain of the receptor.  The structure

of one subunit of the binding protein is shown in Fig.
30-23C.  This protein, which is secreted into synapses
by glial cells, may provide a buffering action by bind-
ing the acetylcholine.  Although the most rapid effect
of acetylcholine binding to the nicotinic receptor is
depolarization of the postsynaptic membrane, other
slower effects follow.  Thus, protein kinases are acti-
vated and phosphorylate the receptor as well as other
proteins.641

After a pulse of transmitter is released, it must
be removed or inactivated quickly to prepare the
synapse for arrival of a new nerve impulse. This is
accomplished in two ways in cholinergic synapses.
The first is via hydrolytic destruction by acetylcholines-
terase642–645 (pp. 634–637; Eq. 12-25).  This esterase and
the related butyrylcholinesterase646 are present in the
synaptic membrane itself.  The second mechanism is
energy-dependent transport of acetylcholine into the
neuron for reuse.  Since much of the transmitter is
hydrolyzed, new acetylcholine is synthesized by trans-
fer of an acetyl group of acetyl-CoA to choline.647

In the central nervous system muscarinic acetyl-
choline receptors are more abundant than nicotinic re-
ceptors.  They consist of single-chain proteins of mass
~ 70 kDa.  They are not ion channels but are 7-helix
receptors homologous in sequence with β-adrenergic
receptors (Fig. 11-6) and with rhodopsin.648  Five dif-
ferent subtypes (M1–M5) have been characterized.
The M1, M3, and M5 receptors are coupled to the
Gq/G11 family of G proteins (pp. 557– 558), and M2
and M4 are coupled to Gi/Go proteins.649– 651  Their
effects are slower and of longer duration than those of
the nicotinic receptors.  It has been difficult to assign
functions to the individual types.  Most regions of the
brain contain more than one type, but they are thought
to be involved in locomotion, learning, memory, ther-
moregulation, and cardiac and pulmonary functions.
Many drugs, some of which are used in treatment
of Parkinson and Alzheimer diseases, epilepsy, and
asthma, affect muscarinic receptors.  The M2 receptors
predominate in the heart where they help to regulate
the beating frequency and atrial contractility.  Sudden
infant death may sometimes result from a defect in
muscarinic receptors.652  Knockout mice lacking M2
receptors also have problems with movement control,
body temperature, and pain responses.651  Mice lack-
ing M3 receptors are lean with very low levels of
serum leptin and insulin.653   Many of the muscarinic
receptors activate adenylate cyclase, while others are
coupled to the phosphoinositide cascade.  Some indi-
rectly activate K+ channels.654  Muscarinic receptors
are also studied in insects, but it is difficult to correlate
the insect and mammalian receptors.655

Amino acids as neurotransmitters.  The concen-
trations of glutamate and of its decarboxylation prod-
uct �-aminobutyrate (GABA) are high in all regions

B.  Neurochemistry
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Figure 30-24  Chemical structures of some agonists of
ionotropic glutamate receptors (iGluR).
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of the brain.  The two compounds are generated se-
quentially in the γ-aminobutyrate shunt, a pathway
that accounts for a quantitatively significant part of the
total metabolism of the brain (Fig. 17-5).  Because they
are present in all parts of the brain in high concentra-
tions, there was initially reluctance to accept glutamate
and GABA as neurotransmitters.  However, it is now
accepted that L-glutamate is the major excitatory trans-
mitter in the central nervous system.656– 658  It seems
to be responsible for nearly all of the very fast acting
nerve impulses in the brain.  At the same time GABA
is recognized as the most important inhibitory trans-
mitter.  The role of glutamate as an excitatory trans-
mitter was first established for the neuromuscular
junction of arthropods.659  Although it is a constituent
of all animal tissues, the concentration of glutamate
is much higher in brain than in other tissues, and it
is higher in neurons than in glia.  Microiontophoretic
application of either glutamate or aspartate to the
brain cortex leads to very strong excitatory responses.

Three subtypes of ionotropic glutamate receptors
(iGluR) are named for the specific agonists �-amino-
3-hydroxy-5-methyl-4-isoxazolepropionic acid
(AMPA), N-methyl-D-aspartate (NMDA), and kain-
ate.  The receptors resemble the acetylcholine receptor
in containing a cation channel.149,660– 662  In addition,
there are 7-helix metabotropic glutamate receptors,
which are coupled to G proteins.663,664  The AMPA
receptors were in the recent past called quisqualate
receptors, because they are also activated by the ago-
nist with that name.  The toxic domoate (Fig. 30-24)
also binds to kainate receptors.  Both domoic acid and
kainic acid are terrible convulsant toxins.  They are
formed by two different red algae.  Domoic acid accu-
mulates in contaminated mussels and causes shellfish
poisoning.  The ionotropic glutamate receptors, which
may be stimulated by either glutamate or aspartate,
are directly linked to the opening of cation channels.
Their activation may also induce the inositol phosphate
cascade and slower Ca2+-dependent changes.  A pecu-
liarity of the high-conductance NMDA channels is
that they are blocked by Mg2+ in a voltage-dependent
manner.  They do not open unless the frequency of
nerve impulses is high or some other factor causes
membrane depolarization.656

The AMPA receptors, which are thought to be the
predominant mediators of fast excitatory transmission
in the brain,665 are oligomers (probably tetramers666,666a)
of 950- to 1500-residue protein subunits.  These sub-
units have large N-terminal domains in the synaptic
cleft.  There are probably three transmembrane helices
and a membrane-associated loop similar to those
depicted in Fig. 30-17A.  A long C-terminal tail pro-
trudes into the cytosol, while a large loop between
transmembrane regions extends from the outer mem-
brane surface, joining with the N-terminal domain to
form the ligand-binding site, the structure of which
resembles those of bacterial periplasmic binding pro-
teins.661,665,667  Four related AMP receptors, designated
GluR1, 2, 3, and 4, have been identified.  Related kain-
ate receptors, whose properties overlap those of AMPA
receptors, are designated GluR5, 6, and 7.662  Although
AMPA receptors are essential for fast signal transmis-
sion they lose sensitivity rapidly (on a millisecond
time scale) as a result of conformational alterations.667a

Many factors, including inhibition by polyamines,667b

affect these receptors.  However, brief high-frequency
activation of some AMP receptors leads to a long-
lasting increase in efficiency, termed LTP, which is
important to learning (see p. 1801).666a

The NMDA receptors are heterooligomers with
two type of subunits.  The NR1 (or ζ) subunits exist
as a series of at least eight splice variants.  The NR2A,
B, C, and D (ε series) are encoded by four different
genes.668,669  NR1 is regarded as the principal subunit
ard NR2 as a regulatory subunit.  As with the AMPA
receptors670 the oligomeric NMDA receptors are
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anchored at appropriate locations in the postsynaptic
membrane by scaffolding proteins containing PDZ
domains (Table 7-3).671  The C-terminal domains of the
ε subunits are unusually long and participate in an-
choring.  NMDA receptors are found not only in neu-
rons but also in astrocytes (Fig. 30-20), where they are
thought to have important signaling functions.672,673

These include regulation of Ca2+ flow, in part via gap
junctions.603a

The N-terminal domain of the NR1 subunit of
the NMDA receptor contains a glycine-binding site.674

Full activity of the receptor requires a coagonist
bound in this site.  Surprisingly, D-serine seems to be
the normal coagonist, at least in some sites.675,676  This
newly recognized neurotransmitter is synthesized
from L-serine by a pyridoxal phosphate-dependent
recemase and is destroyed by the flavoprotein D-amino
acid oxidase.  Associated with NMDA receptors are
clusters of ephrin receptors, proteins that bind the
glycosylphosphatidylinositol (GPI)-anchored proteins
known as ephrins in presynaptic membranes.  Binding
of ephrins to their postsynaptic receptors activates
tyrosine kinases and enhances the influx of Ca2+

ions.676a,b

Specific inhibitors of NMDA channels include
a 27-residue “spasmotic” conotoxin,490 2-amino-4-
phosphonobutyrate, related longer chain aminophos-
phonates, and the following potent anticonvulsant
drug, which is able to penetrate the blood – brain
barrier.677

Metabotropic glutamate receptors have been
classified into eight types (mGluRs1– 8).678–680a  Group I
(mGluRs1– 5) are selectively activated by 3,5-dihydrox-
yphenylglycine; Group II (mGluR2 and mGluR3) are
activated by L-2-(carboxycyclopropyl)glycine; and
Group III (mRluR4 and mGluR 6 – 8) are activated by
L-2-aminophosphonobutyrate.  They are all 7-helix
G-protein-coupled receptors with external ligand-
binding domains that resemble those of bacterial peri-
plasmic binding proteins.680  Splice variants for at least
mGlnR1 are known.678  Metabotropic glutamate recep-
tors are neuromodulary but nevertheless play essential
roles in the cerebellum and other parts of the brain.
For example, mice deficient in the mGluR1 protein
have severe problems with motor coordination and
learning.681,682  Metabotropic glutamate receptors may
participate in calcium sensing and signaling.683,684

Synaptosomal particles have a high-affinity proton-

B.  Neurochemistry

dependent uptake system for glutamate.685  Glutamate
and aspartate may also be taken up from the synaptic
cleft by neurons or by glial cells, which then transfer
the glutamate into neurons for reuse.686,687  Five distinct
mammalian transporter genes have been cloned.688

They are driven by concentration gradients of Na+ and
K+ across the membrane.689,690  However, some serve
as glutamate-gated chloride ion channels.691,691a

Excitotoxicity.  As essential as glutamate is for
brain function it is toxic in excess.  Excessive stimula-
tion of the NMDA receptors, which occurs during
convulsions, strokes, or traumatic injury and which
can accompany anoxia or hypoglycemia, causes neu-
ronal death.660,692– 694  Blocking these receptors with the
above-mentioned anticonvulsant drug or aminophos-
phonates has a remarkable protective effect against the
neurotoxicity of the accumulating glutamate.658,677

Vitamin E and tocotrienols (Fig. 15-24) may also be
protective.695

The inhibitory neurotransmitter gamma-
aminobutyrate (GABA).  Glutamate, aspartate, and
cysteic acid are all potent excitors, but their decarbox-
ylation products γ-aminobutyrate (GABA), β-alanine,
and taurine are inhibitors as is also glycine.  Of these
GABA is the most important.696  Its concentration in
the brain is high and varies at least threefold in differ-
ent parts of the brain.  It is hardly present elsewhere
in the body. GABA and GABA-binding sites are found
in 30–50% of the nerve endings.  The function as an
inhibitory transmitter has also been demonstrated in
inhibitory neurons present in the peripheral nervous
system of arthropods.  Virtually every neuron in
the brain is to some extent subject to inhibition by
GABA.697,698  Glial cells also have GABA receptors.

The receptors for GABA are divided into type
A, which are blocked by bicuculline,699 and type B,
which are stimulated by baclofen (Fig. 30-25).698  The
GABAA receptors are the major sites of fast synaptic
inhibition in the central nervous system.700  They are
structurally related to the nicotinic acetylcholine, gly-
cine, and serotonin type 3 (5-HT3) receptors.  Cloning
has revealed 16 different mammalian subunits: α1–α4,
β1–β3, γ1–γ3, δ, ε, π, and Φ.701–704a  The oligomeric
receptors are ligand-gated chloride ion channels481,705

as are also glycine receptors.  These receptors are clus-
tered in synaptic membranes, apparently anchored in
part by their β subunits706 and scaffold proteins such
as the microtubule-binding gephyrin (from the Greek
word for bridge)701,707 and a small ~14-kDa GABA
receptor-associated protein.708  A novel serine protein
kinase is also associated with GABA receptors.703

Whereas excitatory transmitters lead to depolar-
ization of the postsynaptic membrane, inhibitory
transmitters cause hyperpolarization, apparently by
increasing the conductance of K+ and Cl–.  The result is

NH

CH3

(+)5-Methyl-10,11-dihydro-5H-dibenzo[ a,d]cyclohepten-5,10-imine
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that it is more difficult to excite the postsynaptic mem-
brane in the presence of, than in the absence of, these
transmitters.  GABA-dependent interneurons also
contain the calcium-binding parvalbumin (Fig. 6-7),
which suggests that a Ca2+-dependent process is in-
volved.709

The GABAB receptors resemble metabotropic
glutamate receptors.710,711  They are 7-helix G-protein
coupled proteins, which activate adenylate cyclase.

They tend to dimerize, and maximum activity is ob-
served for heterodimers of GABAB1 and GABAB2
receptors.712,713  They are often coupled to inward
rectifying K+ channels.714

The GABA receptors provide binding sites for a
great variety of toxins and drugs.481  These include
barbiturates, anesthetics, antianxiety drugs, and
the insecticides such as toxaphine, cyclodienes, and
pyrethroids.481 Diazepam, chlordiazepoxide, and 

Figure 30-25  Some toxic antago-
nists and some useful drugs that
bind to receptors for γ-aminobu-
tyrate (GABA) or for glycine.
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flurazepam700,702,715– 717 (Fig. 30-25) are antianxiety
drugs and muscle relaxants, which, during the 1970s,
were the most frequently prescribed drugs in the
United States.716  Binding of benzodiazepines to GABA
receptor-chloride channels enhances the effect of
GABA.  The drugs induce relaxation but can interfere
with memory, reduce concentration, and cause physi-
cal clumsiness.  They may also intensify the effects of
alcohol and can be addictive.718

Specific antagonists for GABAA receptors include
the alkaloid convulsants bicuculline (Fig. 30-25)699 and
picrotoxin (Fig. 22-4) and the convulsant terpenoid
compound thujone (Fig. 22-3), which is present in
the wormwood plant Artemesia absinthium.  Thujone is
present in the liqueur absinthe, which was the national
drink of France in the late 19th century but, because
of its toxicity, has been illegal in most countries since
~ 1915.719

GABA enters synaptic vesicles via a vesicular
GABA transporter, an integral membrane protein
whose gene has been found in Caenorhabditis elegans.720

Termination of GABA neurotransmission is accom-
plished by rapid Na+-dependent uptake into neurons
for reuse and uptake into glial cells.721,722  Excess
GABA is continuously oxidized to succinic semialde-
hyde by GABA aminotransferase723 in the GABA cycle
of Fig. 17-4.  Notice the manner in which this cycle
incorporates synthesis of both of the neurotransmitters
glutamate and GABA.  Glutamine also functions in
neurons, perhaps serving as a buffer for glutamate.

The hereditary triple-repeat disease Huntington’s
chorea (Huntington disease), with an incidence of
5–10 per 100,000 persons, affects principally persons
of age over 40 and is associated with a deficiency of
GABA in basal ganglia.724  The cortex is also affected.
Severe neurologic symptoms arise as a result of pre-
mature death of neurons in the basal ganglia.  Convul-
sions may also arise because of a deficiency of GABA
in the brain.

Glycine. Glycine appears to be the most impor-
tant neuroinhibitor in the spinal cord and brainstem.
It is present at concentration of 3 – 5 mM in the spinal
cord and in the medulla but is low in the cerebral
cortex. Strychnine (Fig. 30-25) is a specific antagonist
of glycine receptors in spinal synapses.725  Ivermectin
(Fig. 30-25) also blocks glycine Cl– channels.726  A mu-
tant mouse called spastic is deficient in glycine recep-
tor function.  A small dose of strychnine produces an
effect on a normal mouse that resembles the effect of
this mutation.727,728  A similar disorder affects some
Hereford calves.729  Strychnine-binding studies have
suggested a deficit of glycine receptors in human
spasticity and in the loss of motor control associated
with Parkinson disease and amyotrophic lateral
sclerosis.725 A human startle disease, which causes
an exaggerated muscular response to unexpected

stimuli, also results from reduced glycinergic neuro-
transmission.730

Most glycine receptors are Cl– ion channels
that open in response to transmitter binding.725  The
strychnine-binding subunit shows significant ho-
mology with the nAChR proteins,725 and the overall
structures resemble those of GABA receptors and of
nAChRs.731,732,732a  Human α1–α4 and β subunits have
been identified.733,734  Two integral membrane glycine
transporters are known.735–737

Anesthetics.  Several types of neurotransmitter
receptors provide binding sites for anesthetics.  Some
anesthetics are molecules of moderate size, e.g., barbi-
turate derivatives, while others, such as diethyl ether
or halothane (CF3CHClBr), are very small.  The latter
is one of the most widely used inhalation anesthetics.
Both Mg2+ and Mn2+ are also powerful CNS depres-
sants and can cause general anesthesia.  It has often
been proposed that the effectiveness of anesthetics is
related to solubility in lipids, but it has been difficult
to pinpoint a site of action.  Now it is clear that specific
synaptic proteins often provide the binding sites for
anesthetics.  Important among these are the glycine
receptors.715,738,739  GABA receptors740,740a and kainate
glutamate receptors may also bind anesthetics.741

Adrenergic synapses:  the catecholamines.  The
three closely related tyrosine metabolites, dopamine,
noradrenaline, and adrenaline, known collectively
as catecholamines, are important products of neuronal
metabolism.149,393  Dopamine and noradrenaline serve
as neurotransmitters.  Catecholamine-containing
neurons are found throughout the brain, including the
cortex and cerebellum regions.  Very large dopamine-
containing neurons are present in the brains of gastro-
pod molluscs.742  In the human brain a prominent
series of dopamine neurons run from the substantia
nigra to the caudate nuclei and putamen of the stria-
tum, the nigrostriatal pathway (Fig. 30-12).149,743,743a

In many invertebrates octopamine,744–746  which is
synthesized via tyramine (Fig. 30-26), apparently
functions in place of noradrenaline.  Note the
precursor – product relationship between dopamine,
noradrenaline, and adrenaline.  The synthetic path-
ways to these neurotransmitters involve decarboxyla-
tion and hydroxylation, types of reaction important
in formation of other transmitters as well.  The most
important process for terminating the action of re-
leased catecholamine transmitters is reuptake by the
neurons.  High-affinity uptake systems transport the
catecholamine molecules back into the neurons and
then into the synaptic vesicles.  The uptake is specifi-
cally blocked by the drug reserpine (Fig. 25-12).746a

The dopamine transporter is a major binding site for
cocaine (see Fig. 30-28).747–751  Catecholamine trans-
mitters are catabolized by two enzymes.  One is the

B.  Neurochemistry
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Figure 30-26  Some pathways of metabolism of the catecholamines.  See also Fig. 25-5.

MAO
(Monoamine
oxidase)

H3CO

HO

CHO

OH

H

HO

HO

CHO

OH

H

H3CO

HO

COO

OH

H

–

HO

HO

COO–

Homovanillate

HO

HO

CH2NH3

OH

+

6-Hydroxydopamine
(a neurotoxic compound)

H3CO

H3CO

CH2NH3
+

3,4-Dimethoxyphenylethylamine
(a hallucinogenic compound)

H3CO

HO

CH2NH3
+

OH

H

Normetanephrine

H3CO

HO COO–

Vanillate

HO

HO

CH2NH3
+

OH

H

Noradrenaline (norepinephrine)

HO

HO

CH2NH2

OH

H

CH3
+

Adrenaline (epinephrine)

H3CO

HO

CH2OH

OH

H

Urinary excretion products,
either free or conjugated

H3CO

HO

CH2NH2

OH

H

CH3
+

Metanephrine

HO

HO

COO

OH

H

–

Dihydroxymandelic acid

HO

HO CH2

CH2NH3
+

Dopamine

l-Tyrosine

Dopa

Dopa decarboxylase
CO2

Dopamine
β-hydroxylase

SAM

COMT

COMT

MAO

Urinary excretion products,
either free or conjugated

Tyramine

Octopamine
(β-hydroxytyramine)

Synephrine
(N-methyloctopamine)

–2 H Aldehyde oxidase

COMT

MAO

MAO

CO2

HO

CH2NH3
+

OH

H

flavoprotein monoamine oxidase (MAO; Chapter 16),
an enzyme present within the mitochondria of neurons
as well as in other cells in all parts of the body.752  The
second enzyme is catechol-O-methyltransferase

(COMT; Eq. 12-3), which is found in postsynaptic
membranes as well as in liver, kidney, and other tis-
sues.  It apparently provides the principal means of
inactivating circulating catecholamines.  In a process
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Figure 30-27  Some agonists and antagonists of adrenergic synapses (shown as cations in most cases).

that occurs in all organisms sulfo groups are trans-
ferred from PAPS (Eq. 17-38) onto hydroxyl groups of
catecholamines, steroid compounds, and proteins (p.
659).  Sulfation of catecholamines is relatively specific
to humans.752a,b

Both adrenaline and noradrenaline stimulate
smooth muscles throughout the body and have a
hypertensive effect.  Their postsynaptic receptors are
7-helix transmembrane proteins (Fig. 11-6).  A compar-
ison of the effects of various analogs led to the classifi-
cation of these receptors into classes α, α2, β, and β2,
which are discussed briefly on pp. 553 – 555.  The α
receptors, which are structurally closely related to
rhodopsin,753,754 are coupled via Gq / 11 proteins to a
phosphoinositide-activated phospholipase C (Figs.
11-9, 30-19).755  They usually provoke an excitatory
response.  However, in intestinal smooth muscles they
are inhibitory.  Adrenaline is usually more active at α
receptors than is noradrenaline.  A specific antagonist

is dibenane (Fig. 30-27).  The β receptors usually
induce muscular relaxation but cause myocardial
stimulation.  Noradrenaline is usually more active
than adrenaline.  In most cases the β receptors of the
postsynaptic membrane respond to the neurotransmit-
ter by causing a hyperpolarization of the cell mem-
brane and inhibition of nerve impulses.  A specific
antagonist is propranolol (Fig. 30-27).  The β receptors
are coupled via proteins of the Gs family (pp. 557, 558).
The β2 receptors have received special attention be-
cause of their importance to heart and pulmonary
functions.  Both heart failure and asthma are associ-
ated with poor β2 receptor function.756,757  The β2
receptors affect many other processes including insu-
lin action.758  Intense efforts are being made to under-
stand them at the structural level.757,759,760  Of special
interest are the mechanisms by which receptors are
densensitized after passage of impulses, a process that
often involves multiple phosphorylation reactions761
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as well as interaction with arrestin (Fig. 23-43) and
receptor internalization.762

Attention has been focused on dopamine because
of its relationship to neurological diseases and to
addiction (discussed in Section 10).  Dopamine recep-
tors constitute a large family, which are classified into
two main subfamilies.  The D1 subfamily consists of
D1A and D1B (D5) receptors and the D2 subfamily of
D2, D3, and D4 receptors.763,764  The D1 receptors, which
are prominent in the prefrontal cortex and also in the
striatum, are more abundant than the D2 receptors,
which are also present in the striatum and the pitu-
itary and are targets for antipsychotic drugs such as
haloperidol (Fig. 30-33).765  The recently discovered
and less numerous D3 receptors are present in only a
few regions of the brain.  However, a deficiency of D3
receptors may also be involved in addiction, schizo-
phrenia, and Parkinson disease.766,767

The role of the catecholamines as transmitters in
the sympathetic nervous system and in the peripheral
ganglia has been well established, but the function
in the central nervous system is less clear.  Catechola-
mines are present in varying quantities throughout
the brain, and histochemical techniques149,768 have
made it possible to visualize both dopamine and
noradrenaline-containing neurons by the green fluo-
rescence produced from reaction with formaldehyde
or glyoxylate.769  The reactions are presumably analo-
gous to those in Fig. 25-10.  Another method for trac-
ing dopamine receptors in the central nervous sytem is
through labeling with specific antibodies to dopamine-
β-hydroxylase (Eq. 18-53), the enzyme that converts
dopamine to noradrenaline, to tyrosine hydroxylase,
or to other specific neuronal enzymes.770

Parkinson disease. Neurons of the nigrostriatal
pathway degenerate in Parkinson disease, a condition
accompanied by severe tremors and rigidity.  The
significance of dopamine was illustrated by the find-
ing that the precursor amino acid L-dopa caused
dramatic improvement in many persons with Parkin-
son disease.771  Dopamine and other catecholamines
do not cross the blood – brain barrier but L-dopa does.
This leads to an increase in the dopamine level in the
basal ganglia of the brain, which apparently compen-
sates for the deficiency resulting from the neuronal
degeneration.

In 1982 a number of young people in California
injected themselves with an illegally manufactured
opiate drug that was subsequently found contami-
nated with N-methyl-4-phenyltetrahydropyridine
(MPTP).  Within a few days they developed irrevers-
ible symptoms of Parkinson disease.  Subsequent
investigation revealed that MPTP itself is not toxic but
that it is oxidized by monoamine oxidase B (MAO-B)
to the corresponding pyridinium derivative MPP+ (Eq.
30-4).  It is this pyridinium derivative, or perhaps

related free radicals, that is toxic.772  MPP+ is readily
taken up by mitochondria and is apparently concen-
trated in the mitochondria of the nigrostriatal cells to
a toxic level.773  The MAO inhibitor pargyline (Fig. 30-
33) interferes with the oxidation of Eq. 30-4 and pre-
vents development of Parkinson disease in squirrel
monkeys exposed to MPTP.774  These results suggested

possible environmental causes for Parkinson disease
and also a new approach to treatment.775,776  MPP+ has
been marketed as a herbicide, and it has a close struc-
tural relationship to another herbicide, paraquat.

Many food constituents including peppermint,
spearmint, and tea contain 4-phenylpyridine, another
close relative.775  While administration of L-dopa to
replace the deficit in the basal ganglia seemed the ideal
treatment for Parkinson disease, mental deterioration
is not stopped, and for some patients the drug loses its
effectiveness in about three years.  Based on the new
information about MPTP, treatment with extra vitamin
E as an antioxidant along with an MAO inhibitor is
being tested as a way to prevent further damage from
environmental toxins.776

Serotonin and melatonin.  The indolealkyl
amine serotonin (5-hydroxytryptamine, 5-HT; Fig. 30-
28), is found in all mammalian brains and in inverte-
brates as well.  Its distribution in the brain is limited,
serotonin-containing neurons being found in the
raphe nuclei of the brainstem from which they ascend
into the brain and down the spinal cord.  Serotonin-
containing neurons have been traced within brains
of snails using 3H-labeled serotonin.777  Studies with
these simpler brains have revealed both inhibitory
and excitatory responses to these neurons.  Serotonin-
accumulating neurons are also found in the retina778

and are widely distributed in the peripheral nervous
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system.779  Serotonin-containing granules are present
in blood platelets.780

Serotonin appears to be involved in activation of
pain fibers, when tissues are injured.  Cocaine (Fig.
30-28) is a powerful pain killer and a weak antagonist
of responses to serotonin, a fact that has led to the
synthesis of new antagonists, such as the one in Fig.
30-28 whose structure encompasses that of both co-
caine and serotonin.779,781  It is active at a concentration
as low as 10–14 M and is among the most potent known
drugs of any type.

Serotonin is synthesized via tryptophan and 5-
hydroxytryptophan with decarboxylation of the latter
(Fig. 25-12).  Within the pineal body of the brain and
in the retina, serotonin is acetylated to N-acetylseroto-
nin,782,783 which is then O-methylated to melatonin,
the pineal hormone (Fig. 25-12).  A specific inhibitor
of serotonin synthesis is p-chlorophenylalanine, and
studies with this and other inhibitors suggest that
serotonin is required for sleep.784

At least 14 distinct types of serotonin receptors (5-
HT1A, 5-HT1B, 5-HT2A, etc.) have been identified.785,786

They are present in the heart, in gastrointestinal tis-
sues, adrenal and other glands,787 and bone788 as well
as in the brain.  Drugs, such as sumatriptan (Fig. 30-
28), which activate serotonin receptors are important
in the treatment of migraine.  This common disorder
of serotonin metabolism is characterized by severe or
moderately severe headache and a variety of other
symptoms, which are frequently preceded by a visual
aura.789  Serotonin is removed from synapses via a

Figure 30-28  Serotonin (5-hydroxytryptamine) and some drugs that affect receptors and transporters.

transporter, which also contains the binding site of the
widely used antidepressant Prozac (Fig. 30-28) and
related drugs.790–791b

Serotonin and melatonin are evidently involved in
maintenance of the 24-h circadian rhythm of the body
(see Section 13).792,792a  Melatonin regulates the sexual
cycle in photoperiodic animals and influences the on-
set of puberty.792– 794  The serotonin content of the brain
is influenced by the diet, being higher after a meal rich
in carbohydrates.  Serotonin may serve as a chemical
message sent from one set of neurons to the rest of
the brain, reporting on the nature of dietary intake.784

Melatonin, which can readily form free radicals, may
function as part of the body’s antioxidant system.795,796

Other neurotransmitters.  The abundant
glutamate, GABA, and glycine are major neurotrans-
mitters.  Do other amino acids also function in the
brain?  Roles for L-aspartate and D-serine (p. 1785)
have been identified, but it is very difficult either to
discover or to disprove a neurotransmitter function for
other amino acids.  It is even more difficult for small
amounts of various amines and small peptides that are
present in the brain.  Taurine (Fig. 24-25) is one of the
most abundant free amino acids in animals and meets
several criteria for consideration as both an inhibitory
and an excitatory transmitter.797,798  However, its func-
tion is still uncertain (see Chapter 24). Homocysteic
acid, formed by oxidation of homocysteine, is a pow-
erful neuroexcitatory substance, but its concentration
in the brain is very low.149 D-Aspartate is also present

B.  Neurochemistry
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at high concentrations in the cerebellum, pituitary,
pineal gland, and adrenal chromaffin cells.  It appears
to be a modulator of melatonin synthesis.799,800

Receptors for histamine, which probably acts as a
neuromodulator,801 occur in the brain.802  Histamine is
formed by decarboxylation of histidine (p. 745)803 and
is inactivated by histidine N-methyltransferase.  Hista-
mine is best known for its presence in mast cells,804

components of the immune system that release hista-
mine during inflammatory and allergic reactions
(Chapter 31).  However, histaminergic neurons of the
hypothalamus extend throughout the whole fore-
brain,805 and specific receptors have been found both
in the brain and in peripheral tissues.806  Several other
amines that are formed by decarboxylation of amino
acids are present in trace amounts but may have im-

Figure 30-29  Structures of the active components of cannabis, tetrahydrocannabinol, and cannabidiol, and structures of
endogenous cannabinoids and of the vanilloid lipid capsaicin.

portant functions, some of which may be related to
psychiatric disorders.  These include tyramine (from
tyrosine), β-phenylethylamine (from phenylalanine),
and tryptamine (from tryptophan).  As previously
mentioned, octopamine is also present in trace
amounts in mammalian brains.807

ATP, ADP, and adenosine are among the purines
that are present in some synapses and activate a vari-
ety of receptors.  Adenosine receptors are blocked
specifically by methylated xanthines such as caffeine
(Fig. 25-18) and theophylline.808–808b  A drug almost
105 times as potent as theophylline is 1,3-dipropyl-8-
(2-amino-4-chlorophenyl)xanthine.809  Adenosine
receptors, which are present in large numbers in the
hippocampus,149 form functional complexes with
metabotropic glutamate receptors.678  Adenosine
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usually has a depressive effect.  Craving for chocolate
is often attributed to the methylxanthines present, but
it may be a result of anandamide and related com-
pounds.810

The occurrence of a variety of neuropeptides in
the brain has been discussed in Section A.  The first of
these to be discovered811 was the 11-residue substance
P (Table 30-4), which was isolated in 1931.  Like other
neuropeptides it may function either as a transmitter
or neuromodulator or perhaps both.  Substance P, as
well as many other neuropeptides, has been localized
to specific neurons.  Along with somatostatin, CCK,
and enkephalins, it is found in high concentrations in
the basal ganglia.  Enkephalin and substance P are also
found in specific neural elements in the visual system
of lobsters.812  In some cases a neuron contains both
synaptic vesicles containing a major neurotransmitter
and also vesicles containing a peptide or other cotrans-
mittor.  The peptide pituitary hormones ACTH, MSH,
and vasopressin as well as the hypothalamic neuro-
hormones may have effects on learning and behavior.813

Lipid mediators in the brain.  The brain is rich
in phospholipids, glycolipids, and long-chain unsatur-
ated fatty acids.  Many signaling functions seem likely,
and some are discussed in Section A,7.  Prostaglandin
D2 is a major prostanoid in the brain, which induces
both hypothermia and sleep.814  As mentioned in
Section A,7, oleamide also induces sleep, perhaps by
modulating the effects of 5-HT receptors.815,816 Anan-
damide is a lipid derived by hydrolysis of the unusual
phospholipid N-arachidonoylphosphatidylethanol-
amide.  This is one of a recently discovered series of
amides, esters, and ethers derived from arachidonic
acid (Fig. 30-29).816a,b  They have been identified as
endogenous ligands of the abundant cannabinoid
receptors.816  The latter were identified as binding
sites of ∆9-tetrahydrocannabinol and cannabadiol (Fig.
30-29), both of which are constituents of marijuana.
Anandamide was the first of the endogenous cannabi-
noids to be isolated.817  However, the monoglyceride
2-arachidonoylglycerol (Fig. 30-29) is much more
abundant in brain and also activates cannabinoid
receptors.818  It arises by hydrolysis of a diglycer-
ide.819,820  Recently 2-arachidonoyl glyceryl ether
(noladin ether; Fig. 30-29) has been identified as
another endogenous agonist of the CB1 cannabinoid
receptors.821  A possible alternative pathway for anan-
damide synthesis is via an energy-dependent coupling
of arachidonic acid with ethanolamine.822,823  The two
known types of cannabinoid receptors are both 7-helix
proteins coupled by Gi or Go proteins to adenylate
cyclase and to Ca2+ and K+ channels.824,825  The CB1
receptors are found largely in the brain and are re-
sponsible for the psychoactive effects of cannabis,
while the CB2 receptors are more widely distributed.
They seem to have a special role in cells of the immune

B.  Neurochemistry

system, e.g., in macrophages and B cells.818,820,825– 828

Palmitoylethanolanide has been proposed as an addi-
tional endogenous ligand for CB2 receptors.820,829

Cannabinoid receptors of invertebrate immune system
cells and of human monocytes have been found cou-
pled to NO release.830

Cannabinoid receptors are present at extremely
high levels in the basal ganglia of the brain,831,832 but
they do not appear to be essential.  Knockout mice
lacking the CB1 receptors appear normal in most
respects.  However, they do not respond to cannabi-
noid drugs and, curiously, do not become addicted
to morphine as normal mice and have less severe
withdrawal symptoms than normal after morphine
addiction.826  The CB1 receptors in the basal ganglia
modulate GABA neurons that have outputs to the
substantia nigra and the globus pallidus (Fig. 30-30B).
The nigrostriatal neurons also secrete substance P and
dynorphin, while those extending to the globus palli-
dus generally contain enkephalin as a cotransmitter.832

These interconnections affect the dopaminergic neu-
rons.  Cannabinoids also have pain supressing and
neuro-protective effects.  They may have many possi-
ble medicinal uses, which are being explored.833–837

The endogenous cannabinoid compounds are
lipids and are not stored in synaptic vesicles but are
presumably released by enzymatic action following
passage of a nerve impulse.  Recent evidence suggests
that the endocannabinoids are released at a postsynap-
tic membrane and then diffuse back to a presynaptic
surface and outward to other cell surfaces where they
affect signaling.838– 840  This retrograde signaling in
synapses of the hippocampus is thought to be in-
volved in long-term potentiation (LTP), the changes
in synaptic properties that occur during learning and
in the formation of memories (Section 12).  A
monoglyceride lipase participates in inactivation of
endocannabinoids.840a  Anandamide is also a substrate
for cyclooxygenase-2 (Eq. 21-16), whose action may
lead to formation of additional immunomodulatory
compounds.841,842  Long-chain relatives of arachidonic
acid such as docosohexaenoic acid (DHA; Box 21-B)
are especially high in brain lipids.843,843a

Nitric oxide and carbon monoxide.  The gas-
eous molecules NO and CO have both been found in
the brain, and neuronal NO synthase (nNOS or NOS I)
has been studied intensively.844– 847  NO synthases and
the functions of NO and CO are discussed in Section
A7 and in Chapter 18.  Complexity in understanding
the role of NO in the brain arises from the fact that
different isoenzyme forms of NO synthase occur in
three different types of cell: nNOS in neurons, iNOS
from microglial immune system cells, and eNOS from
endothelial cells of capillary blood vessels.846  All three
types of cells are so tightly intermingled in the brain
that it is hard to interpret observed experimental
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effects.  Elevated Ca2+ concentrations that can arise
from stimulation of NMDA receptors in the hippo-
campus seem particularly effective in activating the
calmodulin-dependent nNOS.  This suggests that, like
the endogenous cannabinoids, NO may be a retro-
grade messenger in LTP.149  The possibility that CO
may function in a similar way also remains uncertain,
as does any pathway for metabolism of CO.  Certainly
NO and CO generated in the brain will have some
effects that arise from their very tight binding to heme
groups.  An example is the observed inhibition of
dopamine β-hydroxylase by N2O3 with a resulting
decrease in noradrenaline synthesis.848

10.  Some Addictive, Psychotropic, and Toxic
Drugs

Humans have a long history of use of stimulant
and mind-altering substances.  Tea, coffee, alcohol,
tobacco, opium, cocaine, marijuana, and a host of

modern synthetic compounds have been used as
stimulants, as medications, and for pleasurable experi-
ences.849– 851  Many are also addictive and sometimes
lethal.  Stimulant drugs such as nicotine, cocaine,
methamphetamine (METH), and other amphetamines
(Fig. 30-27)849,852– 854b can give users feelings of in-
creased energy, well-being, and self-confidence.  Nico-
tine enhances fast excitatory transmission855 and may
sharpen memory.856  However, all are acutely toxic
and are highly addictive.  Amphetamines and cocaine
act directly to increase the brain dopamine level caus-
ing euphoria.  However, in response the dopamine
receptors rapidly decrease their sensitivity.  This leads
to mental depression and the desire for more drug.
Nicotine appears to indirectly affect the same dopa-
mine neurons.857  The wisdom and ethics of giving
hypoactive children the addictive stimulant methyl-
phenidate (Ritalin; see Fig. 30-33) have been ques-
tioned.858,859  The depressive drugs, including
morphine and other narcotics (Fig. 30-30), barbitu-
rates (Fig. 30-22), and ethanol, are all strongly addic-

Figure 30-30  (A)  The structures of morphine and of some analogs including the
brain peptide Met-enkephalin.  Also shown is a structure common to many narcotic
drugs.  (B)  Diagram of a rat brain as shown in Fig. 30-13 with some aspects of the
mesolimbic dopamine system emphasized.  See Shulteis and Koob.869
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tive for susceptible individuals.  The phenomenon
is most striking in the case of the opiates.  Addiction
leads to physical dependence, a situation in which
painful withdrawal symptoms occur in the absence of
the drug.  At the same time a striking tolerance to the
drug is developed.  The addicted individual can sur-
vive what would otherwise be a fatal dose without
ill effect.  Aside from the pathological hunger for the
drug, an addict can function normally in almost every
respect.860  Dependence develops only from frequent
doses of drug over a long period of time and is not
observed with cocaine or amphetamines.861  Marijuana
is only mildly addictive, according to some data about
the same as caffeine.862  However, this conclusion is
controversial.

Opioid receptors.  Direct binding of highly radio-
active opiates has permitted localization of specific
opiate receptors of several types.863– 866  The three
major types (µ, δ, κ) are all 7-helix receptors coupled to
adenylate cyclase, K+ and Ca2+ channels, and the MAP
kinase cascade.866  The µ receptors bind morphine
most tightly.867,867a  These receptors are found in vari-
ous cortical and subcortical regions of the brain.  Most
narcotics are polycyclic in nature and share the group-
ing indicated in Fig. 30-30.  However, the flexible
molecule methadone binds to the same receptors.868

Among antagonists that block the euphoric effects of
opiates the most effective is naloxone (Fig. 30-30).

What is the natural function of opiate receptors?
Opiates are the most powerful analgesic agents
known.  The existence of the enkephalins, endor-
phins, and endomorphins (Section A,5; Table 30-4) in
the brain suggests that opiate drugs mimic the normal
action of these peptides, which may function in con-
trolling pain.  Although opiates are powerful drugs,
their efficiency in diminishing pain is directly related
to their addiction potential.  To date, it has not been
possible to design a nonaddictive analgesic drug of
the potency of morphine.

Addiction seems to follow compensatory changes
in the receptor – agonist system that result from the
occupation of the receptor sites by the drug.  For ex-
ample, studies of opiate receptors indicate that mor-
phine acts in an inhibitory fashion, lowering the
internal level of cAMP.861,870  The neuron then compen-
sates by increasing the number or activity of adenylate
cyclase molecules restoring the internal cAMP level.
This leads to dependence upon morphine because in
its absence the cAMP level rises too high.  The in-
creased number of adenylate cyclase molecules and
associated receptors also accounts for the observed
tolerance.  It is now clear that this adaptation is com-
plex.  The properties of many synapses in various
parts of the brain are altered by phosphorylation or
dephosphorylation or other reactions of receptors and
other synaptic proteins.  Some changes are rapid, but

others are slower and involve alterations in transcrip-
tional patterns within neurons.  These changes occur
in three different neuronal systems: (1) physical con-
trol systems, in which changes lead to physical depen-
dence; (2) motivational control systems; and (3)
associative memory systems.861

The mesolimbic dopamine system is thought to
be involved either directly or indirectly in addiction to
many drugs.  The dopaminergic neurons of this sys-
tem have cell bodies in the ventral tegmental area
(VTA) of the brain (Fig. 30-30B) and extend into the
nucleus accumbens, a region at the base of the stria-
tum that is thought to provide the “rewarding effects,”
i.e., pleasure from drugs such as cocaine or amphet-
amines.  There is direct experimental support for this
conclusion.871  Less certain is the proposal that opiates
and other depressive drugs indirectly cause a similar
effect in the nucleus accumbens.869,870,872  A more
recent view is to regard addiction as an aberrant form
of learning.861,871,873  This concept is applicable also to
“behavioral addictions.”873a

Ethanol.  As with morphine addiction, tolerance
to alcohol is developed, and a lack of ethanol produces
withdrawal symptoms.  The principal route of me-
tabolism of ethanol (both ingested and the small
amount of endogenous alcohol) is believed to be oxi-
dation in the liver to the chemically reactive acetalde-
hyde (p. 774),874,875 which is further oxidized to
acetate.  Some theories of alcoholism assume that
addiction, and possibly also the euphoric feeling
experienced by some drinkers, results from a metabo-
lite of ethanol in the brain.  For example, acetaldehyde
could form alkaloids (Eq. 30-5).876

In fact, small amounts of morphine, 6-
acetylmorphine, codeine, and thebaine, all opiate
compounds, have been found in mammalian
brain877,878 and have presumably arisen by the same
pathway observed in plants (Fig. 25-10).  However,
there is no cross reactivity between morphine and
alcohol in addicted mice,879 and acetaldehyde is prob-
ably not the addictive agent.  Acetaldehyde is very
reactive and may be responsible for much of the dam-
age caused by ethanol.880  At a blood ethanol concen-
tration of 20 mm a person is legally intoxicated, and
large amounts of acetaldehyde may be formed and
react with many amines, nucleotides, proteins, etc.
Ethanol blocks glutamatergic NMDA receptors and
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activates GABA receptors.740a  These effects may be
involved in the neurodegeneration of fetal alcohol
syndrome.881,882  Ecitotoxicity may also be a factor in
alcohol damage.692  Alcoholic liver disease may in-
volve malnutrition as well as direct damage.883

Experiments with mice and rats have established a
genetic propensity toward addiction to alcohol.  Ani-
mals from some strains shun alcohol and become
addicted only if force-fed for prolonged periods.  Oth-
ers, which may have low levels of neuropeptide Y in
the brain,884 accept the alcohol readily and become
addicted quickly.  That a similar situation holds for
humans is quite possible.  However, a specific “alco-
holism gene” has not been found.

Psychotropic or mind-changing drugs.  Halluci-
nogenic compounds have long been a source of special
fascination to many people.  The presence of the in-
dole ring in the powerful hallucinogen lysergic acid
diethylamide (LSD; Fig. 25-12) suggests that this
compound may mimic the action of serotonin.  How-
ever, other experiments suggest antagonism of dopa-
mine receptors in the striatum.885  Other hallucinogens
include 3,4-methylenedioxyamphetamine (MDA; Fig.
30-27),886 a compound that damages serotonergic
neurons, its derivative “ecstasy” (Fig. 30-27),886a mes-
caline (Fig. 30-27), and phencyclidine (angel dust), a
compound introduced in the late 1950s as a general
anesthetic.  Unfortunately, it produces a long-lasting
condition resembling schizophrenia.887  A common site
of action for a large variety of hallucinogens has been
suggested.888

Neurotoxins produced by the body.  Some
normal body constituents are neurotoxic in excess.
These incluse quinolinic acid (Fig. 25-11),889 3-
hydroxykynurenine (Fig. 25-11; p. 1444),890 and ho-
mocysteine.891  Elevated levels of homocysteine are
also associated with vascular disease and stroke
(Chapter 24).  3-Hydroxykynurenine is a precursor to
ommochrome pigments of insects and an intermediate
in conversion of tryptophan into the nicotinamide ring
of NAD in humans (Fig. 25-11).  6-Hydroxydopamine
(Fig. 30-26), which may be formed in the body, is
severely toxic to catecholaminergic neurons.892

Other neurotoxins can be formed from environ-
mental pollutants.  The solvent 1,4-butanediol is con-
verted to �-hydroxybutyrate, which is also a drug of

abuse.893  Many compounds in commercial use have
not been adequately tested as neurotoxins.894

11. The Senses: Sight, Smell, Taste, Hearing,
Touch, and Others

Our brains receive a continuous stream of im-
pulses from receptors that sense light, taste and odor
molecules, sound waves, touch, pain, gravitational
pull, etc.  Of these receptors those of vision, which
are discussed in Chapter 23, may be the best known.
The photoreceptors consist of rhodopsin and related
7-helix proteins embedded in membranes of the rod
and cone cells (Fig. 23-40).  A complex series of control
mechanisms, some of which are outlined in Fig. 23-43,
permit enormous amplification of the initial signal
generated by a G protein and a cGMP-gated ion chan-
nel.  The array of rods and cones in the retina send
messages via the optic nerve to the visual cortex, an
area of ~ 15 cm2 on the cerebral cortex surface at the
back of the brain.149,895  The visual cortex is divided
into two halves, but curiously, the right eye sends its
signals to the left brain and vice versa.  The image
viewed by the retina can be mapped to the visual
cortex.  There it may reside in the form of chemical
alterations in the ~ 40,000 neurons thought to be pres-
ent in the visual cortex409,896– 898 for a short time until it
is stored in short-term working memory locations.

Receptors for the other senses, like those for sight,
also consist of clusters, often in regular arrays, of 7-helix
receptors.  Most of these are also G protein-coupled
ion channels that are controlled by cAMP or cGMP.899

Odor.  Even bacteria possess something akin
to our ability to taste and smell.  As is discussed in
Chapter 19, Section A, many bacteria are attracted to
L-serine or D-ribose and are repelled by phenol.  Recep-
tor proteins in the plasma membrane are involved in
sensing these compounds and in allowing bacteria
to move toward food and away from danger.  Many
other examples of chemotaxis are known among the
lower invertebrates such as Euglena.  Chemoreceptors
in Hydra sense glutathione that flows from the broken
tissue of their prey and control the animal’s feeding
behavior.  Related organisms respond to proline.
Asparagine induces the bending of the tentacles of the
sea anemone Anthopleura, while glutathione induces
swallowing.900  Salmon return to their home streams
using a memory of specific odors.901

Thoughout the animal kingdom the sense of smell
is essential for survival.  Perhaps it is not surprising
that from the nematode C. elegans to human beings
there is a largely conserved mechanism for sensing
odors.902  A large array of 7-helix G protein-coupled
olfactory receptors embedded in an epithelial mem-
brane carry signals directly into the nervous system.

Phencyclidine (Angel dust)
a discredited anesthetic

N
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In C. elegans, which has only 302 neurons, there are 32
chemosensory neurons and more than 100 genes for 7-
helix receptors that are expressed in these neurons.903–905

The fruit fly Drosophila melanogaster has at least 59
genes for olfactory receptors.906,906a  Zebrafish and cat-
fish have ~ 100.905,907  Mice and rats have ~ 1000 olfac-
tory receptor genes and human beings at least 500,
which account for about 1–4 % of the genome.905,908,909

In higher animals most receptors are coupled via G
proteins, adenylate cyclase, and cAMP to ion channels
in the membrane.905,908  Insects utilize both cAMP and
Ins3-P in their chemosensory receptors.906  The sig-
naling pathways parallel those of the visual receptors
(Figs. 23-40, 23-43), which, however, utilize cGMP.
Each gene is thought to give rise to a receptor of a
specific type able to respond to specific structural
features in an odor molecule.

Human olfactory cells are located in the olfactory
epithelium on the upper surface of the back portion
of the nasal cavity.  They are neurons with chemosen-
sory cilia similar to the rods and cones of the retina
(Fig. 23-40).  The cilia, which can be detached and
isolated from the olfactory epithelium, contain the
odorant-stimulated G-protein-dependent adenylate
cyclase.910,911  There are ~ 10 million receptor cells of
at least 500 – 1000 different types.  The 10 million axons
form bundles of ~ 5000 axons each and pass through
small perforations in the skull directly into the olfac-
tory bulb (at the front of the brain before the pituitary,
Fig. 30-13), a distance of 3 – 4 cm.  The cortex of the
olfactory bulb is lined with ~ 1800 glomeruli.  Each
glomerulus is a bundle, ~0.1–0.2 mm in diameter, of
synaptic endings of the neurosensory nerves coming
from the olfactory epithelium with dendrites of neu-
rons that run to the olfactory cortex and other re-
gions of the brain.909  Each sensory receptor sends
signals to a single glomerulus, but the glomerulus
receives signals from 500 or more sensory neurons,
which are not all of the same types.  The glomerular
cortex of the mouse is divided into four zones, each
of which contains only some of the types of receptor.
It seems that the cortex contains a crude “map” that
relates position to the type of smell.912  The neural
processing involved in the discrimination of odors is
not yet clear.912,913  Interneurons of the olfactory bulb
are unusual, being continuously discarded and re-
placed by new neurons that arise from neural stem
cells.908,914  This process seems to be essential for odor
discrimination but not for the sensitivity of odor
detection.

Most mammals have a second olfactory appara-
tus, the vomeronasal organ (VNO) or “sexual nose,”
which is located on the lower surface of the nasal
cavity.  It is a fluid-filled cavity containing chemosen-
sory receptors through which nasal fluid is literally
pumped, when the animal seeks to maximize the
sensitivity of detection.908,915  The VNO is especially

important to reproduction, defense, and food-seeking.
A specialized set of olfactory sensory neurons that
project to atypical glomeruli in the olfactory bulb
utilize cGMP signaling and may also function in repro-
ductive behavior.916

The olfactory epithelia are bathed in an aqueous
mucus through which odorant molecules must pass.
A number of specialized proteins, including odorant-
binding proteins, are secreted in this fluid.917–919

Many odorant-binding proteins are lipocalins (Box
21-A) and presumably assist in transporting lipophilic
odorant molecules to the olfactory receptors.  They
tend to have a low specificity for the odorant and a
weak binding affinity, properties that are consistent
with this function.  Pheromone-binding lipocalins en-
coded by ~ 30 genes are also found in rodent urine,920

where they play a similar role.  In contrast, the
pheromone-binding proteins of some male moths are
largely α helical.920a  Although pheromones are not as
important to human physiology, axillary odors from
both males and females do apparently carry chemical
signals.  One well-established effect is the synchroniza-
tion of menstrual cycles of women living in the same
house or dormitory.  Alipoprotein D apparently serves
as a binding protein that carries odorant precursors
that are acted on by bacteria to produce the phero-
mones.921

Virtually all people lack the ability to detect some
specific odors.  A striking example of such an anosmia
is the inability to smell the volatile steroid androsten-
one (5α-androst-16-en-3-one), a constituent of perspi-
ration, of some pork products, truffles, and celery.922

Taste.  Less is known about the biochemistry of
taste.  The taste that we perceive is affected by odor,
temperature, and physical contact.  However, five
primary tastes are recognized.923,923a

Salty:  apparently perceived by an ion-channel-linked
receptor
Sour:  apparently linked to an H+ channel
Bitter:  perceived by bitter-sweet G protein-coupled
receptors
Sweet:  also perceived by bitter-sweet receptors
Umami:  a recently recognized taste, that of glutamate

An experimental difficulty lies in the fact that
there are only a few thousand taste buds in the tongue,
with only 50 – 100 cells in a bud.  They age rapidly,
having a lifespan of only about ten days.924  There may
be only 30,000 – 50,000 hard-to-isolate taste receptor
cells on the tongue’s surface.923  However, very recent-
ly published reports describe a large family of bitter
and sweet receptors in mice and humans924– 928 and in
Drosophila.929,930  The sweet-sour receptors are thought
to activate a G protein called gustducin,931,932 which
plays a role similar to that of transducin in vision and

B.  Neurochemistry

Chapter 30 IND page-E 2/14/03, 2:33 PM1799



1800 Chapter 30.  Chemical Communication Between Cells

Figure 30-31  Structures of some very sweet compounds.  The backbone structure of the protein thaumatin I is included.  The
main body of this structure consists of two β sheets forming a flattened β barrel.  β Strands in the top sheet are shaded light,
and those in the bottom sheet are darker.  Open bars represent disulfide bonds, and the regions with sequences homologous to
monellin are indicated by the hatched marks.  From de Vos et al.940
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also activates ion channels.933  Like the odor receptors,
taste buds are also bathed in a special fluid.  The von
Ebner’s glands in the tongue contain binding pro-
teins,934,935 at least some of which are lipocalins.

The relationship between structures and sweet
taste in humans has been investigated intensively,
but no simple rules have been discovered (see Robyt936

for a discussion).  Sucrose is usually perceived as
very sweet. D-Fructose and D-xylose are nearly twice
as sweet, but D-glucose is less sweet than sucrose.
D-Galactose is usually perceived as not sweet and D-
mannose as bitter.  Many sucrose derivatives, in which
hydroxyl groups have been replaced with Cl or other
halogen, are very sweet.  One tetrachloro derivative of
this type is 7000 times sweeter than sucrose.936  Some
especially sweet materials are depicted in Fig. 30-31.
These include peptide derivatives937,938 such as Asp-
Phe-OCH3 (aspartame), the sesquiterpene hernan-
dulcin,939 and chemostimulatory proteins.  Among
these are some of the sweetest substances known, the
207-residue thaumatins940,941 and monellin942,943

present in certain tropical berries.  Thaumatins are
~ 3000 times sweeter than sucrose on a weight basis
and 105 times sweeter on a molar basis.  Thus, sucrose
tastes sweet at a concentration of 10–3 M or higher but
thaumatin944 at 3 x 10–8 M.

The proteins miraculin and circulin from tropi-
cal fruits modify taste.  Acids taste sweet rather than
sour after the tongue has been treated with either pro-
tein.945,946  Exposure of the tongue to artichokes often

makes water taste sweet.947  Thus, the response of taste
receptors can be temporarily altered by binding of
other substances, perhaps at adjacent sites on a receptor.

Pain.  Receptors for pain (nociceptors) are spread
over the body in nerve endings found in the skin,
muscle, joints, and internal organs.  There are several
types of receptors, most of which are present in excita-
tory glutamatergic neurons.948  Some release subs-
tance P.  Some activate tyrosine kinases and others
ATP-gated ion channels.  Some pain receptors are also
activated by intense heat or pressure or by irritant
compounds.  Among the latter is capsaicin (Fig. 30-29),
the active ingredient in chili peppers, and an ultra-
potent compound, resiniferatoxin.  Both capsaicin,
which is 10,000 times more potent than jalapeño pep-
pers,949 and resiniferatoxin, which is 20-fold more
potent than capsaicin, bind to vanilloid receptors.
These are ligand-gated ion channels related to the
Shaker K+ channel (Fig. 30-18).  They are nonselective
but with a high permeability to Ca2+ and are mem-
bers of the transient receptor potential (TRP)
family.948,950–954  Pain seems to stimulate an increase in
anandamide (Fig. 30-29), which has an analgesic effect.
Nevertheless, anandamide and N-vanillyloleamide
activate capsaicin receptors.955  Because the activated
receptors become desensitized rapidly, capsaicin has
been used in a paradoxical manner as an analgesic
agent.951  Sensing of temperature changes also
depends upon TRP channels.955a,b
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Mechanoreceptors.  The transduction of mechan-
ical force into a chemical signal provides the basis for
the senses of touch and hearing.  Plants detect wind
and gravitational force,956 and many organisms, even
bacteria, respond to changes in osmotic pressure using
mechanoreceptors.957  One of the best known mechan-
oreceptors is from Mycobacterium tuberculosis.  It is a
homopentamer whose three-dimensional structure450–

452,958 resembles that of the nicotinic acetylcholine
receptor (Fig. 30-23).  A second type of mechanorecep-
tor is found in the inner membranes of E. coli and in
plasma membranes of many other bacteria, archaea,
and some eukaryotes.957a  These receptors, which are
also sensitive to voltage changes, are heptamers of a
282-residue protein that forms a symmetric ion chan-
nel in the center.  There is also a large cytoplasmic
domain consisting largely of β structure.957b  How do
such receptors sense mechanical stress?  In bacteria
they respond to stretch in the membrane induced by
an increase in osmotic pressure.  One suggestion is
that the membrane expansion pulls apart the radially
symmetric ion channel in the receptor.958,958a  In higher
organisms transmembrane adhesion receptors and
their linkage to the internal cytoskeleton provide a
framework for detection of mechanical forces and
linkage to mechanoreceptors.956,957,959

Hearing.  Movement of the stereocilia of the hair
cells of the inner ear activates mechanoreceptors.  Each
stereocilium contains a core of crosslinked actin fila-
ments, and tens to hundreds of these cilia are connect-
ed in hair bundles, which move in response to arrival
of sound waves of appropriate frequencies.  The move-
ment of the stereocilia induces the opening of receptor
ion channels in the hair cell membrane allowing K+ and
other ions to flow inward.960  The matter is much more
complex than this because of the tuning and  amplifica-
tion mechanisms in the cochlea of the inner ear.960–962

These mechanisms allow receptors in hair cells to
respond to very weak vibrations of specific frequen-
cies. Both mechanical and biochemical mechanisms are
involved.  A number of specific proteins  participate.
Among these is a motor protein called prestin, which
seems to be involved in the rapid changes in length and
stiffness of some hair cells in  the cochlea.962,963

Other sets of hair cells are formed in specialized
parts of the inner ear.964  The three semicircular canals
detect angular acceleration in three directions, while
the sac-like utricle and saccule detect linear accelera-
tion including gravitational attraction.  These two
organs each contain a patch of hair cells whose tips
project into a gelatinous layer, which is overlain by a
field of small crystals of calcium carbonate.  These
little stones (otoliths) provide an inertial mass, which
resists movement causing the hair cell tips to bend and
activate mechanoreceptors to send information about
balance and orientation to the brain.

While discussing vibrations we may ask whether
60 cycle electromagnetic field fluctuations caused by
electrical power transmission can affect the human
body? Considerable effort has been expended in ad-
dressing this question.  The tentative conclusion is that
such effects, if they exist, are extremely difficult to detect.
However, the possibility has not been disproven.965

12. The Chemistry of Learning, Memory, and
Thinking

What is known about the chemistry underlying
memory, thinking, and the generation of the stream
of consciousness within the brain?  Nerve impulses
originating in sensory receptors are sent to several
regions of the brain, among which are the sensory
regions of the cerebral cortex (Fig. 30-14).  Memory
also depends upon other regions of the brain including
the hippocampus, amygdala, and cerebellum (Fig. 30-1).
Learning, remembering, and thinking all require trans-
fers of information between various neurons and
between different parts of the brain.  These tranfers
may perhaps be coordinated via endogenous electrical
rhythms (brain waves).

Memory stystems.  Memories exist in several
forms and are found in various regions that are
reached by several pathways.966–967a  Two major forms
of memory are:

Explicit (declarative, episodic):
Conscious recall of facts and events
involving people, places, and things

Implicit (associative):
Nonconscious recall of motor skills,
conditioned responses, etc.

Explicit memory depends upon the temporal lobe
of the midbrain, an area that includes the hippo-
campus and the nearby subiculum and entorhinal
cortex.966,968–971  Implicit associative learning and
memory involve the cerebellum, amygdala, and other
regions.972,972a

Both types of memory possess both short-term
and long-term components.  Short-term memory lasts
only minutes to hours, but long-term memory lasts
days, weeks, and sometimes a lifetime.  The difference
between the two is clearly seen in individuals who
have damage to the hippocampus and impairment of
short-term memory.  A blow to the head may cause
total loss of short-term memory of associations (amne-
sia).969,973,974  Some persons with damage to the hip-
pocampus may never regain their temporary memory,
but long-term memories are intact, and new long-term
memories may still be formed.  An increasingly impor-
tant tool for study of memory is brain imaging using
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PET or fMRI (Box 30-A).  These tools have become
rapid and sensitive with the ability to observe regions
of the brain that become activated by visual, auditory,
or other stimuli.897,898

The brain often needs to store information for a
short period of time.  For example, one can recall
many details of a visual image after closing one’s eyes
or shifting one’s gaze.  The sensory images may be
stored in working memory.896,975  Similarly, if one
mentally multiplies two 2-digit numbers the partial
product obtained by multiplying the two right most
digits is temporarily stored in working memory until
the next arithmetic operation is completed, etc.  PET
and fMRI tomography indicates that regions in the
prefrontal cortex may be involved.976,977

Some short-term memory appears to be stored
by neurons that continue to fire after a stimulus has
stopped.  It has been proposed that such memory con-
sists of reverberations of electrical activity in loops of
coupled axons.978,979

Implicit memory can be studied in animals.  Much
has been learned from the large marine snails Aplysia
and Hermissendra whose simple nervous systems
and large neurons have been investigated for over 40
years.967a,980–984  The basic chemical mechanism associ-
ated with learning in these creatures seems to be simi-
lar to those in our own brain.  Olfactory memory can
be studied in Drosophila, even though the organization
of the fly’s brain differs from ours.985–987b

To be useful for more than a few minutes stored
information must be transferred from the temporary
to more permanent forms.  We know that even tempo-
rary memory depends upon chemical changes in
synapses.  Long-term memory involves both stable
chemical changes and also changes in the physical
connections between neurons.  Before discussing these

changes let us consider briefly the waves of nerve
impulses that drive the necessary alterations.

Brain rhythms.  A live brain displays characteris-
tic oscillatory activity.  Using electrodes placed on the
scalp of an awake but relaxed individual, a rhythmic
change in the recorded voltage with a frequency of
~ 10 Hz (alpha waves) can be detected.  Such electro-
encephalograms (EEGs) contain other rhythms at
~5–6 (theta), ~40 (gamma), and ~ 200 (high frequency)
Hz.978,988,989  More recent studies employ microelec-
trodes placed on individual neurons.  Some cells gen-
erate spikes at frequencies as high as 800 Hz.  How-
ever, the significance is uncertain.990  The 40-Hz fre-
quency, which is prominent in the hippocampus, has
aroused the most interest991–995 because of its probable
relationship to learning and memory.  Psychophysical
experiments have suggested that humans can store
only 7 ± 2 items, such as digits in a telephone number.
To remember more digits usually requires a conscious
effort to place them in longer-term memory.  One pro-
posal is that the seven items in temporary memory
are stored as 40-Hz oscillations and that ~ 7 such
items  can be stored within a single 5-Hz theta oscilla-
tion.978,979  Thinking rates have also been estimated as
7±2 thoughts per second.  This is also the same as the
syllable rate in speech.  This allows us to speak at the
same rate that we think.996  Stuttering may be a result
of lack of synchronization of thinking and speaking.

Individual cells or groups of cells are able to ini-
tiate rhythms.997  Examples are provided by the slower
Ca2+ oscillations shown in Box 6-D,998– 1001 by the peri-
odic release (at ~155 intervals) of cAMP by cells of
Dictyostelium (p. 20), and by the 24-h circadian cycle
observed for virtually all living cells (Section 13).  In
simple invertebrates the source of neural rhythms
appears to reside in pacemaker neurons that fire
spontaneously at regular intervals.  Their cell mem-
branes apparently undergo a cyclic series of changes
in ionic permeabilities sufficient to initiate action
potentials.  Three types of pacemaker output from
molluscan neurons1002 are illustrated in Fig. 30-32.  In
lobsters three-neuron pacemaker groups provide a
pyloric rhythm.  In these groups the oscillation period
of a pacemaker neuron is adjusted from its intrinsic
value by feedback through inhibitory and electrical
connections to the other cells.1003  Electrical coupling
seems to be basic to oscillatory cell networks.1004  Indi-
vidual neurons or small groups of neurons in our own
bodies act as pacemakers for the heartbeat rhythm.705

The slow 3- to 8-Hz rhythm observed in the EEG
apparently originates in pacemaker bursts from the
basal ganglia.993  Rhythms from these endogenous
pacemakers may combine with pulses from sensory
neurons to evoke conscious thought.  However,
the basis of consciousness is still poorly under-
stood.1005,1006

Figure 30-32  Intracellular recordings from isolated neu-
rons of the mollusc Aplysia:  (A) beating pacemaker, (B)
bursting pacemaker, and (C) oscillating pacemaker.  From
Chen et al.1002
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As can be seen from Fig. 30-32, neurons send
“trains” of spikes down their axons.  These form syn-
apses with dendrites, usually on dendritic spikes, of
a postsynaptic cell.593,1007– 1009  However, each such
cell typically receives input from thousands of other
neurons.  At any moment most of these are probably
“silent,” but others are sending trains of impulses.
Among the important questions are “How does the
postsynaptic neuron know whether to fire or not?”
and “What kinds of information, if any, are encoded in
the trains of impulses both in the presynaptic inputs
and in the output of the postsynaptic neuron?”1010,1011

Part of the answer to the first question is probably that
firing occurs if two or more input impulses arrive syn-
chronously,1010,1012–1014 and if there are not too many
inhibitory impulses that damp the response.  In the
hippocampus a network of neurons electrically cou-
pled via gap junctions may be synchronized to the
theta and gamma brain rhythms by high-frequency
(150– 200 Hz) oscillations.988  See also Fig. 30-15.

Chemical changes in synapses.  It has long been
recognized that the synapses are the probable sites of
alterations that lead to memory, whether long-term or
short-term.  Study of individual synapses has demon-
strated the phenomena of potentiation (facilitation)
and depression (habituation).  Potentiation refers
to the fact that a second impulse will often be trans-
mitted through a synapse more effectively than the
first, while depression refers to a decreased response
to repeated stimuli.  Memory may consist of potentia-
tion and depression at specific synapses.  The under-
lying chemical changes in the synapses are referred
to collectively as synaptic plasticity.  Chemical
changes associated with short-term memory are often
transient.  Those associated with long-term memory
are described as long-term potentiation (LTP) and
long-term depression (LTD).

Many experimental results have confirmed the
chemical basis of memory.  For example, learning is
facilitated by administration to animals of small doses
of strychnine.1015  Puromycin and other inhibitors of
protein synthesis disrupt the transfer of information
into long-term memory.  They are especially effective
during the first hour after the initial learning event.1016

Increased synthesis both of mRNA and of proteins
within the cell bodies of neurons is observed.

Short-term memory is not affected by inhibitors
of protein synthesis, but alteration of synaptic proteins
and membranes may be induced by covalent modifica-
tion of existing macromolecules.1016  One way in which
this happens has been described for Aplysia.  As the
snail learns a simple gill-withdrawal reflex, the  dura-
tion of the action potentials in sensory neurons is in-
creased, and there is a greater release of transmitters.
This change comes about because stimulation of the
sensory neuron causes simultaneous activation of

interneurons that synapse with the sensory neurons.
The interneurons release the neuromodulator seroto-
nin, which binds to receptors in the membrane of the
sensory neurons.  This activates adenylate cyclase,
which in turn activates a protein kinase that phospho-
rylates a class of open K+ channels.  Phosphorylation
causes the channels to close with a consequent
strengthening of the action potential.  Thus serotonin
brings about presynaptic facilitation.1017  The peptide
FMRF amide (Table 30-5) has the opposite effect.  It
causes hyperpolarization and a decrease in the dura-
tion of the action potential.  It also binds to a receptor
on the neuronal membrane, and presumably via a
different second messenger than cAMP causes the K+

channels to stay open a longer fraction of the time.
Evidence that LTP is essential to learning in rats

was provided by the observation that the antagonist
2-aminophosphonovalerate, which blocks the NMDA
class of glutamate receptors (Fig. 30-20A), impairs
both LTP and learning.1018  The potentiation is thought
to result, in part, from Ca2+ influx through the nonse-
lective NMDA cation channels.  The increased intra-
cellular calcium may then induce phosphorylation of
various proteins with associated long-lasting changes
in the postsynaptic endings.1019  A large amount of
evidence favors this interpretation of LTP.1020  How-
ever, it is a great oversimplification.  Most studies of
LTP in mammals (usually rodents) have focused on
the CA1 region of the hippocampus and nearby brain
regions.  The excitatory axons in this organ are largely
glutamatergic, and, as shown in Fig. 30-20A, the
postsynaptic (dendritic) membranes contain both fast
AMPA receptors and the slower NMDA receptors.
Both are ionotropic.  The AMPA receptor channels
allow mainly K+ and Na+ to pass and are responsible
for most of the nerve transmission.  However, the
NMDA receptors have an important controlling
influence.

A generally accepted theory is that no LTP arises
unless both the presynaptic and postsynaptic neurons
are activated.  This can happen if a presynaptic action
potential activates many AMPA receptors in a synapse
allowing enough flow of Na+ + K+ to depolarize the
postsynaptic membrane and possibly to initiate an
action potential in the postsynaptic neuron.  (How-
ever, many factors, probably including influences from
neighboring neurons,1021 will affect this outcome.)  The
NMDA receptors are usually blocked by extracellular
Mg2+ ions, and their ion channels remain closed.
However, when the postsynaptic membrane becomes
depolarized, the Mg2+ dissociates, and if the NMDA
receptors are also occupied by glutamate, their chan-
nels will open, permitting Ca2+ to enter the neuron
(Fig. 30-20A).  This not only enhances the probability
of developing a postsynaptic action potential but is
also the trigger for LTP.1022  Ca2+ ions have a variety
of effects, one of which is to bind to calmodulin.  This
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activates a calcium – calmodulin-dependent protein
kinase, which phosphorylates postsynaptic structural
and signaling proteins to increase the synapse
strength.641,1023–1025

Modifications in existing proteins, such as are
induced by Ca2+ and calmodulin, can provide LTP for
a few hours, but other mechanisms must provide for
longer-term effects.  These require transcription of
genes and protein synthesis, processes that occur in
the cell bodies of neurons and may depend upon
axonal transport mechanisms.1026,1027  Among the
experimentally observed results of LTP are ultrastruc-
tural changes in synapses and in dendrites.1009,1028

Long-term memory is also thought to involve changes
in the neocortex.  Again, NMDA receptor activation
seems to be involved.1029,1030

LTP has been demonstrated experimentally, but
does it really influence memory?  Evidence that it does
has been provided by clever experiments with trans-
genic mice.  Using the Cre recombinase (Chapter 27)
the NR2B subunit of the NMDA receptor was overex-
pressed in the hippocampus1031 and in the forebrain
of mice.1032  This was expected to provide better syn-
aptic strengthening than for receptors with the similar
NR2A subunit.  It was found experimentally that these
transgenic mice were more intelligent than normal
mice.

LTP is also thought to affect the presynaptic as
well as the postsynaptic neuron.  One way in which
this may happen is for a retrograde messenger to
pass across the synapse and induce alterations in the
presynaptic cell.  One proposed retrograde messenger
is nitric oxide, NO.1033,1034  Neuronal NO synthase
(nNOS; NOS1) contains a calmodulin binding site and
is activated by Ca2+.  However, other substances as
simple as K+ might also be the messenger.

Long-term depression (LTD) is the loss of synap-
tic strength after passage of an impulse.  There is evi-
dence that during brain activity, including that in the
hippocampus, both LTP and LTD are essential.1035,1036

LTD may depend upon cyclic ADP-ribose (p. 564).1037

LTD, like LTP, may also spread via retrograde sig-
naling.1038

Does learning affect a few specific neurons or a
large number of neurons?  The rate of glucose utiliza-
tion in different parts of the brain can be estimated
from the rate at which labeled 2-deoxyglucose is taken
up (see Box 30-A).  From changes in this rate (obtained
using 14C-labeling) in brains of split-brain cats per-
forming visual tasks it was estimated that from 1010 to
1011 neurons are activated.1039  This supports the idea
that memory is distributed over a large area of the
brain, just as information about an image is stored in
all parts of a hologram.

An alternative to the idea that synaptic potentia-
tion and depression provide the chemical basis for
learning is molecular coding.  Thus, it was reported

that a 15-amino acid peptide isolated from rats trained
to avoid the dark carries behavioral information.
When this peptide was injected into brains of un-
trained rats, they also avoided the dark.1040  This was
one of several reports of transfer of learned behavior
through chemical substances extracted from the brain.
These ideas are hard to accept in the light of our
present knowledge of the brain.  However, in view of
the large number of different neuropeptides known
(Table 30-4) the possibility that some aspects of long-
term memory may be associated with transcription of
specific amino acid sequences within specific neurons
should perhaps still be considered.

The complexity of the brain.  A major obstacle to
our understanding of the human brain is its enormous
complexity.400  This problem can be appreciated if we
consider the small nematode Caenorhabditis elegans.
All of the synaptic connections among its 302 neurons
had been mapped by 1986.400,1041,1042  There are 5000
chemical synapses and 600 electrical (gap junction)
connections.  There are 80 different types of K+-selec-
tive channels, 90 types of ligand-gated receptors, and
~ 1000 G-protein-linked receptors.  Twenty-six of the
neurons are GABAergic and are involved in three
distinct behavioral motions that involve muscular
contractions.  Despite intensive efforts the system has
been hard to understand.  The brain of the macaque
monkey has been described in great detail.409  Over
half of its cerebral cortex is devoted to vision, and this
can be subdivided into 20 functional areas.  However,
the human brain, with its extremely large cerebral
cortex, cannot be compared accurately with the mon-
key brain.  Whereas anatomical studies are done on
postmortem human tissues, in vivo studies rely largely
on fMRI and PET imaging (Box 30-A).  The resolution
of these images is now less than 1 mm, but 1 mm3 of
human visual cortex contains more than 40,000 neu-
rons!409  The microcircuits in the neocortex are still
largely unknown and the tissue is of “apparently
impenetrable complexity.”  There may be several
hundred different classes of neocortical neurons.1043

The tissue is rich in GABAergic interneurons.1044,1045

Some fast-spiking GABAergic neurons are also con-
nected by electrical synapses and may be involved in
detecting and promoting synchronous activity.1046

Intelligence.  We must all agree that there is such
a thing as intelligence, but can it be measured?  In
1904, Spearman proposed the existence of a general
intelligence factor g that could be measured as the IQ
(intelligence quotient).  Since then various tests have
been devised that attempt to measure IQ.1047,1048  Most
recently use of PET scan data has indicated that vari-
ous types of analytical analysis lead to brain activity in
the lateral frontal cortex in one or both cerebral hemi-
spheres1049 suggesting that this is a region important to
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IQ.  A question that has been raised is whether analyti-
cal intelligence, creative intelligence, and practical
intelligence are correlated?1048

Is intelligence hereditary?  Both logic and observa-
tion say that heredity must be a major factor.  How-
ever, it is hard to know how to measure the hereditary
component.1050–1052  Also hard to understand is why
IQ scores have been increasing about one standard
deviation unit per generation.1047  Is this really true?843

Does environment also influence IQ?  The fact that
new hippocampal nerve cells are formed continuously
provides one mechanism by which learning, nutrition,
and other influences may alter intelligence.

A difficult-to-explain aspect of the brain is the
existence of rare savants, persons with amazing
mental abilites in music, art, or computation but who
are unable to communicate (autistic) and mentally
retarded.1053–1055  One boy at age four could play
Mozart piano sonatas flawlessly after a single hearing.
A three-year old girl drew horses with lifelike perspec-
tive from memory but was unable to communicate.
Some mathematical savants can instantly state the day
of the week for any arbitrary date such as June 12,
1929; others rapidly identify prime numbers.  They
evidently use the same strategies as mathematically
trained persons.  Do we all have these abilities but
can’t have access to them?  How can we explain the
fact that rarely a blow to the head will convert a per-
son into a savant?

Behavior.  It may seem impossible to interpret
complex behavioral patterns at the molecular level.
However, the genetics of behavior is a well recognized
field of investigation, and some behavioral traits have
been linked to single genes.  If a gene can be located
cloning, sequencing, and biochemical studies may
follow quickly.  The behavioral genetics of lower or-
ganisms, e.g., of Drosophila, have provided many
insights.1056  Recently, however, the mouse has become
a major object of behavioral studies.1057  Its genome is
well known, and a very large number of mutations
have been mapped.  The ability to prepare knockout
mice (p. 1501) and to carry out gene transfer experi-
ments on such animals makes them very attractive
for study.

Some behavioral traits are based on simple alter-
ations, often defects, in motor skills.  For example, the
following traits in mutant mice have been traced to
specific brain structures and often to specific biochem-
ical alterations.

Staggerer Purkinje cell defect
Vibrator Phosphatidylinositol transfer protein gene

Tottering Mutation in voltage-gated Ca2+ channel
Lurcher Abnormality in cerebellum
Weaver Gly → Ser mutation in K+ channel

Knockout mice lacking oxytocin or vasopressin have
altered social behavior toward other mice.  Those
lacking galanin seem less intelligent than normal mice,
as if they had Alzheimer disease.  Mice lacking neu-
ronal NO synthase became aggressive.1057  Human
personality,1058 language abilities,1059 and sexual be-
havior all have a genetic component.  However, claims
that a “gay gene” has been found are not generally
accepted.1060

13.  Circadian Cycles and Sleep

In mammals an approximately 24-h (circadian)
rhythm controls behavior and affects many physiolog-
ical functions.  As previously mentioned (p. 1800), the
brain has its own rhythms, which originate with pace-
maker neurons.  The heart beats with another neurally
established rhythm.  The circadian rhythm has a much
longer period and, therefore, seems more mysterious.
It is observable, even with single cells and for virtually
all organisms.1061–1062a  In most instances the cycle
becomes synchronized with the daily light – dark cycle
with the aid of suitable light-absorbing pigments often
crytochromes (see Chapter 23, Section I,1).  However,
the cycle can be observed in various ways under con-
ditions of constant light intensity and temperature.
For example, the unicellular marine alga Gonyaulax
undergoes dramatic circadian changes in the intensity
of its bioluminescence.  Over one 10-day period the
luminescence peaked every 22.99 ± 0.01 hours.1063,1064

It is more difficult to measure the period for human
beings (see Czeisler et al.1065 for a discussion), but
under suitable conditions during which time cues
were missing a precise period of 24.18 hours was
observed for the level of melatonin in the blood, the
body temperature, and other quantities.1065  From
cyanobacteria,1066,1067 fungi (Neurospora),1068 insects
(Drosophila),1069– 1071b and frogs1072 to mice and peo-
ple,1073,1074 the circadian cycle affects the organism’s
chemistry and behavior.  Green plants likewise ob-
serve a circadian cycle.1075

The cycle is thought to originate in feedback loops
that control transcription of a small set of genes.  In
Drosophila the set includes seven genes: period (per),
timeless (tim), clock (clk), cycle (cyc), double-time (dbt),
vrille, and cryptochrome (cry).1070  Many corresponding
genes have been found in mammals.  For example,
the mouse NPAS2 is a close relative of the Drosophila
CLOCK protein, and the period proteins PER1 and
PER2 and the cryptochromes CRY1 and CRY2 are also
related to the Drosophila proteins.1076,1077  In Drosophila
the heterodimers PER·TIM and CYC·CLK are thought
to serve as DNA-binding transcription factors that re-
press transcription of their own genes when they reach
a high enough concentration in the nucleus.1073,1076,1077

Because some time is required for transcription and

B.  Neurochemistry
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BOX 30-A POSITRON EMISSION TOMOGRAPHY (PET), FUNCTIONAL MAGNETIC
RESONANCE (FMRI), AND OTHER IMAGING TECHNIQUES

In the widely used technique of transmission
computerized tomography (CT) an image of a slice
through the body of a patient is obtained using X-
rays.  An X-ray source moves in a ring around the
patient while detectors measure the intensity of the
transmitted radiation and send it in digital form to
a computer. which generates the desired image.  A
chemically more sophisticated view of the body
can be obtained by positron emission tomography
(PET).  This technique makes use of a metabolite or
drug labeled with a short-lived radioisotope that
decays by emission of positrons (antielectrons).
Among these are 11C, 13N, 15O, and 18F with half
lives of 20 min, 10 min, 2 min, and 110 min, respec-
tively.  The isotopes are produced in a cyclotron,
and are rapidly introduced into suitable compounds,
which can be injected into a bloodstream.a–d  An
emitted positron travels only a few millimeters
before undergoing annihilation with an electron to
produce two high-energy (50 keV) photons (γ-rays)
that travel in opposite directions and are detected
by an array of scintillation detectors.

β+ + e– → 2 hν

 Present-day PET technology allows images to

be formed in a few seconds, and in some cases in a
fraction of a second.  Among the useful compounds
for PET imaging is [18F]2-fluoro-2-deoxy-D-glucose
(see figure).  This compound, which contains the
longer-lived 18F, is phosphorylated by hexokinase,
and the resulting phosphate ester is effectively
trapped in the brain.  3-Deoxy-3-fluoro-D-glucose is
another useful tracer.e  One of the most useful PET
measurements has been blood-flow monitored by
15O-containing H2O, which is administered into a
vein in the arm.b  The 15O has a half-life of only two
minutes and is almost completely gone in ten min-
utes.  However, very low doses of radioactivity are
used, and several images can be obtained before the
radioactivity has decayed.  A common practice is to
subtract images obtained after the isotope has de-
cayed from those obtained at various times while it
was still present.  The technique is also useful for
study of the binding and transport of hormones,f

other metabolites, drugs, and other inhibitors.c

The NMR technique magnetic resonance
imaging (MRI),g– i so called to avoid the word
nuclear, is rapidly displacing many applications of
PET scanning.  MRI uses proton NMR spectroscopy
to generate very sharp images based largely on the
water present in tissues.  These images can be made

Left:  PET image of a human brain obtained using 2-[18F]fluoro-2-deoxyglucose.  This tomographic brain slice at the level
of the basal ganglia shows the cortical gray matter and subcortical white matter.  As marked on the drawing on the right:
V, ventricles; CN, caudate nucleus; P, putamen; T, thalamus; PI, pineal gland; CER, cerebellum.  From Rottenberg and
Cooper.p Right:  fMRI image illustrating modulation of neural activity in the ventral striatum, an area of the brain associ-
ated with reward, when eye contact was made with an attractive face.  The activation map shown is derived in a complex
manner and is based on recorded brain activity of persons viewing images of a series of faces.  It portrays the differences
in neural activity when viewing images of attractive faces of either sex with the eye gaze directed at the subject and with
the eyes averted.  See the report of Kampe et al. for details.q
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BOX 30-A (continued)

to depend upon variations in T1 and T2 (Chapter 3)
as well as upon differences in the water content.
The first MRI scans required 20 minutes, but the
use of more powerful magnets and more sensitive
instruments has reduced the acquisition times in
ultrafast MRI to ~ 0.1 s.  The decay of the NMR
signal from a single RF pulse is observed at several
different times.h  The dynamics of blood flow and
neural activity can be followed.  Every technique
has disadvantages as well as advantages.  MRI does
not use radioisotopes, but overheating of the brain
must be carefully avoided.  In addition, patients
may suffer from uncomfortably loud noises gener-
ated by rapidly changing magnetic gradients.h  As
with PET scans isotopic tracers may be used.  How-
ever, most MRI scanning is done with 1H from the
solvent water.  As with PET, MRI is often used to
measure blood flow but with an indirect method.
The Fe of deoxyhemoglobin (Hb) is paramagnetic,
but upon oxygenation to HbO2 it becomes diamag-
netic (pp. 850–851), and the 1H signal of the solvent
H2O becomes sharper.  In metabolically active re-
gions of the brain the demand for oxygenated blood
is greatly increased.  Perhaps surprisingly, the ratio
[HbO2]/ [Hb] is greater in these areas than in less
active areas where a greater fraction of the hemoglo-
bin remains unoxygenated.g  However, the exact
interpretation of the ultrafast MRI images is uncer-
tain.  In functional MRI (fMRI), differences in
images acquired after some physiological change
are recorded.  For example, after a visual or other
sensory stimulus a change in the MRI image of
some region of the cortex will be observed (see
figure).i–l  The technique is allowing many deduc-
tions about learning, memory, and communication
pathways in the brainj,m and is being used to inves-
tigate many aspects of brain disease.

a Ter-Pogossian, M. M., Raichle, M. E., and Sobel, B. E. (1980) Sci.
Am. 243(Oct), 171 – 181

b Raichle, M. E. (1994) Sci. Am. 270 (Apr), 58– 64
c Volkow, N. D., Rosen, B., and Farde, L. (1997) Proc. Natl. Acad.

Sci. U.S.A. 94, 2787–2788
d Phelps, M. E. (2000) Proc. Natl. Acad. Sci. U.S.A. 97, 9226– 9233
e Berkowitz, B. A., Moriyama, T., Fales, H. M., Byrd, R. A., and

Balaban, R. S. (1990) J. Biol. Chem. 265, 12417 –12423
f Berman, K. F., Schmidt, P. J., Rubinow, D. R., Danaceau, M. A.,

Van Horn, J. D., Esposito, G., Ostrem, J. L., and Weinberger, D.
R. (1997) Proc. Natl. Acad. Sci. U.S.A. 94, 8836– 8841

g Shulman, R. G., Rothman, D. L., and Blamire, A. M. (1994)
Trends Biochem. Sci. 19, 522– 526

h McKinstry, R. C., and Feinberg, D. A. (1998) Science 279, 1965–
1966

i Disbrow, E. A., Slutsky, D. A., Roberts, T. P. L., and Krubitzer, L.
A. (2000) Proc. Natl. Acad. Sci. U.S.A. 97, 9718– 9723

j Ungerleider, L. G. (1995) Science 270, 769 – 775
k McCarthy, G., Blamire, A. M., Puce, A., Nobre, A. C., Bloch, G.,

Hyder, F., Goldman-Rakic, P., and Shulman, R. G. (1994) Proc.
Natl. Acad. Sci. U.S.A. 91, 8690– 8694

l Chen, W., Zhu, X.-H., Thulborn, K. R., and Ugurbil, K. (1999)
Proc. Natl. Acad. Sci. U.S.A. 96, 2430–2434

m Wagner, A. D., Schacter, D. L., Rotte, M., Koutstaal, W., Maril,
A., Dale, A. M., Rosen, B. R., and Buckner, R. L. (1998) Science
281, 1188– 1191

n Yang, T. T., Gallen, C. C., Schwartz, B. J., and Bloom, F. E. (1993)
Proc. Natl. Acad. Sci. U.S.A. 90, 3098–3102

o Lok, C. (2001) Nature (London) 412, 372– 374
p Rottenberg, D. A., and Cooper, A. J. L. (1981) Trends Biochem.

Sci. 6, 120 – 122
q Kampe, K. K. W., Frith, C. D., Dolan, R. J., and Frith, U. (2001)

Nature (London) 413, 589

Another brain imaging technique is magne-
toencephalography (MEG).c,n  It has been unique-
ly valuable in mapping the sensory regions of the
human cerebral cortex.  Looking ahead, optical
methods, which include use of infrared radiation,
are also under development.o  They may not be
adequate for study of the human brain but can be
used for smaller animals, for studies of embryonic
development, etc.

protein synthesis, this inhibitory feedback can lead to
oscillations in the concentrations of the circadian clock
proteins.  Proteosomal degradation of the TIM pro-
tein may also be a factor.1071  The need for proteins
encoded by other genes indicates that the matter is
more complex.  Individual cells or individual tissues,
e.g., mammalian retinas,1074,1078 may independently set
up circadian cycles.  However, these normally become
entrained by the daylight cycle and are reset daily
as discussed in Chapter 23, Section I,1.  Other factors
such as temperature, activity, and food may also affect
the resetting.  One factor, which may be influenced
by food, is the NAD+/ NADH and NADP+/ NADPH
ratios within cells.1077  The circadian cycles for mam-

malian tissues are synchronized by a master clock
that originates in neural tissues1062a and specifically
in a region of the hypothalamus containing the supra-
chiasmatic nuclei.1079–1080b

The pineal gland appears also to play a role in
maintaining the mammalian circadian cycle.1081–1083

The concentration of the pineal hormone melatonin
(Fig. 27-11) as well as its precursor N-acetylserotonin
and the enzyme serotonin N-acetyltransferase (Eq. 30-
4) all fluctuate far more than do the concentrations of
other metabolites during the 24-h cycle.  These metab-
olites increase over 10-fold concentration at night and
decrease by day.  During the daytime the serotonin N-
acyltransferase, which forms the precursor, is rapidly

B.  Neurochemistry
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and apparently irreversibly inactivated, perhaps
through a disulfide exchange reaction.1081  Bright light
will reset the circadian cycle1084 keeping it approxi-
mately (circa) daily.  The effect of light is apparently
a result of signals sent to the hypothalamus from the
optic nerves.  In chickens and in lower vertebrates the
pineal gland may directly sense light passing through
the skull.

The circadian cycle is not the only timing device
used by animals.  A short-term interval timer helps
male doves to know how long to sit on a nest1085 and
helps all of us in timing everyday tasks.

We spend a third of our lives asleep, but our un-
derstanding of sleep from a molecular viewpoint is
minimal.  Sleep is essential for the life of mammals,
which die if completely deprived of sleep.  It has been
shown that during prolonged sleep deprivation sleep-
inducing material accumulates in the brain.  One such
substance, isolated from human urine, appears to be a
peptide containing glutamate, alanine,  diaminopi-
medic acid, and muramic acid.1086  Thus, it resembles
a fragment of bacterial peptidoglycan.  Prostaglandin
D2 also induces sleep.1087  Hayashi proposed that a
balance between this substance and prostaglandin E2,
which induces wakefulness, is in part responsible for
the sleep – wake cycle.1087  More recently oleic acid
amide (oleamide; p. 382) was identified as a sleep-
inducing compound.  A fact observed by everyone is
that the longer one is awake the higher the probability
of going to sleep.  The accumulation of sleep inducers
is part of a homeostatic mechanism.  On the other
hand, the circadian cycle probably provides the signal
to awake and tends to consolidate our sleep into the
characteristic 8-hour period.1088  The melatonin level,
which drops in daylight, plays a role.1089  Release of
adrenocorticotropin (ACTH) one hour before waking
may also be important.1090

During much of the night’s sleep the EEG is char-
acterized by the slow 5- to 6-Hz waves.989,993  How-
ever, after ~90 min there is an ~10-min period of rapid
eye movement (REM) sleep during which the EEG
resembles that of an awake person and dreaming
occurs.  The closed eyes move rapidly in unison,
breathing is irregular, and the heart rate increases.
Motor neurons are inhibited allowing only minimal
body movement.  Three more periods of slow-wave
sleep, each shorter than the preceding one, are fol-
lowed by REM sleep.  The REM sleep periods become
successively longer.  The fourth period lasts 20 – 30 min
and is followed by awakening.  All placental and
marsupial mammals follow a similar sleep pattern
and all dream.989  The importance of dreaming is not
obvious1088a but is often thought of as a reprocessing
of memory, a means of ridding the mind of unneeded
memories, a process of unlearning.  However, this is
uncertain as is the relationship of sleep to learning and
memory.1088a,b

A number of disorders of sleep are known. Among
these is narcolepsy, uncontrollable, sudden daytime
sleepiness.  It affects 1 in 2000 individuals.1088  The
same occurs in dogs.1091  After a 10-year effort at great
expense the narcolepsy gene of dogs (canarc-1) was
located by positional cloning.1088,1092  The correspond-
ing human (and rat) gene was independently discov-
ered by other investigators.  It encodes a receptor for
neuropeptides produced by the hypothalamus and
named hypocretins or orexins for their stimulation of
appetite.  It seems probable that the hypocretin /orexin
neuropeptides are involved in promoting wakefulness.
Another sleep disorder is familial advanced sleep
phase syndrome.  Persons with this trait are “morn-
ing larks” who tend to fall asleep at ~ 7:30 p.m. and
awake suddenly at ~ 4:30 a.m., about four hours in ad-
vance of a typical sleep period.  A missence Ser → Gly
mutation in the human period gene (hper2) has been
found.1093

Some mammals hibernate.  Special blood pro-
teins that induce hibernation apparently control the
process.1094

14.  Mental Illness

Whereas many metabolic defects affect only a
small number of individuals, emotional illnesses in-
cluding depression, schizophrenia, and other affec-
tive disorders at one time or another afflict a large
fraction of the population.  Autism affects thousands
of children.1055  Parkinson disease and Alzheimer
disease are just two of a number of degenerative
neural diseases attacking older people.  Less com-
monly, young persons contact multiple sclerosis
and muscular dystrophy, which is often a disease of
neuromuscular junctions.

Depression. Depression is our most common
mental problem.  One in four women and one in ten
men will have a major depression during their life-
time.1095  More than 15 million people in the United
States are affected by severe depression in any given
year and more than 30,000 may commit suicide.1096,1097

Worldwide psychiatric problems, mostly depression,
account for 28% of all disabilities.1098  The biogenic
amine hypothesis states that depression results from
the depletion of neurotransmitters in the areas of the
brain involved in sleep, arousal, appetite, sex drive,
and psychomotor activity.  An excess of transmitters is
proposed to give rise to the manic phase of the bipolar
(manic– depressive) cycle that is sometimes observed.
In support of this hypothesis is the observation that
administration of reserpine precipitates depression,
which may be serious in 15 – 20% of hypertensive pa-
tients receiving the drug.  Similar effects are observed
with the dopa decarboxylase inhibitor �-methyldopa
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(Fig. 30-27).  The fact that L-tryptophan has some
antidepressant activity, but L-dopa does not, was one
clue that a low concentration of serotonin (5-hydroxy-
tryptamine) might be responsible for depression.
Excessive formation of histamine1099 and decreased
formation of tyramine and octopamine1100 have also
been suggested as causes of depression.

Strong support for the biogenic amine theory of
depression is provided by the powerful antidepressant
effect of inhibitors of monoamine oxidase.  An exam-
ple is pargyline (Fig. 30-33), which forms a covalent

Figure 30-33  Some drugs used to treat psychiatric disorders.  See also Figs. 30-25 and 30-28.

adduct with the flavin of MAO.1101  Although effec-
tive, this drug is somewhat dangerous.  Because their
monoamine oxidase activity is so low, patients taking
pargyline have been killed by ingesting compounds
such as tyramine, which occurs in cheese.  Less easy to
understand but clinically more important are tricyclic
antidepressants such as imipramine (Fig. 30-33),746a

whose antidepressant action was discovered acciden-
tally.  Notice the close similarity to chlorpromazine
but the greater flexibility of the central ring.1102  Imi-
pramine was found to block transporters of both

N

S

C

N
CH3

CH3H3C

H

Promethazine, an antihistamine

N

N

H3C CH3

Imipramine, an antidepressant drug

S

ClN

N

H3C CH3

Chlorpromazine, an anitpsychotic drug

NH

N

O

Phenyl

Phenyl
O

H

Diphenylhydantoin, an anticonvulsant
used in treatment of epilepsy

CH2 N

CH

CH3

CN

+CH2 N

CH2

CH3

CN

Pargyline, an antidepressant
monamine oxidase inhibitor

Nucleophilic addition of an enzyme group
results in irreversible inhibition

MAO

–2 H

N

O

OCH3

H

Methylphenidate
(Ritalin)

NH

NH

O

O

O

H2CH3C

Phenobarbitol, a CNS depressant

N

N

Cl

N

H

N

CH3

N

F

O

HO

Cl

Antipsychotic

Haloperidol (Haldol)

Clozapine

B.  Neurochemistry

Chapter 30 IND page-E 2/14/03, 2:34 PM1809



1810 Chapter 30.  Chemical Communication Between Cells

noradrenaline and serotonin.  In 1986, the less toxic
serotonin reuptake inhibitor fluoxetine (Prozac; Fig.
30-28) was introduced and is now used by many mil-
lions of people.1103,1104  Nevertheless, its mode of action
is not entirely clear.  For example, it blocks nicotinic
acetylcholine receptors and may have many other ef-
fects.  Interestingly, depression sometimes responds to
a placebo just as well as to an antidepressant drug.1105

In addition to newer drugs related to Prozac, antago-
nists of substance P are also effective antidepressants.1106

MRI images of brains of depressed patients show that
hippocampal volume has decreased and suggest that
formation of new neurons is inhibited.1106a  Antide-
pressants seem to stimulate growth of new cells as
does exercise, which also has an antidepressant ef-
fect.1107  Dietary treatment can also help.843  Among
older people depression may be caused by deficiency
of vitamin B12 and can be treated by injection of the
vitamin.1108  An anxiety peptide that may be the
natural ligand for benzodiazepine receptors has been
reported.1109

Another recognized type of depression is season-
al affective disorder (SAD).  People in far northern
or southern latitudes develop this condition in the
winter, apparently from lack of sunshine needed to
lower the melatonin level in the morning (see Section
13).  Light therapy is beneficial.1110  Persons with the
SAD syndrome also tend to crave carbohydrates and
to stay in bed for 9 – 10 hours.

An effective treatment for bipolar disorder (manic
– depressive illness) is the administration of  lithium
salts.445,1111–1113a  Inhibition of the hydrolysis of inositol
phosphate by Li+ (Fig. 11-9) may be related to its thera-
peutic effect.  Reduced phosphatidylinositol turnover
may dampen responses to neurotransmitters.1114  Li+

may affect gene expression in neuropeptide-secreting
neurons.1115  Bipolar disorder apparently has more
than one cause.  There are strong indications of genetic
susceptibility,1116 and genes that increase susceptibility
have been located on chromosomes 4, 12, 13, 18, 21,
and X.1117

Schizophrenia. Among the most baffling of
mental illnesses are the group of diseases known as
schizophrenia.  They involve thought disorder, distur-
bance of the affect, and withdrawal from interactions
with other people.  Hallucinations and paranoid feel-
ings are common.813  In some cases a striking loss of
gray matter in some areas of the brain is revealed by
MRI scans.1117a,b  The schizophrenias are of varying
degrees of severity and shade continuously into the
affective or mood disorders, which include manic-
depression and depression.  As many as one person in
a hundred is affected by schizophrenia.1118–1119a  There
is a complex genetic susceptibility.1119,1120  One theory
about the persistence of the genes favoring schizophre-
nia is that they are also associated with creativity.1121

A revolution in the treatment of the schizophre-
nias, as well as in thinking about mental illnesses, took
place following the synthesis, in 1950, of the antipsy-
chotic drug chlorpromazine (Fig. 30-33).  At about the
same time the effect of the Rauwolfia alkaloid reserpine
(Fig. 25-12) in calming mentally disturbed persons was
rediscovered.  The Indian plant Rauwolfia had been
used for centuries in Hindu medicine for the same
purpose.  The tricyclic phenothiazines such as pro-
methazine (Fig. 30-33) earlier had been found to have
powerful antihistamine activity.  It was the search
for better antihistamine drugs that led to the synthesis
of chlorpromazine.1122  As many as 250 million people
throughout the world were treated with chlorprom-
azine and related drugs in the 20 years following its
discovery before newer and safer drugs (e.g., clozap-
ine; Fig. 30-33) were developed.1123  What does chlor-
promazine do?  A possible clue comes from the fact
that it sometimes induces serious “extrapyramidal”
side effects including tremors and other symptoms
of Parkinson disease.  This suggested that chlorprom-
azine may block dopamine receptors in the corpus
striatum, thereby precipitating a functional deficiency
of dopamine.1124  If so, it is possible that schizophrenia
may result from an overactivity of dopamine neurons,
perhaps including some of the same neurons that
are hypoactive in Parkinson disease.  Supporting this
view is the observation that amphetamines (Fig. 30-
27), which may substitute for dopamine, worsen the
symptoms of schizophrenia and in very high doses
induce striking schizophrenialike symptoms in normal
individuals.

A stereotyped compulsive behavior is induced
both in humans and in laboratory animals by amphet-
amines.  This provided the basis for a method that
has been used to measure the action of drugs on
amphetamine-sensitive centers of the brain.  A lesion
in the nigrostriatal bundle on one side of a rat brain
was made by injection of a neurotoxic compound
such as 6-hydroxydopamine.  This caused degenera-
tion of dopamine-containing neurons on one side of
the brain.  When rats that had been injured in this way
were given amphetamines, they developed a compul-
sive rotational behavior.  Administration of chlor-
promazine and several other antipsychotic drugs
neutralized this behavior and in direct proportion to
the efficacy in clinical use, an observation that also
supports the theory that schizophrenia involves over-
activity of dopamine neurons.

If schizophrenia results from an elevated dopa-
mine content of the brain, the fault may lie with either
an oversupply or a reduced rate of metabolism of
dopamine.  The possibilities of reduced activity of
monoamine oxidase or of dopamine β-hydroxylase
have both been suggested.  The plasma level of the
dopamine metabolite homovanillic acid (Fig. 30-26) is
elevated in schizophrenia and is correlated with the
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severity of the illness,1125 suggesting the hypothesis of
a decreased rate of metabolism.  Possible defects in
dopamine receptors may be at fault.1126

Chlorpromazine may also act on brain cholinergic
neurons.1127  Blockage of muscarinic acetylcholine
receptors in the brain by belladonna alkaloids such as
atropine (Fig. 30-22) has often been used in treatment
of Parkinson disease.  Apparently antagonizing acetyl-
choline action is to some extent functionally equivalent
to increasing dopamine concentrations.  There is evi-
dence that suggests a role for cholecystokinin (CCK) in
development of schizophrenia.  CCK-containing neu-
rons interact with dopaminergic neurons in the mid-
brain.1128  GABA neurons in the prefrontal cortex may
be faulty.1129  Excessive glutamate may also induce
schizophrenia.  The schizophrenia-like symptoms
induced by phenylcyclidine (p. 1796) are eased by
antagonists of metabotropic glutamate receptors.  This
suggests another possible therapy.1130  Among other
suggested causes of schizophrenia are dysregulation
by retinoids1131 and action of retroviruses.1132  Demy-
elination in portions of the prefrontal cortex may
disrupt neural connectivity.1132a  Recent genetic evi-
dence points to a possible defect in proline dehydroge-
nase which reduces ∆1-pyrroline-5-carboxylate to
L-proline (Fig. 24-9).1132b

Numerous theories of mental illness have embod-
ied proposals that a toxic metabolite is produced in
abnormal quantities.  An example is 6-hydroxy-
dopamine (Fig. 30-26), which is known to damage
dopamine-containing neurons.1133  Overactive methy-
lation of catecholamines has also been suggested as a
cause of mental disorders.1134  The hallucinogen 3,4-
dimethoxyphenylethylamine (Fig. 30-26) has been
identified in urine during acute schizophrenic attacks,
but the variability is so high that no definite conclu-
sion has been reached.  N-Methylation of serotonin
yields bufotenin (N-methylserotonin) and N-dimeth-
ylserotonin, known hallucinogenic agents.  Enzymat-
ic synthesis of the latter by human brain and other
tissues has been demonstrated,1135 and administration
of tryptophan and methionine to schizophrenic pa-
tients exacerbates their illness.

Another theory of mental illness postulates endog-
enous alkaloid formation.  Aldehydes formed by
oxidation of catecholamines as well as formaldehyde
and acetaldehyde are present in tissues in small
amounts.  Condensation with amines could generate
Schiff bases and alkaloids as in Fig. 25-10.  This “plant
chemistry” is spontaneous and can apparently take
place in the brain, where it may have a potent effect.

Incubation of tryptamine derivatives with 5-methyl-
tetrahydrofolic acid and an enzyme preparation from
brain gives tryptolines.  Dopamine and its deriva-
tives form related tetrahydroisoquinolines such as the
product that arises from reaction with acetaldehyde
(see Eq. 30-5).  This product has been found in elevat-
ed amounts in alcoholics (who synthesize excess ace-
taldehyde), in phenylketonurics, and in L-dopa-treated
patients with Parkinson disease.1136

Epilepsy.  The brain disorders known as epilep-
sies affect 1–2 % of the population worldwide.  Char-
acteristic of epilepsies are recurrent seizures, sudden
brief changes in behavior caused by the simultaneous,
disordered firing of large numbers of neurons in the
brain.  Many seizures are thought to be initiated in
specific areas of the cerebral cortex.  For example,
seizure-induced firing of neurons in the thumb area of
the right motor cortex will be accompanied by rhyth-
mic jerking in the left thumb.  More than 40 different
types of epilepsy are known.1137–1138a

GABA is the principal inhibitor neurotransmitter,
and one cause of epilepsy may be a deficiency in
GABA formation from glutamate.  The brain contains
two isoforms of glutamate decarboxylase, designated
GAD65 and GAD67, in accordance with their molecu-
lar masses in kDa.  They are encoded by separate
genes.1139,1140  GAD67 is formed mainly in cell bodies
of neurons, binds its cofactor PLP tightly, and is essen-
tial to survival of young mice.  GAD65 is associated
mainly with nerve termini, where it is anchored, ap-
parently by association with other proteins to the
membranes of synaptic vesicles.1141  It binds PLP
weakly.  Some convulsive agents such as 1,1-dimethyl-
hydrazine are thought to act by interfering with PLP-
dependent enzymes (Box 14-C) among which is
GAD.1140,1142,1143  Convulsions are one of the most
striking symptoms of a severe vitamin B6 deficiency.  A
zinc deficiency can also cause convulsions, apparently
because pyridoxine kinase is a Zn·ATP-requiring pro-
tein and the rate of synthesis of PLP is too slow to
supply apo-GAD with the PLP needed for GABA syn-
thesis.  The PLP in GAD65 undergoes rapid substrate-
dependent transamination to pyridoxamine phosphate
(see Chapter 14), which must be replaced by new
PLP.1143,1144

Epilepsy may arise also from defects in a GABA
transporter1145 or receptor.1146  One form of epilepsy
is a triple-repeat disease of cystatin B (Table 26-4).
Mutation in potassium channels,1147 glutamate recep-
tors,1148 absence of neuropeptide Y,1149 and absence
of L-isoaspartyl / D-aspartyl O-methyltransferase (Box
12-A)1150 have all been associated with epilepsy.

Neurodegenerative diseases. As many as 5%
of persons of age 65 and 20% of those of age 80 are
afflicted with the progressive senile dementia known

B.  Neurochemistry
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as Alzheimer disease.  The condition is characterized
by a gradual loss of memory and of the abilities to
speak, think, or take care of one’s self.  Histologically
Alzheimer disease is marked by the accumulation
within neurons of paired helical filaments.  These
filaments, of 10 nm diameter, twist about each other
to form a helix with an 80-nm pitch.  The helices
aggregate to create neurofibrillary tangles.  The
tangles are composed largely of a highly phosphoryl-
ated form of the microtubule-associated protein tau
(p. 372)1151– 1155a,b together with phosphorylated neu-
rofilaments, apolipoprotein E (p. 1183), and other
materials.  The tangles are found in the cell bodies,
axons, and dendrites of neurons in the hippocampus,
amygdala, cerebral cortex, and other areas of the brain.
Tangles may also be present in Parkinson disease, in
the nearly extinct Guam disease,1156,1157 and in some
types of prion disease.1158  Outside of the diseased
neurons are numerous, spherical amyloid plaques.
Their principal component is a 40- to 43-residue frag-
ment called amyloid �-protein (A�), which appears
to be toxic to neurons.  Aβ is cut from a larger amyloid
precursor protein (APP).1154,1159–1160a  The APP gene
is a member of a family of 16 related genes found in
many organisms including nematodes, flies, and
mammals.  In humans the APP gene is found on chro-
mosome 21, the chromosome that is present in three
copies in Down syndrome.  People with Down
syndrome who live into their late thirties or beyond
develop Alzheimer disease,1153 presumably from
excessive synthesis of APP.  Both APP and its cleavage
product Aβ are formed by nonneuronal cells through-
out the body.  However, the Aβ plaques form only in
the brain, and the APP gene is essential for life.  The
rare familial British dementia resembles Alzheimer
disease in producing amyloid plaques and neurofibril-
lary tangles.  They appear principally in the cerebel-
lum and arise from a different precursor protein.1161,1162

There are many other neurodegenerative diseases,
some with a high incidence, and others rare.  They
include Parkinson disease (p. 1790), Huntington
disease (Table 26-4), spinal muscular atrophy (SMA;
a leading hereditary cause of infant mortality),1162a,b

amyotrophic lateral sclerosis (ALS), prion diseases
(Box 29-E), ataxias, and other diseases caused by
triple-repeat DNA sequences (Table 26-4) and X-linked
adrenoleukodystrophy (ALD; p. 945).1163  In the last,
membrane function is disrupted.  Although these
diseases arise from a variety of causes many of them
have in common amyloidosis, the deposition of insolu-
ble proteins in or around neurons.1163a

Parkinson disease, some cases of Alzheimer dis-
ease, and some types of prion disease are accompanied
by the presence of Lewy bodies within the cytoplasm
of neurons and also in nearby glia.  These deposits
consist largely of a dense core of fibrils of �-synuclein,
a small 140-residue protein abundant in various parts

of the brain.1164,1164a,b  Mutations in the α-synuclein
gene are associated with autosomal-dominant inheri-
tance of early-onset Parkinson disease.1165,1166  Just
as tau tends to be associated with microtubules,
α-synuclein may function in cooperation with micro-
filaments.1158  Studies of an autosomal-recessive form
of inherited juvenile Parkinson disease led to muta-
tions in a large (>1 Mbp) gene on chromosome 6.  It
encodes the 465-residue Parkin.1167,1168  Parkin is
an  E3 ubiquitin ligase (p. 524), which ubiquitinates
α-synuclein.1168,1169  This finding suggests that abnor-
mally slow degradation of synuclein may be an impor-
tant cause of Parkinson disease.

One of the triple-repeat polyglutamine diseases
discussed in Chapter 26 (Table 26-4) is Huntington
disease.  The defective Huntingtin is a cytosolic pro-
tein that normally protects neurons but fails when the
polygultamine sequence becomes too long.1170,1171

Neurons of the cerebral cortex and striatum die, ap-
parently by apoptosis.1172  Huntingtin interacts with
p53, with a CREB-binding protein, and with an EGF
receptor suggesting that it functions in regulation of
transcription.1172–1173a  One of the genes whose tran-
scription is regulated is that of the neurotrophin
known as brain-derived neurotrophic factor
(BDNF).1170

Many approaches have been taken in therapy
of Parkinson disease.  As mentioned on p. 1790 en-
hancing dopamine production by administration of
L-dopa or by use of MAO inhibitors is a standard
treattment.  Experimental gene therapy with a glial
cell line–derived neurotrophic factor also appears
promising.1174,1175

Another aspect of neurodegeneration involves
oxidative damage.  A clue comes from amyotrophic
lateral sclerosis (ALS), which struck down the New
York Yankees baseball player Lou Gehrig, after he had
started 2130 consecutive games over a 15-year period.
ALS (Lou Gehrig disease) is the most prevalent of
more than 70 diseases that cause loss of motor neu-
rons.1176  As pointed out on p.1075, the cause of a rare
hereditary form of ALS is a defect in superoxide dis-
mutase, which appears to promote excessive forma-
tion of free radicals.1177  However, this interpretation is
uncertain.1178  Parkinson disease induced by the com-
pound MPTP (Eq. 30-4) may also arise as a result of
free radical damage.1179  Among possible effects, MPTP
may induce apoptosis.1180  Both oxidative damage and
apoptosis may be factors in Alzheimer and other
neurodegenerative diseases as well.1181,1182

In every disease in which an abnormal protein
is found there must be pathways of processing the
protein to generate its functional form and pathways
for degradation.  These pathways are being investi
gated for all of the neurodegenerative diseases and
none more intensively than for Alzheimer disease.
The amyloid precursor protein APP is an integral
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membrane glycoprotein with a
large ~ 687-residue extracellular N-
terminal portion, which resembles
a cell surface receptor.  It contains
both a protease inhibitor-like do-
main and a zinc-binding region,
which can be phosphor-ylated.  It
binds heparin and collagen as well
as other proteins.1183,1184  Rare
mutations that cause early-onset
familial Alzheimer disease are
found in the APP gene.  Some of
these mutations alter the regulation
of pre-mRNA splicing.  Splicing
generates eight different APP iso-
forms vaying in length from 677 to
770 residues.  The properties of the
isoforms vary.  For example, if the
18 residues of exon 15 are spliced
out a new motif for posttransla-
tional modification is created by
fusion of exons 14 and 16.  The
newly created sequence ENEGSG
is recognized by a xylosyltrans-
ferase, which initiates formation
of the terminal unit for glyco-
saminoglycan formation.  The
resulting proteoglycan is known as
appican (p. 1154).1185  The precur-
sor protein APP is transported
down axons to the nerve endings
and is proteolytically cleaved to
form the insoluble amyloid depos-
its.  Alzheimer disease may occur
when there is excessively rapid
proteolysis of the precursor or if
there is a failure to metabolize the
amyloid protein.1186  The folding
and glycosylation reactions of APP
occur in the ER and the Golgi, but
the major problem in Alzheimer
disease appears to be in subse-
quent  proteolytic processing, some of which may
occur as the APP is being transported through the
Golgi to the cytoplasmic membrane.  The protein
may be cleaved at three sites by enzymes known as
α-, β-, and γ-secretases as is indicated in Fig. 30-34,
in  which the protein is represented as an unfolded
“stick.”1154,1187–1189a  Most of the mutations in APP
that cause Alzheimer disease are near these three
cleavage sites.  As indicated in Fig. 30-34, cutting at
the α site liberates into the extracellular space the
large N-terminal portion as a soluble protein called
APPsα.1190,1191  It is thought to have a protective effect
on neurons.  If this cleavage occurs the protein is not
cut at the β site and fragment Aβ is not formed.  How-
ever, if cleavage by β-secretase (beta-site APP-cleaving

Figure 30-34  Cleavage of the amyloid precursor protein APP with liberation
of amyloid Aβ protein.  The proteins are represented as sticks (not to scale) but
in reality contain both intracellular and extracellular globular domains.
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enzyme or BACE) occurs first and is accompanied by
or followed by cleavage at the γ-site, Aβ is liberated
(Fig. 30-34).  The β-secretase is an integral membrane
protein, which carries a pepsinlike domain in its lume-
nal (or extracellular) part.1192–1194  Since the Aβ peptide
in an aggregated form appears to be toxic to neurons, a
logical therapy for Alzheimer disease may be to block
either the β- or γ-secretase.1195,1196

The γ-secretase has been difficult to locate but has
been identified as a result of other rare familial forms
of Alzheimer disease.  These are caused by muta-
tions in genes for proteins known as presenilin-1
(on chromosome 14) and presenilin-2 (on chromo-
some 1).1188,1197,1198  The presenilins are integral mem-
brane proteins with multiple transmembrane helices.

B.  Neurochemistry
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They have been regarded as regulators of γ-secretase,
but there is much evidence that the presenilin mole-
cules may be cleaved proteolytically and that the
C- and N-terminal domains formed in this way may
associate to form an unusual aspartyl protease.  It, too,
is a target for inhibitors.1198  The picture is made more
complex by the fact that presenilins form complexes
with other proteins.  These include a newly discovered
protein nicastrin,1199–1200a a large 709-residue trans-
membrane glycoprotein.  Nicastrin not only seems to
modulate presenilin action but also participates in
an important developmental process via the highly
conserved Notch pathway (Chapter 32).1200  Many
other proteins are found in the amyloid plaques of
Alzheimer disease.  Among them are acetylcholinest-
erase,1201 proteoglycans,1202 hydroxyacyl-CoA dehy-
drogenase,1203 GM1 ganglioside,1204 apolipoprotein
A-1,1187 and lithostatine.1205

What are the possible adverse consequences of
accumulation of the Aβ protein?  It may cause inflam-
mation by activation of microglia,1157 which may
cause damage by release of NO.1206  Aβ may induce
death of neurons by apoptosis.1201,1207– 1209  A defect in
protesomal degradation may be a factor.1208  Both Aβ
and the prion protein may promote oxidative damage.
The brain derives most of its energy from oxidative
metabolism, a major source of damaging radicals.
Mitochondria are found in dendrites as well as cell
bodies.1210  Methionine residues in glycine-rich parts
of the Aβ and prion proteins are suspected as centers
of free radical formation.1202,1211

Both amyloid plaques and the tangles of protein
tau-containing paired helical filaments are typically
present in Alzheimer disease.  Which comes first?
Some hereditary neurodegenerative diseases are
known in which tau filaments are present in neurons
and sometimes also in glia.1203,1212,1213  Since mutations
in tau don’t lead to Alzheimer disease whereas muta-
tions affecting APP do, it is often assumed that the
primary defect in the disease is with APP and that
accumulating Aβ induces the observed changes in tau.
However, this is by no means certain.  Six different
isoforms of tau (the longest with 441 residues) are
created by alternative splicing of the mRNA.  During
its normal functioning tau is phosphorylated and
carries an average of 2 – 3 phospho groups.  In Alz-
heimer disease the level of tau is greatly increased
(4- to 8-fold) and the molecules carry 5 – 9 phospho
groups.1204,1213a  It is this hyperphosphorylated tau that
forms the paired helical filaments and tau tangles,
which appear to clog the slender neurons.

What does tau do normally?  Although it has been
studied for many years, its exact functions are elusive.
However, the role of the microtubules in axonal trans-
port is well established.  The tau isoforms may play a
functional role in this process.  The hyperphosphoryl-
ated tau of Alzheimer disease doesn’t promote proper
assembly of microtubules and may interfere with
axonal transport of materials along the microtubules
(see p. 1119).1214,1215  Alzheimer disease may reflect an
imbalance between the phosphorylation and dephos-
phorylation processes.  Another possible problem
with tau may be slow isomerization of prolyl linkages
because of a deficiency of a prolyl cis– trans isomerase
(Box 9-F).1216

Until 1993 apolipoprotein E was best known for
its central role in plasma lipoproteins and cholesterol
transport (Fig. 21-1).  However, one of the three com-
mon alleles of the apoE gene confers a significant risk
of development of Alzheimer disease.1217,1218  A high
blood cholesterol level is also correlated with in-
creased risk.1219,1220  Membrane abnormalities in mito-
chondria have been associated with Alzheimer
disease.1221  Also related to membranes and lipid
metabolism, vitamin E appears to combat Alzheimer
disease.843,1218

  Environmental and nutritional factors may also
affect the development of Alzheimer disease and other
mental illness.  Aluminum frequently accumulates in
the neurons containing neurofibrillary tangles.1206,1222

Copper and zinc ions can cause the amyloid Aβ to ag-
gregate.  However, Zn2+ may actually protect against
neurotoxicity.1223  The amino acid β-N-methylamino-L-
alanine, a constituent of the toxic seeds of a type of
palm (Cycas circinalis L.), may have induced both ALS
and Guam disease, a condition resembling Parkinson
disease, in a population in Guam that traditionally
used these seeds as food.1157

Can neurodegenerative diseases be prevented or
delayed?  Much evidence suggests that the answer is
yes.  Rare early onset forms pose a special problem,
but for most of us maintaining an active life style,
using our minds, and choosing a good diet with ade-
quate amounts of vitamins and essential ω3 fatty acids
(Box 21-B) may be very helpful.843  New methods of
treatment are being tested.  Antiinflammatory drugs
are helpful,1218,1218a and even vaccination against Aβ
and other amyloid proteins appears possible.1224  Is it
possible that antibodies and phagocytic cells can clear
the cobwebs from our brains?
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Study Questions

1. Compare the sensing of signals and responses to
signals in liver, muscle, or other tissue with signal-
ing in the brain.

4. Compare addiction to gambling with addiction to
cocaine.  Are they similar on a biochemical basis?
What about addiction to Internet games, chatting,
pornography, compulsive overeating, etc.?873a

5. Can extracts of leaves of Gingko biloba counteract
age-related neurological disorders?1225

2. Compare signaling by ionotropic receptors, metabo-
tropic receptors and gap junctions.

3. List major neurotransmitters in the brain.  In what
other locations do these compounds function?
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1830 Chapter 31.  Biochemical Defense Mechanisms

The large flat cell, a portion of which is seen here, is a macrophage which has
ingested bacterial proteins and is displaying peptide fragments on its surface.
Some of the small, spherical T lymphocytes (T cells) seen here, interact with
the macrophage, recognize an antigen, and respond by becoming helper T
cells.  They can then stimulate B lymphocytes (B cells) to multiply and
produce antibodies.  See Fig. 31-11 for an enlarged view.  Scanning electron
micrograph courtesy of Morton H. Nielsen and Ole Werdelin, University of
Copenhagen.
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Biochemical Defense Mechanisms 31

Our bodies are under constant attack by viruses,
bacteria, protozoa, and metazoan parasites.  Persons
born without an immune system adequate to fight off
these invaders die very quickly unless heroic measures
are taken. We have learned to cooperate with our
immune systems by immunizing ourselves against
some bacteria and viruses.  At other times we may
fight a stubborn battle with our own defense systems
against allergic reactions and a variety of autoimmune
responses.1

A. Locations and Organization of the Immune
System

The immune system has many components, many
of which are dispersed throughout the human body
(Fig. 31-1).  Lymphocytes, which are a foundation of
the immune system, constitute little more than 1% of
the body’s mass.  However, this represents ~ 1012 cells
of several types, about 10 times more than there are
neurons in the brain.  These 1012 cells make antibodies
and T-cell receptors, both of which are thought to have
~ 1015 different peptide sequences.2  And this is only
the beginning of the complexities.3 – 8

Immune responses have often been described in
terms of humoral and cellular components.  The
humoral response involves the small circulating B
lymphocytes (B cells), the antibodies (immunoglobu-
lins), and proteins of the complement system.  The
cellular response is mediated by another group of
small lymphocytes, the T lymphocytes (T cells).  They
resemble B cells in appearance but have quite different
functions.  However, newer knowledge has provided a
somewhat different description of the body’s defense

systems, which can be classified into three levels.  (1)
The skin and internal mucous membranes, which are
resistant to infection and have antibacterial properties,
provide the first level of defense.2,9  (2)  A fast-acting
innate immune system can respond within a few
minutes to breaches in the barriers provided by the
tough outer skin and the glycoproteins of mucous sur-
faces and provides a second level.2,10 – 14  (3)  A slower
adaptive (acquired) part of the immune system leads
to synthesis of antibodies and to long-term immunity,
providing the third level (Table 31-1).  Both B and T
lymphocytes together with antigen-presenting cells
(APCs) are necessary for the selection and develop-
ment of immunoglobulin structures appropriate for
attack on an invading organism.

The innate immune system utilizes phagocytic
cells including neutrophils, monocytes, and macroph-
ages15 to ingest and kill invading organisms.  Baso-
phils, mast cells,16 eosinophils, and other cells release
inflammatory mediators, which attract additional
lymphocytes and affect their development.17  Special-
ized T lymphocytes called natural killer (NK) cells18

may also attack foreign cells (Table 31-2).  The innate
system is ancient and has apparently evolved to recog-
nize molecular structures that are foreign to the host
but are characteristic of pathogens.  These structures,
which are described as pathogen-associated molec-
ular patterns (PAMPs), include those of lipopolysac-
charides of bacterial cell walls (Fig. 8-30), mannans
(p. 175),19 other carbohydrates of surface layers,20

oxidized phosphatidylcholines,20a bacterial flagellins,21

various posttranscriptionally modified proteins, tei-
choic acids (p. 431), etc.  However, they do not include
patterns characteristic of host cells.  Those have been
avoided during evolution of the system.  Although
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Figure 31-1  (A)  Locations of the primary and secondary tissues of the immune
system.  The primary lymphoid organs are the thymus, which makes T cells, and the
bone marrow, which forms B cells.  After moving from these organs into the blood
circulation the cells reach one of the secondary lymphoid organs, which include
lymph nodes, spleen, tonsils, and Peyer’s patches on the small intestine.  Immature
dendritic cells are found in body tissues including skin and mucous membranes and
respond to foreign proteins by inducing attack by T lyphocytes and antibody forma-
tion by B cells.  (B)  Schematic drawing of a lymph node.  From Nossal.1  Courtesy
of Gustav J. V. Nossal.

A

T lymphocytes are major mediators of the innate
immune response they are under control of the den-
dritic cells (DCs), which are found in “immature”
forms in tissues throughout the body.9,22– 26a

The immature DCs are phagocytic cells that act as
“immunological sensors.”  They recognize various
PAMPs, which act as danger signals,11b using what
are known as toll-like receptors (TLRs).23,24,27,27a,b

They are also the most active APCs.  Their protea-
somes cleave proteins, both of the host and of invad-
ing organisms, into short peptides.  These peptide
fragments are displayed on the APC surfaces for rec-
ognition by T lymphocytes and for activation of adap-
tive immune responses.  Some “autoreactive” B cells
are also part of the innate immune system28,29 as are
the IgA antibodies present in mucous membranes.30  The
innate immune system of insects resembles that of verte-
brates.  The toll-like receptors of the latter are named
for their resemblance to the Toll receptors of Drosophila,
which are utilized in resistance to fungi.  In both mam-
mals and insects the innate immune system activates
responses via the transcription factor NF-κB.  However,
many details of the signaling pathways differ.30a– c

The innate system also provides for synthesis of
small antibiotic peptides called defensins12,31– 33 as
well as larger proteins.  Some of these proteins consti-
tute the complement system, while others are de-
scribed as acute-phase reactants.  Some defensins
are also cytokines, which attract lymphocytes.

The innate system is of special importance during
early infancy.  Prior to birth and for at least 4 – 12
months after birth a child’s immune system is poorly
developed.  It may not become fully competent until
age ~ 5.34,35  During the prenatal period maternal
antibodies are transferred to the child.  IgG crosses the
placenta and enters the fetal circulation.  Breast milk
provides IgA, which remains largely in the child’s gut,
as well as other protective proteins.  UNICEF and the
World Health Organization recommend breast-feeding
to two years or beyond.34

While the innate immune system provides for
immediate and direct attack on invaders, it also pro-
vides information to the slower adaptive system.
Genes both for immunoglobulins and for the T-cell
receptors of the adaptive system undergo extensive
rearrangement during development of an individual.

B
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Dendritic cells

B lymphocytes (B cells)

T lymphocytes (T cells)

Other antigen-presenting cells, e.g.,
macrophages

Immunoglobulins

Complement proteins

Encoded in gene segments;
rearrangement necessary

Small molecular groups (epitopes)

Present

Imperfect

Delayed

TABLE 31-1
The Two Major Branches of the Immune System

Cells

Molecular components

Receptor genes

Recognition

Immunogenic  memory

Self–nonself
discrimination

Action time

Dendritic cells

Phagocytic cells (neutrophils,
monocytes, macrophages)

Cells that release inflammatory
mediators (basophils, mast cells,
eosinophils)

Natural killer (NK) cells

Antibacterial peptides (defensins,
complement, acute-phase proteins)

Fixed in genome

Conserved molecular patterns

Absent

Perfect

Immediate

Innate (natural) Adaptive (acquired)

This provides potential defensive proteins directed at
almost every imaginable invader.  It also ensures that
every individual has a set of proteins that labels its
own cells as “self,” and that virtually every individual
on earth has cell surface proteins different from those
of every other person.  In both the innate and adaptive
responses the immune system must carefully distin-
guish “self” from “nonself.”36,37  In the innate system
this discrimination developed during evolution of
the host and its pathogens.  In the adaptive system it
depends upon interaction of the T cells with surface
molecules, primarily those of the major histocompat-
ibility complex (MHC).

Another basic characteristic of immune responses
is the development of immunologic memory.38– 40

This is exemplified by the fact that vaccination can
sometimes impart immunity for a person’s lifetime.  If
a foreign protein is injected into an animal, after a lag
period of 2 – 5 days the animal will synthesize anti-
bodies against this foreign antigen.  This is called a
primary adaptive immune response.  If after a few
days or weeks a second injection of the same protein is
made, a much more rapid synthesis of additional anti-
bodies occurs.  This secondary immune response
may take place within hours and will last longer than

the primary response. It is a manifestation of immuno-
logic memory.

1. Development of Lymphocytes and Other
Specialized Cells

Both the B cells and T cells arise in the fetal liver
or bone marrow (Fig. 31-1) from pluripotent stem
cells.  In birds the B cells develop in a special organ,
the bursa of Fabricius.  Mammalian B cells complete
their differentiation into mature lymphocytes within
the bone marrow.  However, the T cells must travel to
the thymus, where they complete their maturation.
The T lymphocytes include the previously mentioned
NK cells as well as the somewhat similar cytolytic T
cells and immunoregulatory T cells.  The latter are
further characterized as helper T cells41 or suppres-
sor T cells.  The adaptive response requires coopera-
tion of helper T cells in many instances.  The mature B
and T cells leave the bone marrow and thymus, which
are known as the primary lymphoid tissues, and
enter the blood circulation.  Following “homing” sig-
nals42 they take up residence in a variety of locations

A.  Locations and Organization of the Immune System
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TABLE 31-2
Cells of the Immune Systema

a General reference:   Delves, P. J., and Roitt, I. M. (2000) N. Engl. J. Med. 343, 37– 49.
b Streit, W. J., and Kincaid-Colton, C. A. (1995) Sci. Am. 273 (Nov), 54 –61.

Type Functions

B lymphocytes
Plasma cells Antibody synthesis
Memory B cells Immunologic memory

T lymphocytes
Cytolytic Destroy infected and malignant cells
Helper cells

Type 1 (TH1) Participate in activation of B cells
Type 2  (TH2)

Memory T cells Immunologic memory

Natural killer (NK) cells Destroy infected and malignant cells
with pore-forming protein perforin and
cytotoxic granules

Dendritic cells
Interdigitating Antigen recognition and processing
Follicular Antigen presentation
Microglia Defensive network in brainb

Cells that release
inflammatory mediators

Mast cells and Posses high-affinity receptors for IgE
basophils May secrete histamine, prostaglandins,

leukotrienes
Important in allergies

Eosinophils Weakly phagocytic, secrete cationic
proteins, reactive reduced oxygen species,
leukotrienes, prostaglandins, cytokinins

Phagocytic cells
Neutrophils Acute inflammatory response
Monocytes
Macrophages Carry receptors for carbohydrates not

normally exposed on surfaces of cells in
vertebrates e.g., mannose; kill engulfed
organisms with •O2

–, HOCl, NO, cationic
proteins and peptides, lysozyme
Antigen processing and presentation

in the lymph nodes, spleen, adenoids, tonsils, and
Peyer’s patches.  The last are small clusters of lym-
phoid cells in the wall of the intestine.  All of these
tissues, which are referred to as secondary lymphoid
tissues, are the sites in which the adaptive immune
system is developed.

An important component of the immune system
that was neglected until recently is located in the
mucous membranes and the skin.9,30,43,43a  The mucosal
surfaces of airways and the gastrointestinal tract pro-
vide the point of entry for many diseases.  Both inter-
nal and external body surfaces are protected by

dendritic cells, whose immature
forms in skin are called Langerhans
cells.  See figure in Box 8-F.22,26a

Eight different types of cells of
the immune system (Table 31-2)
develop by differentiation of pluri-
potent stem cells44– 48 as indicated in
Fig. 31-2.  Dendritic cells26a (which
are not shown in this figure) may be
formed from monocytes but may
also arise by other routes.22  The
development of the various cells
takes place under the influence of a
number of hemopoietic regula-
tors.  Among these are the protein
hormone erythropoietin and
various interleukins and colony-
stimulating factors.44,45,49

2. Triggering an Immune
Response

When a foreign antigen enters
the body the B cells, with receptors
of appropriate specificity and
present in the lymph nodes, are
stimulated to divide repeatedly and
to produce a large clone of plasma
cells.  These contain a highly devel-
oped ER and actively synthesize
and secrete immunoglobulins.  One
activated B cell may produce 10 mil-
lion antibody molecules per hour.1

This B-cell response occurs within a
network of follicular dendritic
cells in the germinal centers of the
lymph nodes (Fig.   31-1B).2,50,51  The
antibodies are “adaptor” molecules,
which bind to antigenic proteins
often on surfaces of invading micro-
organisms.  Another part of the
antibody binds to one of several
effectors systems.  These immobi-
lize microorganisms, induce phago-
cytosis, activate the complement
system, carry antibodies across
placental membranes, etc.52,53

Induction of a T-cell response is
more complex and is very demand-
ing.22,47,54  Antigenic peptide frag-
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T-cell

B-cell

Pluripotent
stem cell

Myeloid
stem cell

Lymphoid
stem cell

T-cell

B-cell

Macrophage

Platelets

Megakaryocyte

Basophil

Eosinophil

Monocyte

Neutrophil

Erythrocyte

Plasma cell

A B

C

5 �m

ments from infected or malignant cells anywhere in
the body must be recognized by an appropriate recep-
tor on a T cell that is circulating in the blood.  Only a
few T cells with receptors for any given antigen speci-
ficity exist.54,55  The foreign antigen fragment must
bind to a protein of the major histocompatibility
complex (MHC) while present within a dendritic cell
or other APC.  The resulting MHC•antigen complexes
pass through the ER and the Golgi to the outer cell
surface in a rather complex process.  Recognition of
the antigen that is “presented” in this manner on the
APC surface is accomplished with the aid of ~1015

different receptor proteins (T-cell receptors) on the
T-cell surfaces.  When a T-cell receptor is occupied by
an HMC•antigen complex of appropriate specificity
the T cell is activated to participate in adaptive immu-
nity.  However, some T cells, notably γδ T cells, like
antibodies bind to antigen directly.56,56a,b  The recogni-

tion process occurs in an immunological synapse,
which has elements of similarity to neurological
synapses.54,57–58a

B.  The Immunoglobulins (Antibodies)

1.  Molecular Structures

There are five classes of antibodies or immuno-
globulins.59,60  The first three, IgG, IgM, and IgA, are
quantitatively the most significant, but IgD and IgE
are also important.  For example, the content of IgE is
elevated in allergic persons.  The basic structure of all
of the immunoglobulins is that of a quasi-symmetric
dimer composed of a pair of light chains and a pair of
heavy chains whose lengths vary among the different

Figure 31-2  (A) Development of eight types of blood cells including those of the immune system from pluripotent (multipo-
tential) stem cells.  The cells develop under the influence of a variety of protein growth factors.  Some steps, e.g., maturation of
B cells, involve complex rearrangements in the DNA of the cell.  (B)  Scanning electron micrograph of a macrophage, a large
motile cell that plays a key role in the immune system.  It moves by means of its surface “ruffles.”  It actively phagocytoses
both pathogens and waste materials and is also one of the cells that releases the hormones known as colony-stimulating
factors.  Micrograph courtesy of Shirley G. Quam.  Drawings courtesy of David W. Golde and Judith C. Gasson.44  (C)  Sche-
matic drawing of a dendritic cell.  Redrawn from Banchereau and Steinman.22  Both macrophages and dendritic cells present
antigens for recognition by T cells and synthesize cytokines, which affect lymphocyte development.

B.  The Immunoglobulins (Antibodies)
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Symbol Mass (kDa) Formula

IgG 150 κ2γ2 or λ2γ2

IgM 950 (κ2µ2)2,5 or (λ2µ2)2,5

IgA 320 (κ2α2)n or (λ2α2)n

IgD 180 κ2δ2 or λ2δ2

IgE 190 κ2ε2 or λ2ε2

classes of immunoglobulins.  Two classes of light
chains, κ and λ, are found in human antibodies.  The
heavy chains are designated γ, µ, α, δ, and ε (see
accompanying tabulation).  Both IgM and IgA contain
an additional J chain.

Treatment with mercaptoethanol splits the disul-
fide linkages holding the chains together, permitting
preparation of monomeric light and heavy chains.
When peptide chains of the immunoglobulins were
hydrolyzed enzymatically, the resulting peptide frag-
ments were found to be extremely heterogeneous.
They were mixtures of many different kinds of pep-
tides.  The result was not unexpected, for it had long
been recognized that the body contains millions of
different antibodies, with binding sites specific for
different antigenic determinants.  It had been unclear
how different binding sites could be formed, but the
heterogeneity in amino acid sequence suggested the
correct answer:  Each antibody has its own sequence.

Progress toward understanding of the detailed
structure of antibodies came when it was recognized
that patients with tumors of the lymphatic system,
e.g., the bone marrow tumors multiple myeloma,
produced tremendous quantities of homogeneous
immunoglobulins or parts thereof.  Similar tumors
were soon discovered in mice and provide a ready
source of experimental material.  The Bence-Jones
proteins that are secreted in the urine of myeloma
patients were found to be light chains of immunoglob-
ulins.  Sequence determinations showed that each
Bence-Jones protein was homogeneous, even though
no two patients secreted the same protein.61,62  Later,
intact myeloma globulins and macroglobulins (IgM) of
a homogeneous kind were also obtained.

The first complete amino acid sequence of an IgG
molecule was announced in 1969.63  The protein con-
tained 446 amino acids in each heavy chain and 214
in each light chain.  The longer heavy chains of IgM
molecules contain 576 amino acids.64  In all of the
immunoglobulins the heavy and light chains are held
together by disulfide linkages, and the chains are
folded into loops to form compact domains.  The IgM
molecule is polymerized through additional disulfide
linkages to form a pentamer readily visible with the
electron microscope (Fig. 31-3).  The heavy chains also
carry oligosaccharide units.  In IgM there are five of
these, as indicated in Fig. 31-4A.  They contain man-
nose and N-acetylglucosamine units linked to aspar-
agine.  Other immunoglobulins (IgA, IgE, and IgG)

contain fucose, galactose, and N-acetylneuraminic acid
as well.  In fact, almost all of the most important mac-
romolecules that participate in innate and adaptive
immune responses are glycoproteins.64b

Digestion of an intact molecule of IgG with papain
cleaves both heavy chains in the hinge region near the
interchain disulfide bridge.  This splits the molecule
into three parts; two Fab (antibody-binding) frag-
ments, each containing the N-terminal end of a heavy
chain together with a linked light chain, and an Fc
fragment.  Even before it was known that IgG could
be split into two Fab fragments, the antibody was
known to be divalent, i.e., capable of binding with two
different antigens (Fig. 31-4).  The shape and overall
structure of IgG molecules have been verified by
electron microscopy and numerous X-ray diffraction
studies.

Sequence determinations showed that in some
regions of immunoglobulin molecules there is extreme
variation in the amino acid sequence between one
homogeneous antibody and the next; other regions
have a constant sequence.  The molecule can also be
divided into domains. The variable regions, which oc-
cupy the N-terminal ends of the chains, are designated

S

S
S

S

S
S

S

S S

S S
S

S

S
S

S

SS

S

SS

S

S
S

SS
S S

S S S

S

S
S

SS

S
S

S

S

Figure 31-3  (A) Cryo atomic force (AFM) micrograph of
molecules of the human immunoglobulin IgM. Courtesy of
Zhifeng Shao, University of Virginia.  (B) Schematic diagram.
One-fifth of this structure is shown in greater detail in Fig.
31-4A.  (C) Model based on earlier electron microscopic
images. From Feinstein and Munn. 64c
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B.  The Immunoglobulins (Antibodies)

Figure 31-4  Schematic structure of one-fifth of an IgM molecule.  From Putnam et al.64  (A) Covalent structure.  (B) Schematic
three-dimensional representation.  (C)  Ribbon diagram of an IgG molecule.  From Cochran et al.64a  (D) Folding patterns of one
chain in a constant and a variable domain of a Bence-Jones protein.  From Schiffer et al.66  Green arrows indicate hypervariable
regions.  (E)  MolScript drawing of the common core structure of Ig-like domains.  The lighter shaded strands (b, c, e, f) form
the core common to all Ig-like domains, which is surrounded by structurally more varied additional strands (darker).  The
front sheet has up to five strands (a, f, c, e, c’’) and the back sheet up to four (a, b, e, d).  Strand c’’ is very flexible and is not
always a part of the β sheet.  From Bork, Holm, and Sander.65  See also Fig. 2-16.
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VL and VH for the light and heavy chains, respectively.
The constant regions are CLand CH.  Examination of
the CH region showed that much of the sequence is
repeated after ~ 110 residues.  In the IgG molecule the
constant region of the heavy chains is made up of
three such homologous domains (CH1, CH2, and CH3).
A fourth CH domain is present in IgM.  These facts
suggest that duplication of a smaller gene coding for
about 110 amino acids took place in the evolution of
the immunoglobulins.  Within the variable regions of
immunoglobulin chains are hypervariable regions
that form the antigen binding sites.  These regions are
located at the ends of the Fab fragments and involve
both the light and heavy chains.66a

Within all of the domains each of the two peptide
chains is folded in a similar way.  Seven extended
lengths of chain form two mostly antiparallel sheets
between which hydrophobic side chains are packed.
The overall size of the unit is ~ 4.0 x 2.5 x 2.5 nm. An
S– S bridge links the two sheets in the center of each
domain.  The folding patterns in the variable domains
are somewhat more complex.  Different domains are
linked by segments of extended peptide chain known
as hinge or switch regions.67– 69  These impart a seg-
mental mobility, which seems to be important for
functioning of the molecules.70

The exact mode of binding to Fab fragments has
been established for several specific haptens.  Hap-
tens are small molecules having the binding properties

Figure 31-5  The extensive conserved
hydrogen-bonding pattern in an immu-
noglobulin variable domain provided
by polar residues buried inside the VL
and VH domains.  (A) To facilitate
orientation, prominent side chains are
displayed here and identified by names
and numbers in the same orientation as
in (B).  (B) Polypeptide chain backbones
of both domains are denoted by heavy
lines and hydrogen bonds by light lines.
In addition to the regular interbackbone
hydrogen-bonding network characteris-
tic of antiparallel β-sheets, there are
hydrogen bonds provided by side-chain
atoms.  Note the two hydrogen bonds of
Gln-38 (VL) and Gln-39 (VH) that span
the domain–domain interface.  From
Novotny and Haber.75

of antigenic determinants but unable by themselves
to induce formation of antibodies when injected into
animals.  Binding of the hapten phosphocholine to
one Fab fragment and of vitamin K to another67 in-
volves the hypervariable regions of both the heavy
and light chains.  The same is true for the binding of
lysozyme71– 73 and a bacterial oligosaccharide.74  The
binding sites for the haptens or for the antigenic deter-
minants on larger antigens are largely within the nine-
stranded elliptical barrel or β sandwich formed from
the two β sheets (Fig. 31-5).69,75  Four strands come
from the VL domain and five from the VH domain.
The barrel forms the bottom and sides of the antibody-
binding site, which can also be viewed as consisting
of six separate loops of peptide chain.76  IgA molecules
are similar to those of IgG but have structurally differ-
ent hinge regions as well as an extra 18-residue tail-
piece at the C terminus of each heavy chain.77

As shown in Fig. 31-5, which provides a three-
dimensional view of the variable domain of an Fab
fragment of an immunoglobulin, there is a conserved
hydrogen-bonded network even in this region.  There
are also “framework residues,” which are highly
conserved.78  The antibody-binding site is provided
largely by the three hypervariable regions present in
each of the VL and VH domains.  These are usually
referred to in current literature as complementarity-
determining regions (CDRs).78– 81  Each pair of
heavy and light chains is held together by a conserved

A

B
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disulfide bridge.82  Three-dimensional structures of
a substantial number of different Fab fragments have
provided precise knowledge about the antibody-
binding cavities and about the forces involved in
binding.78,79,81,83  Among the established structures
are those of Fab fragments specific for the following
antigens: the haptens p-azophenylarsonate84 and
phencyclidine (p. 1798),85 a sweet-tasting hapten,86

triple-stranded DNA,87 a DNA photoproduct,88 crea-
tine kinase,89 staphylococcal nuclease,90 an HIV capsid
protein,91 and an EGF receptor.92  Structures are also
known for single-domain antibodies from camels and
llamas.  These antibodies are naturally lacking in heavy
chains but have single chains that fold back to mimic
two-chain Fab fragments.93,94  Similar single-chain
antibody domains have also been created artifically.95

Not all proteins bind to antibodies in the usual
binding cavity.  Protein G, a cell surface protein from
Streptococcus bonds to IgG molecules from many dif-
ferent species.  Its binding site is on the outer surface
of the heavy chain CH1 domain.96

2.  Antigenicity

Antibodies often bind haptens or complete anti-
gens very tightly.  The association constants Kf ob-
served for monoclonal antibodies (Box 31-A) range
from 106to 1012 M–1.97  However, most natural anti-
bodies have a lower affinity for their antigens.  When
protein antigens are denatured, the binding constants
often decrease by 10–4 to 10–5.  This suggested that only
antigenic determinants of relatively rigid structures
serve as good antigens.  However, when the reaction
of antibodies with proteins of well-established three-
dimensional structure were studied, it was found that
the best antigenic determinants are those with some
segmental mobility.98,99  Furthermore, while some
small peptides are good antigens, peptides are most
highly antigenic when they can readily fold into a
bend or other definite conformation.100  Good antigen-
icity apparently requires some segmental flexibility
as well as a definite conformation for the antigenic
determinant.

3.  Responses to Antibody Binding

Both B cells and T cells circulate throughout the
body, spending only about 30 min during each cycle.
They may meet and bind to an antigen in one of sever-
al different places.50  Lymphocytes, which encounter
blood-borne pathogens, usually initiate an immune
response in the spleen.  Responses to microorganisms
in tissues are usually generated in lymph nodes.  In-
gested pathogens activate lymphocytes in specialized
epithelial microfold (M) cells from which the antigen

is transported to the Peyer’s patches.  Responses to
inhaled or intranasal pathogens arise in the tonsils and
adenoids.  In every case one major aspect of the im-
mune response results from binding of antibodies to
antigens.

Antibodies by themselves do not destroy bacteria
or viruses, but they induce responses that do.  One
immediate effect of antibodies is to remove offending
materials or cells from circulation.  When multivalent
antibodies each combine with two different cells ag-
glutination occurs.  The agglutinated cells or multi-
cellular organisms can then be destroyed by phago-
cytes.  The coating of a cell surface by IgG is one form
of a process called opsonization, a process that marks
the cell as foreign and a target for phagocytosis.3,53

Antibody– antigen interactions trigger several other
responses as well.  One of these results from the bind-
ing of protein C1q, a component of complement.
Complement consists of a series of blood proteins that
is poised to respond and to complement the action of
antibodies in a variety of ways that are described in
Section C,2 (see also Figs. 31-8 and 31-9).  It has been
established that it is the CH

2 domain of the Fc region of
IgG that binds to C1q.101  The binding occurs only after
antigen (but not a small hapten) binds to the immuno-
globulin.

Complement C1q is only one of several types of 
Fc receptor.53,102,103  Others are involved in antigenic
stimulation of B and T lymphocytes, macrophages,
polymorphonuclear lymphocytes, and mast cells.
Binding of the antibody – antigen complex to the recep-
tors on phagocytic cells induces phagocytosis and
release of oxygen metabolites, leukotrienes, prosta-
glandins, and other mediators of inflammation.  The
Fc domain mediates the uptake of antibodies from the
mother’s milk by young rats.104,105  It also is the bind-
ing site of antibodies to protein A, a constituent of
the cell wall of Staphylococcus aureus,106  which is also
widely used as a tool in immunological studies (Box
31-C).  The neonatal Fc receptor, which is related
structurally to Class I MHC antigens (Section D,5), is
one of three major types of Fc receptor.  The other two
are the receptors for Fcγ (of IgG) and Fcε (of IgE).
They (like their ligands) are members of the immuno-
globulin superfamily.  An exception is  FcεRII (also
called CD23), which resembles a C-type lectin.  Some
Fc receptors, e.g., FcγRI (CD64) and FcεRI, have a high
affinity for their ligands with Kd ~10–8 to 10–10 M.
Others, such as FcγRII (CD32) and FcγRIII (CD16),
have lower affinities with Kd ~10–5 to 10–7 M.103  Three-
dimensional structures of several Fc receptor frag-
ments, some in complexes with Fc fragments (Fig.
31-6), are known.53,103,107– 109  These include both IgG
and IgE receptors.

It may be worthwhile to recall that many quite
different proteins are members of the immunoglobulin
structural family (Fig. 2-16).  These include proteins
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encoded by 64 genes of E. elegans, an organism that
doesn’t form antibodies.110

4.  Clonal Expansion of B Cells; Plasma Cells

The immunoglobulins are synthesized both by
plasma cells and by their precursors, the B cells.  Each
B lymphocyte makes antibodies of specific sequence in
two forms, secreted and membrane-bound or antigen
receptor.  Mature “virgin” B cells, which are responsi-
ble for the primary immune response, make largely
monomeric IgM and some IgD.111  It isn’t clear why
IgD should be the predominant surface immunoglobu-
lin on most B cells.112  The secreted and membrane-
bound (receptor) antibodies differ in their C-terminal
sequences but are otherwise the same.  A B cell re-
sponds to the binding of an antigen with a shape
complementary to that of its IgM antigen receptor by
multiplying and differentiating.  Some of the progeny
B cells start to divide and begin to differentiate into
clones of plasma cells that secrete IgG or into cells of
the gut that secrete IgA.  Some of the B cells give rise
to memory cells, long-lived lymphocytes that can be
triggered into rapid proliferation many years later if
the same antigen is encountered.  The B cells also
undergo a shift to secretion of pentameric IgM rather
than to synthesis of membrane-bound antibody.

5.  Help from T Cells

The maturation of B cells is a complex process that
requires the cooperation of helper T cells.  The B cells

must process some antigen and present the peptide
fragments for recognition by the MHC complex and T-
cell receptors as described in Section D.  If the antigen
is recognized as foreign, the differentiation goes for-
ward with the activated T cells secreting lymphokines
that promote B-cell growth.

Before activated lymphocytes start to divide,
interesting surface phenomena occur.  If fluorescent
antigens are allowed to bind to a lymphocyte, the cell
surface is seen to be relatively evenly covered with the
antibody– antigen complexes.  Then after a short time
the antibodies aggregate to form “patches” and begin
to migrate to one side of the cell, where they eventual-
ly form a “cap.”  At still longer times the cap material
is engulfed by the lymphocytes.  Perhaps this phenom-
enon simply reflects the oriented flow of liquid within
membranes (Chapter 8).  On the other hand, the mem-
brane-bound immunoglobulins, like other cell surface
receptors, are integral membrane proteins whose
cytoplasmic C termini may be attached on the inside
of the cell to the cytoskeleton, which may control the
capping process.  The binding of lectins sometimes
triggers lymphocytes into antibody synthesis, but it is
not clear how the binding of a lectin to a carbohydrate
receptor can have the same effect as binding of an
antigen to a surface IgM.113

C. Some Specialized Proteins of the Immune
System

The immune response depends not only upon rec-
ognition of foreign antigens but also upon an extensive
signaling network and upon a series of specialized

Figure 31-6  Three-dimensional
ribbon representation of the struc-
ture of a complex of a soluble Fc
fragment of a human IgG1 mole-
cule.  Pro 329 of the IgG and Trp 87
and Trp 110 of the Fc-receptor
fragment form a “proline sand-
wich,” which is shown in ball-and-
stick form.  The oligosaccharide
attached to the Fc fragment of the
antibody and the disulfide bridge
between the two Cys 229 residues
(at the N termini of the C2 do-
mains of the heavy γ chains) are
also shown.  The small spheres on
the Fc receptor fragment are poten-
tial sites for N-glycosylation.  From
Sondermann et al.107  Courtesy of
Uwe Jacob.
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BOX 31-A  MONOCLONAL ANTIBODIES

A mouse may make over 10 million different
antibodies.  Because of this heterogeneity it was
impossible to learn antibody structures until the
discovery of the myeloma proteins (Fig. 31-4D).
These were produced in the bone marrow by clones
of specific immunoglobulin-forming malignant
cells.  However, it was still not possible to obtain
homogeneous antibodies to any desired antigenic
determinant.  The discovery of a method of forming
such monoclonal antibodies by Milstein and
Köhlera– c in 1975 provided a new tool with many
biochemical and medical applications.d– f  What
Milstein and Kohler did was to immunize mice
against an antigen of interest.  They then fused B
cells from the spleen of the immunized mouse with
cultured myeloma cells.  The resulting hybridomas
grow vigorously and produce antibodies of the type
dictated by the B cells.  Since each hybridoma cell is
derived from a single B cell, it makes a single kind
of antibody.  By plating out and selecting clones of
hybridoma cells it is often possible to find a mono-
clonal antibody that binds well to a specific antigen-
ic determinant.  The hybridoma can be cultured
indefinitely, producing its monoclonal antibody in
any desired quantity.

A major application of monoclonal antibodies
is in clinical assays for drugs, bacterial and viral
products, tumor antigens, hormones, and other
circulating proteins.  Their use in conjunction with
immunoassays (Box 31-C) has provided increased
specificity and sensitivity.  Another major applica-
tion is to observe binding of antibodies to specific
proteins by electron microscopy.  The location of
specific receptor proteins can be establishedg– j as
can the locations of ribosomal proteins and many
other cellular components (Fig. 29-1).  Monoclonal
antibodies to acetylcholine receptors have been
shown to induce symptoms of myasthenia gravis
(Box 31-D), supporting the autoimmune origin of
that disease.h  Monoclonal antibodies specific for
such a small hapten as mercuric ion have been
isolated.k

Several problems have limited the wider use of
monoclonal antibodies created by the hydridoma
method.  The antibodies are those of a mouse and
are antigenic to humans.f,l– n  This long prevented
many medicinal uses.  Years of effort have gone into

attempts to “humanize” the antibodies.  One ap-
proach is to introduce human immunoglobin genes
into mice.  Another is to use recombinant DNA
techniques to clone genes for immunoglobulin
fragments and to introduce these into cells of E. coli
in which additional genetic diversity in the antibod-
ies arises.l,o  Selection of antibody fragments is often
accomplished using bacteriophage display systems
(Fig. 3-16).f,l  After selection gene fragments can be
reassembled into a final form.  Recently, using clon-
ing of large pieces of the several Mbp of human
immunoglobin genes into yeast artificial chromo-
somes (p. 1497), it has been possible to prepare
purely human monoclonal antibodies.f,n

Many attempts have been made to link mono-
clonal antibodies specific for antigenic determinants
on cancer cells to protein toxins such as ricin (Box
29-A).  It is hoped that this may provide an effective
way of carrying toxins into cancer cells.f,p – r  Thera-
peutic human monoclonal antibodies are already in
use as antirejection drugs for kidney transplanta-
tion, for treatment of rheumatoid arthritis, Crohn
disease, and for some types of cancer.f

a Milstein, C. (1980) Sci. Am. 243(Oct), 66– 74
b Milstein, C. (1986) Science 231, 1261– 1268
c Kohler, G. (1986) Science 233, 1281–1286
d Yelton, D. E., and Scharff, M. D. (1981) Ann. Rev. Biochem. 50,

657– 680
e Birch, J. R., and Lennox, E. S., eds. (1994) Monoclonal Antibodies,

Wiley-Liss, New York
f Ezzell, C. (2001) Sci. Am. 285(Oct), 36– 41
g Greaves, M. F., ed. (1984) Monoclonal Antibodies of Receptors:

Probes for Receptor Structure, Chapman & Hall, London
h Tzartos, S. J. (1984) Trends Biochem. Sci. 9, 63– 67
i Harlow, E., and Lane, D. (1999) Using Antibodies: A Laboratory

Manual, Cold Spring Harbor Lab. Press, Cold Spring Harbor,
New York

j Goldman, R. D. (2000) Trends Biochem. Sci. 25, 593 – 595
k Wylie, D. E., Lu, D., Carlson, L. D., Carlson, R., Babacan, K. F.,

Schuster, S. M., and Wagner, F. W. (1992) Proc. Natl. Acad. Sci.
U.S.A. 89, 4104– 4108

l Marks, C., and Marks, J. D. (1996) N. Engl. J. Med. 335, 730– 733
m Neuberger, M. S. (1985) Trends Biochem. Sci. 10, 347– 349
n Neuberger, M., and Brüggemann, M. (1997) Nature (London)

386, 25– 26
o Plückthun, A. (1990) Nature (London) 347, 497 –498
p Collier, R. J., and Kaplan, D. A. (1984) Sci. Am. 251(Jul), 56– 64
q Pastan, I., and FitzGerald, D. (1991) Science 254, 1173– 1177
r Oeltmann, T. N., and Frankel, A. E. (1991) Trends Biochem. Sci. 5,

2334– 2337

antibiotics, toxins, and hormones.  Some of these, such
as the defensins, are major, rapid-acting components
of the innate system.  Both the innate and adaptive
systems utilize the complement proteins, and both

employ numerous cytokines and other signaling pro-
teins.  Plants, and perhaps also other organisms, em-
ploy gene silencing by small RNA molecules as part of
their defense against viruses.113a,b

C.  Some Specialized Proteins of the Immune System
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BOX 31-B  CATALYTIC ANTIBODIES

Both enzymes and antibodies are proteins.
Antibodies consist of subunits with multiple do-
mains, just as do some enzymes.  Both enzymes and
antibodies have binding sites for small molecules
between domains or subunits.  In view of such
similarities it isn’t surprising that some antibodies
have catalytic properties.  The possibility was sug-
gested in 1969 by Jencks.a  He also proposed that
injection of a mouse with a hapten, that resembled a
transition state for an enzyme, might induce forma-
tion of antibodies complementary to the transition-
state structure.  These might be catalytic.  By the
early 1980s such antibodies were discovered.b– d

Some of the first catalytic antibodies (also dubbed
abzymes) had esterase activity.  The haptens used
to induce antibody formation were phosphonates
such as the following.e,f

Using the transition-state analog shown on
p. 485 a catalytic antibody with chorismate mutase
activity was isolated.g  Many antibodies catalyzing
additional reactions have also been found.  Al-
though they are usually less active than natural
enzymes, in some cases they approach enzymatic
rates.  Furthermore, they may catalyze reactions for
which no known enzymes exist.h

Catalytic antibodies, like enzymes, must be
isolated and purified to homogeneity before they
can be studied.  Initially this was done by using the
hybridoma technique for isolation of monoclonal
antibodies (Box 31-A).  After induction of antibody
formation by injecting a selected hapten into a
mouse, large numbers of monoclonal antibodies had
to be tested for catalytic activity.  Even if several
thousand different monoclonal antibodies were
tested, only a few with catalytic properties could be
found.i  Newer methods have incorporated recom-
binant DNA techniques (Box 31-A) and use of com-
binatorial libraries and phage display.j– m  Incorpor-
ation of acidic or basic groups into the haptens used
to induce antibody formation may yield antibodies
capable of mimicking the acid – base catalysis em-
ployed by natural enzymes.n,o

 A sample of the types of reaction
for which catalytic antibodies have
been discovered or designed include
the following: ester hydrolysis,e  trans-
esterification,p amide hydrolysis,q serine
protease-like hydrolysis,r elimination,h,s

aldol cleavage,t decarboxylation,u,v

deiodination by a selenium-containing
antibody,w pericyclic rearrangements,g,x

and the Diels–Alder reaction.y,z  Like
natural enzymes catalytic enzymes can
be mutated and engineered and can
be used to study fundamental aspects
of catalysis.aa  Fluorescent probes incor-
porate near active sites may provide

information about mechanisms or may signal infor-
mation of diagnostic significance.bb

In science we must always expect the unexpect-
ed.  Do antibodies all catalyze the reaction of singlet
molecular oxygen 1O2* with H2O to form H2O3 and
H2O2?  How?cc
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1. Defensins and Other Antibacterial
Polypeptides

Only higher vertebrates have an adaptive immune
system with circulating antibodies.  However, from
bacteria to higher plants and human beings all of us
utilize defensive polypeptides for protection.  More
than 500 have been identified.114  Many have a broad
specificity, attacking both bacteria and other patho-
gens.  Among these peptides are more than 200 bac-
terially produced antibiotics such as gramicidin,

tyrocidines, and colicins (Boxes 20-G, 8-D).  More
recently discovered are the 37- to 59-residue bacterio-
cins, formed by lactic acid bacteria.115  Like colicin E1
(Box 8-D) and alamethicin (p. 1774) they disrupt cyto-
plasmic membranes of some other groups of bacteria.

Helicobacter pylori, which is associated with stom-
ach ulcers, forms a 38-residue antibiotic that may help
protect infected persons from other bacteria.116  This
peptide forms a simple two-helix structure and is one
of a large number of simple helical antimicrobial poly-
peptides 40 residues or less in length.  Among them
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BOX 31-B  (continued)
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C.  Some Specialized Proteins of the Immune System

are the cecropins of insects and magainins and bu-
forins of amphibians.117,117a  Many of these kill by
disrupting membranes or by forming pores in  mem-
branes.  However, others enter bacteria and disrupt
functions of nucleic acids, enzymes, etc.117,118  Many
antibacterial peptides have been isolated from in-
sects,12,119 scorpions,120 spiders and horseshoe
crabs,121,122 and amphibians.123  All of these organ-
isms lack adaptive immunity but have strong innate
immunity.

The human body is protected by two groups of
defensins formed in the skin, in mucous membranes,
in secretions of neutrophils, and other phagocytic
cells.  The α-defensins (Fig. 31-7) are 29 – 35 residues in
length and are active against both gram-positive and
gram-negative bacteria as well as fungi and enveloped
viruses including HIV.12,124– 125a  The β-defensins are
mainly active against gram-negative bacteria and
yeast.  They also possess immunostimulatory activity
that is important in activating the adaptive immune
response.32,125,126  Various tissue-specific defensins
have been discovered.127  Peptides of the trefoil
family protect the gastrointestinal tract.128– 130  Eosino-
phils,131 leukocytes, and neutrophils make additional

protective proteins.  One leukocyte defensin is a mac-
rocyclic peptide, whose gene may have arisen by
fusion of two segments encoding nonapeptide seg-
ments of  α-defensins.132  Neutrophils form, in
addition to defensins, α-helical peptides called
cathelicidins, which protect skin from invasive bac-
terial infection.133,133a  Their synthesis is greatly in-
creased after wounding.  They may be among the
proteins whose absence after severe burning is likely
to be fatal.

Both α and β-defensins consist largely of β strands
(Fig. 31-7) and are linked by three disulfide bridges.
Some scorpion and insect defensins resemble scorpion
toxins (Fig. 30-16) and have four S – S bridges.  Fungi
and green plants135,136 also form antimicrobial pep-
tides.  A 30-residue fungal protein is highly knotted
and contains four S – S bridges.137  Some polypeptides
from the oleander and related plants are 29- to 31-
residue macrocyclic structures with two S – S bridges
in a cysteine knot structure138– 140 (Fig. 31-7).  They
are exceptionally stable and protease-resistant and
may have defensive activity against insects.  Defensins
are small polypeptides, but larger proteins are also
part of the innate defense system.  For example, a
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Figure 31-7  Ribbon structures of some defensins.  (A)  Structure of a human β-defensin showing the three disulfide bonds.
From Bauer et al.134  Courtesy of Heinrich Sticht.  (B)  Comparison of the folding patterns of four types of defensins.  Mammali-
an α- and β-defensins are all β sheets with somewhat different arrangements of disulfide bridges.  Insect and plant defensins
have an α helix joined to the β sheet.  Mammalian and insect defensins have three disulfide bridges, while plant defensins
have four.  From Hoffmann et al.12  Courtesy of Jules A. Hoffmann.

A B

α-Defensin
β-Defensin

Insect defensin Plant defensin

93-residue protein from onion seeds resembles plant
in lipid-transfer proteins.135  Some frog skins contain a
60-residue trypsin inhibitor.141  Ribosome-inactivating
proteins are well known (Box 29-A).

2.  Complement

Complement is a group of more than 30 proteins
found in blood serum, which are activated in a cas-
cade mechanism when antibody and antigen com-
bine10,111,142 – 148 (Eq. 31-1).  This classical pathway for
activation of complement is outlined in Fig. 31-8.  The
proteins involved in the cascade are designated C1 to
C9.  Many of them undergo proteolytic cleavage, the

cleavage products being designated by a or b, e.g., C3a
and C3b.  The b fragment is usually the larger of the
two.  There is also an alternative pathway that is part
of the innate system.  It is activated by such foreign
surfaces as lipopolysaccharides of bacterial cell walls.
Its special proteins are called factors, e.g., factor B,
factor D.  A third pathway, the lectin pathway, is
activated by microbial surface mannans, which bind
to a serum mannan-binding lectin (MBL).  This
protein, a so-called defense collagen, resembles protein
C1q (next paragraph).149  It activates two associated

serine proteases (MASP1 and MASP2), which are able
to cause cleavage of proteins C4 and C2 and possibly
C3 in the classical pathway (Fig. 31-8).  The ultimate
effects of the action of complement include destruction
of cells by lysis and activation of leukocytes, which
engulf foreign cells by phagocytosis.  Complement
also induces the release of chemotactic factors that
attract polymorphonuclear leukocytes and monocytes
to the site involved.150

The classical pathway begins with the recogni-
tion component C1 of complement.  This is a com-
plex of three proteins, C1q, C1r, and C1s.  Proteins C1r
and C1s form a mixed tetramer Clr2s2, while C1q binds
to the CH

2 domain of “activated” antibodies, that is,
with immunoglobulins that have combined with an
antigen.  It takes at least a dimer or larger aggregate of
IgG to activate C1q, whereas a single molecule of the
naturally pentameric IgM suffices.  The mechanism by
which this activation occurs is uncertain.  Perhaps a
change of conformation within the immunoglobulin
acompanies antibody binding and is responsible for
generation of a binding site for C1q.  It may seem
strange that haptens cannot cause complement bind-
ing, and that they do not cause detectable conforma-
tional alterations in Fab.  Only multivalent antigens
able to bind to more than one antibody induce comple-
ment binding.  However, as we have learned in recent
years, many biological responses involve transient
assembly of large aggregates of different protein com-
ponents.  In this context, the requirement for two or
more antibody molecules doesn’t seem so strange.

The 400-kDa C1q consists of a central portion of
diameter 3 – 6 nm and length 10 – 12 nm to which are
attached six very thin connecting strands.  These are

Antigen + antibody

Complement
proteins

Complex Cell lysis,
phagocytosis, etc.

(31-1)
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~ 14.5 nm long and ~ 1.5 nm in diameter and terminate
~ 135-residue globular ends of ~ 6 nm diameter,151– 153

which are thought to be the sites of combination with
the immunoglobulins.  The thin connecting strands
have, for most of their length, a collagenlike structure
with a high content of hydroxyproline and hydroxy-
lysine.  The latter is glycosylated by glucosylgalactosyl
disaccharides as in collagen itself (pp. 181, 432, 433).
The reason for this unusual structure is not obvious.
We do know that the binding of antigens activates the
complement-binding regions of antibodies, and that
the activated antibodies then bind C1q.  This binding
in some manner activates C1q, which in turn activates
C1r subunits of the Clr2s2 tetramer.154 The latter is
thought to bind at the center of C1q, while the anti-
bodies bind at the outer ends.  We don’t know how the

activation message is carried from the outer arms to
the center.  C1q is a member of a group of collagen-like
proteins that includes protein MBL (also designated
MBP) and surfactant protein A (SP-A; p. 436).155

Activated C1r (often designated C1r but here and
in Fig. 31-8 as C1r) is one of five different serine pro-
teases involved in activation of complement.156  The
substrate for the trypsinlike C1r is C1s, a proenzyme
which is converted by the action of C1r into another
trypsinlike serine protease C1s.157– 160  Through a
rather elaborate cascade mechanism, depicted in Fig.
31-8, the important proenzyme C2 is activated.161  Its
active form C2a is a serine protease, which cleaves
proteins C3 and C5 to the active forms C3b and C5b.
Protein C4 is also cleaved to C4b by activated C1.  C4
and C3 are also activated, and protein C5 is cleaved

Figure 31-8  Pathways for activation of the complement system.  Active proteases are designated by abbreviations in boldface.

Classical pathway Alternative pathway

Immunoglobulin Ig

Foreign
antigen

(Ag)

Ag·Ig

C1q,r,s

(410 kDa)

Ag·Ig·C1q,r,s

Ag·Ig·C1q,r,s

Ag·Ig·C1q,r,s
(Activated Cl)

C4a (Anaphylotoxin)C4
(~200 kDa)

C2
(100 kDa)

C3
(180 kDa)

C5
(180 kDa)

C6,C7,C8,C9 (hexamer)
(130, 110, 163, 79 kDa, respectively)

Bacterial lipopolysaccharide
or other activating

surface material

C3
(160 kDa)

C3b (Small amount)

+

C4b (Binds to cell membrane)
C4BP

C2b

C3a
(Anaphylotoxin)

C3b

(C5 convertases)

(C3b)2 Bb·P

C5a (Anaphylotoxin)

C5B

C5b·6·7·8·(9)6
(Attack complex)

S protein (80 kDa)

LysisMembrane

–

Properdin, P
(Stabilizer, 220 kDa)

+bIN

C3bINA

C3b (Bound to surface)Inactivation

C3b·B

C3b·Bb

Factor B
(93 kDa)

Factor D
(24 kDa)+

Mg2+
C4b·2a

(C3 convertase)

C4b 2a 3b

–

Lectin pathway

Microbial mannans

Mannan-binding lectin
(MBL or MBP)

MBL·Mannan

C1 INH (116 kDa)

Properdin, P

C.  Some Specialized Proteins of the Immune System

 Chapter 31 IND page-E 2/14/03, 2:37 PM1845



1846 Chapter 31.  Biochemical Defense Mechanisms

to C5b.  The 200-kDa C4 consists of three chains, all
derived by proteolytic cleavage of a precursor.  It is
also glycosylated and sulfated.  Both C4 and C3 con-
tain internal thiol ester linkages and act as “molecular
mousetraps” (Box 12-D).162  They react to fix the pro-
teins covalently to the assembling complement com-
plex.163  Protein C5b interacts with C6, C7, C8; and
six molecules of C9 to generate an “attack complex,”
which inserts donutlike rings into the cell membrane
being attacked (Fig. 31-9).164,164a  Although there has
been some uncertainty about the mechanism of lysis,
it seems likely that it is at least partly a result of loss of
ions through the holes in the donut.

In the alternative pathway of activation a small
amount of C3b is formed and becomes bound to the
cell surface.  This binds another proenzyme factor B,165

which is converted by protease factor D166 to active
protease Bb.  The latter in its complex with C3b is the
enzyme that cleaves C3 in large amounts and permits
a rapid formation of more Bb and also of the complex
(C3b)2 Bb•P, which attacks C5 (Fig. 31-8).  These com-
plexes are stabilized by the abundant serum protein
properdin (P).167

Other components of complement are the plasma
C1 protease inhibitor,168 which prevents accidental
activation of the system, and protease C3bINA, which

inactivates C3b.  The latter depends upon accessory
protein bIN.  Another component, serum carboxypep-
tidase B (SCPB), inactivates anaphylotoxins C3a, C4a,
and C5a.  These small ~ 80-residue pieces have a vari-
ety of powerful biological activities.170– 174  They are
chemotactic factors for leukocytes and induce release
of histamine from mast cells.  In excess, they can cause
anaphylaxis; hence their rapid degradation is essential.
An excess of C5a may be present both in asthma and
in rheumatoid arthritis.

The ninth component of complement, C9, is a 70-
kDa 537-residue water-soluble glycoprotein, which
contains a hydrophobic domain that aggregates to
form the ion conducting channels.175,176  Proteins that
closely resemble C9 and are called perforins or cytol-
ysins are found in cytoplasmic granules of cytotoxic
T-lymphocytes and natural killer cells.  These ~ 66-kDa
proteins are assembled into rings similar to those
formed by C9 and may be involved in the killing
action of these cells (Fig. 31-9).177– 179  Certain patho-
genic amebas, which may cause a fatal infection, also
utilize a similar pore-forming protein.180

Every regulatory system in the body must be
prevented from overactivity or activity that is unneces-
sarily prolonged.  This can help us understand that,
just as with blood clotting (Fig. 12-17), a network of
regulatory factors controls the complement system.
Among these are an inhibitory C4b-binding protein
(C4BP),181 which acts to prevent excessive formation of
the C4b•C2a complex (Fig. 31-8).  Complement cofac-
tor I is a serine protease that cleaves both C3b and
C4b into smaller pieces in the presence of cofactor
H181a or of C4BP.  Its absence leads to excessive con-
sumption of C3 and recurrent pyogenic infections.182

The membrane cofactor protein (MCP) stimulates
this action of cofactor I in inhibiting attacks of comple-
ment on the cells that carry MCP.183  Acting in the
opposite direction is complement receptor 2 (CR2 or
CD21), which acts as a receptor for proteolytic frag-
ment C3d.  This fragment binds CR2-bearing cells to
the B cell receptor, amplifying the B cell response to
foreign antigens.184

Complement is involved not only in attacking
foreign cells but in inflammation.  Unfortunately, this
is sometimes accompanied by serious problems.  Hu-
man diseases in which complement is thought to be
involved include glomerulonephritis, rheumatoid
arthritis, myasthenia gravis, and lupus erythematosus.

3. Cytokines, Interferons, and the Acute-Phase
Response

The body responds in many ways to infection,
injury, or cancer.  These include the secretion of cyto-
kines, interferons, and proteins of the acute phase
response.  These proteins, many of which are quite

Figure 31-9  Electron micrograph of a negatively stained
sheep erythrocyte lysed with human complement.  The
cylindrical “attack complex” embedded in the membrane is
seen in the upper left frame in side projection and in the
lower frames in axial projection.  The top views are of a
proteolytically “stripped” ghost, the lower view from a
freshly lysed ghost.  The inner diameter of the cylinders is 10
nm; scale bars 50 nm.  From Bhakdi and Tranum-Jensen.169
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small, are involved in communication with other cells,
often with specialized cells of the immune system.
Cytokines, some of which are considered in Chapter
30 (Section A,6; Fig. 30-6), are small hormonelike
molecules.  They may stimulate, inhibit, or exhibit
other effects on cells of the immune system.  They
often have pleiotropic effects, not acting in the same
way on all types of cells.185  The cytokines known as
interleukins (IL-1, etc.) are produced by leukocytes.
Lymphokines are formed by lymphocytes and
monokines by monocytes.  Based on their functions
there are four categories of cytokines.111

(1) Mediation of natural immunity: type I interferons,
IL-1, IL-6, and more than 40 chemokines (small
highly basic chemotactic proteins).

(2) Regulation of lymphocytes, activation, growth,
and differentiation of B and T cells: IL-2, IL-4,
IL-21, TGF-β.

(3) Regulation of immune-mediated inflammation:
Interferon-γ, tumor necrosis factor (TNF), IL-5,
IL-10, IL-12, and migration inhibition factor (MIF).

(4) Stimulation of hematopoeiesis (IL-3, IL-7), colony-
stimulating factors (CSF; see also Chapter 32).

Cytokines all function using a group of transmem-
brane receptors embedded in the plasma membranes
of target cells.  The receptors have no tyrosine kinase
activity but associate with and activate kinases known
as Janus kinases (JAKs).  These kinases phosphory-
late tyrosine side chains in their receptors, and the
phosphorylated receptors activate
transcription factors of the STAT
(signal transducer – activators of
transcription) group.186– 195  The
specificity of cytokine action results
from a combination of receptor
recognition and recognition of the
various STAT molecules by different
JAKs.111  Cytokines have a variety of
structures.  Many are helix bundles
or have β sheet structures (Fig. 30-6).

Interferons. The interferons
(IFNs),196,197 which were discovered
in 1957, are proteins secreted by
leukocytes, fibroblasts, and acti-
vated lymphocytes.  They inhibit
replication of viruses as well as the
growth of host cells and also have
antitumor activity.  Interferons are
classified as α (from leukocytes), β
(from fibroblasts), and γ (from lym-
phocytes).  According to their affi-
nities for the two types of known
interferon receptors, interferons
IFN-α, IFN-β, and the less well
known IFN-ω and IFN-τ are

designated type I,198– 201 while interferon γ (IFN-γ) is
type II.  At least 15 homologous 166-residue human α
interferons are known.

The binding of interferons to their receptors in-
duces a rapid increase in the transcription of particular
genes and synthesis of corresponding proteins.196,202

One of the proteins induced is a double-stranded
RNA-activated 2'-5’A synthase, which polymerizes
ATP to a series of 2'-5' linked oligonucleotides con-
taining triphosphates at the 5' termini.202– 204  Double-
stranded RNA is uncommon except in replicating
viruses, and it is thought that the activation by dsRNA
is related to establishment of an antiviral state.  Anoth-
er interferon-induced enzyme is the small subunit of
eukaryotic protein synthesis initiation factor eIF-2.
This is converted to an inactive phosphorylated form
by a dsRNA-dependent protein kinase205 (Fig. 31-10).
The protein kinase also appears to be an interferon-
induced protein206 as is the oligo(2'-5' A)-activated
RNAse indicated in Fig. 31-10.207  Interferons have
effects other than inducing the antiviral state.  Thus,
human IFN-β2 is identical to a B-cell differentiation
factor.208  Both IFN-α and IFN-β have antigrowth
activity and are currently in use for treatment of some
forms of cancer as well as for viral infections.209

Interleukin-1 (Il-1) plays a key role in the body’s
response to microbes and to tissue injury.210,211  It
actually consists of three similar proteins, Il-1�, IL-1�,
and Il-1 receptor antagonist.  The first two are the
active cytokines with a wide range of effects among

Figure 31-10  Some responses to the binding of an interferon to a cell surface
receptor.

C.  Some Specialized Proteins of the Immune System
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BOX 31-C  IMMUNOASSAYS

Among the important techniques that have
permitted rapid progress in studies of hormone
action is the use of specific antibodies formed
against hormones, hormone-protein conjugates, or
other molecules.a– c  The first of these techniques to
come into general use was the radioimmunoassay
(RIA),d– f which was devised by Yalow and Berson.d

In one form of RIA various amounts of a sample
containing an unknown quantity of hormone, e.g.,
insulin, are placed in a series of tubes.  Additional
tubes containing known amounts of the hormone
are also prepared.  Then a standard quantity of
radiolabeled hormone (often iodinated with a γ
emitter such as 125I) is added to each tube together
with a standard quantity of the specific antibody to
the hormone.  The solution is incubated for minutes
or hours to obtain equilibrium between hormone
(the antigen) and antibody-hormone complex.  The
antibody-hormone complex is then separated, e.g.,
by gel filtration or ammonium sulfate precipitation,
and the radioactivity of the complex is measured.
In the tubes containing higher concentrations of
hormone, the labeled hormone has been diluted
more, and the amount bound to antibody is less
than in tubes with lower concentrations of hormone.
The tubes of known concentrations are used to
construct a standard curve from which the un-
known concentrations can be read.  As little as a
femptomole of hormone (i.e., the amount present in
1 ml of a 10–12 M solution can be detected).f  Meth-
ods are available for virtually every pure hormone.c

The RIA methods were made more convenient
by adsorbing either the antibody of antigen to the
plastic surface of a tube or depression plate.  This
facilitates separation of the antibody-ligand com-
plex and washing.  A variety of other immuno-
assays techniques have been devised.  For example,
in enzyme-linked immunoabsorbent assays
(ELISA),c the amount of adsorbed antibody-ligand
complex is measured by treating the washed surface
with a second antibody, which is directed against
the first.  The second antibody is linked covalently
to an enzyme, whose activity can then be measured
by a suitable colorimetric procedure.  The reactions
involved are as follows.g,h

a Price, C. P., and Newman, D. J., eds. (1991) Principles and
Practice of Immunoassay, Stockton Press, New York

b Lindbladh, C., Mosbach, K., and Bülow, L. (1993) Trends
Biochem. Sci. 18, 279 – 283

c Crowther, J. R. (1995) ELISA:  Theory and Practice, Humana
Press, Totowa, New Jersey

d Yalow, R. S. (1978) Science 200, 1236 – 1245
e Brooker, B., Terasake, W. L., and Price, M. G. (1976) Science 194,

270– 276
f Jaffe, B. M., and Behrmann, H. R., eds. (1974) Methods of Hor-

mone Radioimmunoassay, Academic Press, New York
g van Vunakis, H. and Langone, J. J.(1980) Methods Enzymol. 70,

entire volume
h Langone, J. J., and van Vunakis, H..eds. (1983) Methods of

Enzymology 92, entire volume
i Shan, G., Huang, W., Gee, S. J., Buchholz, B. A., Vogel, J. S., and

Hammock, B. D. (2000) Proc. Natl. Acad. Sci. U.S.A. 97, 2445 –
2449

j Surolia, A., Pain, D., and Khan, M. I. (1982) Trends Biochem. Sci.
7, 74 – 76

Variations, which avoid the use of radioiso-
topes, are replacing RIA.  Some utilize stable iso-
topes.  However, 14C at such low levels that there is
no radioactive waste can be coupled with accelera-
tor mass spectrometry to provide very sensitive
immunoassays.i  A great variety of other procedures
are available.  Some involve coupling to antibodies
that carry fluorescent labels.  Many are now auto-
mated.  Often protein A from Staphylococcus aureus is
utilized in various ways that take advantage of its
ability to bind to the Fc portion of IgG from virtual-
ly all mammals.  For example, it may fix antibodies
to a surface or to a label.j

Ag
(antigen, i.e.,
the ligand to
be measured) Ab

(antibody,
present in

great excess)

Ag·Ab

Ab*-E
(second antibody,
covalently linked

to enzyme)
Ag·Ab·Ab*-E

Substrate Product

which are induction of inflammation and pain.212  Il-1β
is thought to be most active in promoting inflamma-
tion but only after it is cleaved by interleukin-1�-
converting enzyme (see p. 619).213  Blocking of Il-1
receptors provides a potential new method for control
of pain.214 Interleukin-6 (IL-6) is also needed for an
optimal immune system.  Its effects overlap those of

Il-1, and it has a potent activity in inducing the acute-
phase response.215  Like Il-1, it is a four-helix cytokine.

Also required by the immune response are the
numerous chemokines.  Chemoattractant molecules
provide concentration gradients that direct the move-
ment of B and T cells and other leukocytes.216–219

Chemokines bind to seven-helix receptors, often
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without rigid specificies.  However, some such as
eotaxin (Fig. 30-6E) are more specific.  Eotaxin attracts
primarily eosinophils and basophils during allergic
reactions.220  Interleukin-8 (IL-8) is a proinflammatory
cytokine and a powerful attractant for neutrophils.
Neutrophils are attracted into affected tissues, where
they undergo a respiratory burst and generate toxic
compounds from O2 (pp. 1072 – 1074).221– 222c

The second group of cytokines regulate B and T
lymphocytes.  Among them interleukin-2 (IL-2) stands
out as the major promoter of growth and differentia-
tion of T cells.  It was the first hormone of the immune
system to be recognized.223  Both Il-2 and Il-4 have
short four-helix structures (Fig. 30-6A).  Il-2 is synthe-
sized by activated T cells and binds to a multisubunit
receptor complex.  The latter associates with tyrosine
kinases of both the Src family (p. 572) and with Janus
kinases and also activates phosphatidylinositol 3-
kinase.224– 227  Il-2 promotes growth and differentiation,
and clonal expansion of T cells, a key aspect of the
cellular immune system.  It also acts as an immuno-
modulator of B cells, macrophages, and NK cells.
Considerable excitement has accompanied the possi-
bility of activating lymphocytes with IL-2 produced
from cloned genes in bacteria to increase their ability
to kill cancer cells.  However, IL-2 is toxic, and this is
limiting its use.

Interleukin-4 (IL-4), cooperating with IL-21,227a

stimulates growth of activated B cells, T lymphocytes,
and mast cells, induces formation of cytotoxic CD8+ T
cells, and enhances formation of IgG.228,229  The trans-
forming growth factor-β (TGF-β) is another cytokine
that modulates the development of the immune sys-
tem.  It affects a very broad range of tissues and is
discussed in Chapter 32.

Inflammatory influences. Inflammation (p.  1211),
which usually accompanies infection and can also
arise from allergic responses, is affected by many
substances.229a–e  These include chemotactic factors
that attract neutrophils and monocytes222b,229d and the
adhesion molecules that assist in the movement of
lymphocytes.229e,f  Some epithelial tissues, such as
the mucosal surfaces of the gastrointestinal tract, are
maintained in a continuous very low level of inflam-
mation.  This reflects the balance between activation
of the immune system and inhibition of the system by
signals from microorganisms both pathogenic and
commensal.229g,h

The third group of cytokines229b,c are among the
molecules that regulate inflammation.  One of these
is interferon-� (IFN-γ).  Like the type I interferons it
induces an antiviral state.  However, its most impor-
tant biological function lies in modulation of the im-
mune system.  It induces synthesis of both class I and
class II (HLA-DR) antigens (see Section D), activates
macrophages, and regulates synthesis and activity

of other lymphokines.230– 231b  One mechanism of
immunomodulation may involve induction of an
aminopeptidase that participates in “trimming” of
antigenic peptides that participate in antigen pres-
entation (Section D,6).  This may directly alter the
T-cell response.232  IFN-γ has a major effect on skin
cell-mediated immune responses.233  INF-γ exists in
solution as a symmetric dimer, which binds to two
molecules of its major surface receptor.231,234  The
antiviral activity of IFN-γ is largely a result of induc-
tion of large amounts of guanylate-binding pro-
teins, large 60- to 100-kDa GTPases.235,236

 Occasionally a well-established cancer regresses
and disappears spontaneously.  In the late 1800s it was
observed that this sometimes happened, when a per-
son had a concurrent severe bacterial infection.  W. B.
Coley pursued this lead for many years, treating can-
cer patients with extracts of killed bacteria, which,
although highly toxic were safer than live bacteria.  In
the laboratory filtrates from cultures of gram-negative
bacteria were shown to kill some experimental mouse
tumors.  The active ingredient was identified as a
highly toxic and pyrogenic lipopolysaccharide (Fig.
8-28; Chapter 20, Section E).237,238  This lipopolysaccha-
ride has a powerful activating effect on macrophages.
More recently it was found that the activated macro-
phages produce a protein known as tumor necrosis
factor (TNF-α) that can destroy tumor cells and also
acts together with interferons in inducing resistance
to viruses.239,240  A similar lymphotoxin (TNF-β) is
secreted by lymphocytes.241  Although highly toxic
there has been hope of obtaining engineered forms of
these proteins more specifically toxic to tumors.

TNF-α is identical to cachetin, a protein that
suppresses completely the lipoprotein lipase of adi-
pose tissue and is believed to be responsible for
cachexia, a condition of general ill health, malnutri-
tion, weight loss, and wasting of muscle that accompa-
nies cancer and other chronic diseases.  Nevertheless,
TNF-α may be overproduced in obesity as well.  It has
been suggested that abnormal production of TNF-α
may induce cachexia while abnormal action of the
cytokine may cause obesity.233  Some TNF receptors
have “death domains” and trigger apoptosis, while
other receptors promote proliferation and differentia-
tion via transcription factor NF-κB.242

Other cytokines with lymphocyte-regulatory
functions are IL-5, IL-10, IL-12, and the macrophage
migration-inhibition factor (MIF).  IL-10 is secreted
by B cells, T cells, keratinocytes, monocytes, and mac-
rophages.  It suppresses synthesis of many cytokines
but stimulates growth and activity of activated B
cells.243  IL-12 is formed by monocytes, macrophages,
neutrophils, and dendritic cells.  It activates T cells and
NK cells, is a very potent stimulator of INF-γ forma-
tion, and also inhibits angiogenesis in tumor cells.  It
stimulates defenses against a wide range of infectious

C.  Some Specialized Proteins of the Immune System
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diseases caused by bacteria, fungi, protozoa, and
worms.244,245  The 115-residue MIF is formed not only
by the immune system but also by many other tissues.
The first lymphokine to be discovered, MIF, inhibits
migration of macrophages and is also a mediator of
toxic shock.246,247  MIF is also an enzyme, a phenyl-
pyruvate tautomerase (p. 692).247

The fourth group of cytokines are involved in he-
matopoiesis and control the developmental steps por-
trayed in Fig. 31-2.  They are discussed in Chapter 32.

The acute-phase response consists of increased
production of a group of plasma proteins in response
to tissue injury or inflammation.229c  Important acute-
phase reactants are the C-reactive protein,229a,248,249

serum amyloid A,250,251 haptoglobin, hemopexin,
�1-acid glycoprotein,252 and �2-macroglobulin.253

The C-reactive protein precipitates pneumoccocal
polysaccharides in the presence of Ca2+.  It is present
in primitive invertebrates and may serve as a rudi-
mentary immunoglobulin.248  Serum amyloid A is one
of the apolipoproteins associated with high-density
lipoproteins (Chapter 21, Section A).  Its concentration
may increase as much as 1000-fold during the acute-
phase response, and during prolonged stress it may
precipitate as extracellular amyloid fibers.  This sec-
ondary amyloidosis is sometimes a severe pathological
problem.  The level of the general protease inhibitor
α2-macroglobulin can increase several hundredfold.

D.  Organizing the Immune Response

A person’s immune system must be able to re-
spond to a large variety of foreign antigens without
reacting against the individual’s own tissues.  The
huge variety of antibodies that can be formed arise
from the existence of B cells with millions of different
sequences in their antibody genes.  When an immune
response occurs only a few B cells are stimulated to
proliferate, and it is these selected clones that pro-
vide the needed specific antibodies and memory cells.
However, it is not immediately obvious how we avoid
a disastrous attack of the immune system triggered by
the many antigenic determinants (epitopes) present
in our own cell surfaces and macromolecules.  Part of
the answer is that the immune system “learns” early
in life what is self and what is nonself.  Thus, while
foreign tissues cannot usually be grafted without
rejection, cells of two immunologically incompatible
embryos can be mixed at a very early stage of devel-
opment,  and an animal tolerant to both types of cell
will develop.

A full understanding of self-discrimination is not
yet available.253a  The adaptive system, as generally
understood, is outlined in the following pages.  A
current view of the innate system is presented by
Medzhitov and Janeway.11a  However, an alternative

description, the Danger model, is being developed
by Matzinger.  Her view is that the immune system is
designed not so much to recognize nonself as to send
alarm signals from injured tissues.11b  Most of the basic
mechanisms of the adaptive immune system are not in
dispute, but many hard-to-explain phenomena remain
uncertain.

1.  Coreceptors and the B-Cell Response

Early in life most B cells that would produce anti-
bodies directed against a person’s own tissues (auto-
reactive B cells) are eliminated or altered to reduce
their reactivity.254  When functional B-cell receptors do
bind an antigen, the B cell will not be activated unless
coreceptors also bind to the antigen-bearing particle.
The transmembrane glycoproteins known as CD22,
CD21, CD72, and FcγRIIb are among the many core-
ceptor molecules.  Coreceptors often induce tyrosine
phosphorylation of internal receptor domains and
attract other molecules to form a signaling complex
that may release cytokines.255– 256  The coreceptors
ensure that an immune response doesn’t take place
without at least two signals.  They also help to localize
the immune response.

Among the most important factors in B-cell activa-
tion are the effects of T cells.  B cells can independently
mount an attack using IgMs against surface antigens.
However, B-cell responses to many antigens, e.g.,
those present on flagella or inserted into membranes,
are also dependent upon assistance from helper T
cells (TH cells).257  These cells also have a major role in
determining the longer term fate of B cells.  Upon acti-
vation B cells may survive or die via apoptosis.  They
may proliferate (clonal expansion) and differentiate
into plasma cells or may become unreactive (anergy).
They may become long-lived memory cells.

2.  The Leukocyte Differentiation Antigens

Before discussing T-cell responses it seems appro-
priate to mention the nomenclature of molecules
(largely glycoproteins) that have been recognized as
antigens present on leukocyte surfaces.  These same
molecules are found on other cells, but the designa-
tion of the antigens by a cluster of differentiation
number, such as CD1, CD4, or CD8, has provided a
convenient way of distinguishing different types of
leukocytes.258– 261  For example, helper TH cells are
usually CD4+, carrying predominantly CD4.  Cytotoxic
T cells are predominantly CD8+.262,263  Both CD4 and
CD8 consist largely of Ig-like domains. CD4 is a 55-
kDa transmembrane protein with tyrosine kinase
activity.264  It is a monomer containing four Ig-like
domains, but CD8 is a disulfide-linked αβ dimer.263
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Figure 31-11  The T lymphocytes seen here are forming synapses with the large flat macrophage in the center.  The macro-
phage is displaying antigenic peptide fragments bound to molecules of the major histocompatibility complex (MHC).  Most T
cells carry their own specific type of receptor.  If it is complementary to a displayed antigen fragment it will bind, and the T
cell will respond.  Depending upon what other coreceptors are activated, it may become a TH helper cell, or a cytotoxic T cell,
or it may become inactive.  Micrograph from Grey et al.265  Scanning electron micrograph courtesy of Morton H. Nielsen and
Ole Werdelin, University of Copenhagen.

Not all CD molecules are related to IgG.  Proteins are
often designated by a specific name followed by a CD
number, e.g., FcγRII / CD32, ICAM-1 (CD54).

3.  Functions of T Cells

T cells carry the responsibility of identifying anti-
gens as foreign or as belonging to self.  They do this
in immunological synapses (Fig. 31-11) in conjunction
with the major histocompatibility complex MHC (Sec-
tion 5).  T cells circulate through the body searching
for antigens that indicate danger to the body.  To avoid
being swept through the bloodstream too rapidly and
to be able to enter the lymphoid organs lymphocytes
form tethers with adhesion molecules such as the sel-
ectins (p. 188).266   They then roll more slowly to their
destination.  Within the lymphoid tissues the T cells
may form synapses with activated B cells, dendritic

cells, and macrophages.  Within these cells proteo-
somes generate a stream of peptide fragments, some
of which arise from phagocytosed pathogens.  These
foreign peptide fragments are displayed on the cell
surfaces as complexes with type II proteins of the ma-
jor histocompatibility complex (MHC; see Fig. 31-13).
The complexes are checked by CD4+ T cells, some of
whose T-cell receptors (TCRs) will probably be com-
plementary to the surfaces of the complex of the
class II MHC protein and the foreign peptide.  The T
cell will recognize two things about this complex: the
MHC protein is of self origin but the antigen is foreign.
The CD4 on the T cell must also bind to the MHC on
the surface of the antigen-presenting cell.  Other co-
stimulatory interactions may be needed as well.50,267

Both CD4+ and CD8+ T cells tend to bind to oligomeric
activation clusters of receptors within the immuno-
logical synapses.267a  Other proteins also participate
in assembly of these activation complexes.267b  Of

D.  Organizing the Immune Response
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particular interest is the recognition of an antigenic
peptide produced by a B cell.  The B cell has probably
already recognized and phagocytized a foreign protein
and is displaying peptides from that protein on its
MHC I molecules.  Recognition of this peptide com-
plex by a CD4+ T cell will stimulate the cell to become
a TH helper cell, which will in turn stimulate the B cell
to proliferate and differentiate into a clone of as many
antibody-forming plasma cells.  The essential nature
of the costimulation by CD4 is emphasized by the fact
that infection by HIV-1, which is mediated by CD4,
leads to loss of CD4 from plasma membranes and to
the weakening of the immune response toward vari-
ous pathogens that is characteristic of AIDS.268– 270

In a similar manner CD8+ T cells recognize peptide
fragments displayed on MHC class I molecules.  These
fragments arise via a somewhat different pathway that
forms fragments of viral proteins or proteins of other
intracellular pathogens.  Recognition by a CD8+ T cell
usually converts it into a cytotoxic (killer) T cell,
which will kill the infected cell.270a,b  This type of im-
mune reaction was first recognized by the phenomena
of delayed hypersensitivity and of transplantation
immunity, i.e., the rejection of  transplanted tissues.
Both phenomena are caused by cytotoxic T cells.  In
delayed hypersensitivity they appear to be confused
and to attack host cells.

Some very hydrophobic antigens are presented by
neither a class I nor a class II MHC molecule but by
members of the CD1 family, leukocyte surface proteins
that are not encoded in the MHC gene region.266,271,272

4. Natural Killer Cells

 An additional line of defense is provided by
natural killer cells (NK cells), a type of circulating
lymphoid cell able to kill cancer cells, to participate
in antiviral defenses, and to help control immune
responses.273– 276  NK cells, which utilize their own
signaling pathways, are also able to use MHC class I
molecules to recognize and to spare the lives of nor-
mal, healthy cells.277,277a,b  Partial deprivation of a
night’s sleep can reduce NK cell activity, damaging the
cellular immune response.278

5. Identifying Self:  The Major
Histocompatibility Complex

Proteins encoded by a single cluster of genes are
known as the major histocompatibility complex
(MHC).279  These proteins, which are essential to T-cell
function, were first recognized as the primary determi-
nants of the compatibility of grafted tissues with the
host’s immune system.280  A lack of histocompatibility
can be disastrous.  Not only are grafted tissues rejected
but T lympocytes from the grafted tissues sometimes
proliferate, attack, and kill the host.  The MHC of mice
is usually referred to as the  H-2 complex281,282 and
that of humans as leukocyte locus A (HLA).283,284

Although the MHC is the most important determinant
of histocompatibility, differences in other genes may
also lead to a slow rejection of transplanted tissues.
Since there are many different MHC genes, transplan-
tation is successful only within inbred lines.

Some of the MHC genes have a large number (50 –
100) of alleles.  So great is this genetic polymophism
that it is extremely unlikely that two individuals will
have an identical set of histocompatibility genes.  The
MHC (HLA) genes are located in a 2-centimorgan
(~ 3.6 kb) region of the short arm of human chromo-
some 6 (Fig. 31-12)284,285 and on chromosome 17 of
mice.  These genes are of at least three classes.  Class I
genes (called HLA-A, HLA-B, HLA-C, HLA-E, HLA-
F, and HLA-G in humans; see Fig. 31-12) encode the
major transplantation antigens, which are found on
the surfaces of nearly all cells of the body.  Class II
genes encode proteins found largely on the mem-
branes of B lymphocytes, macrophages, and dendritic
cells.  They are designated HLA-DP, HLA-DN, HLA-
DM, HLA-DQ, HLA-DR, and HLA-DO.286 Class III
genes encode several components of the complement
system.  Many other genes and pseudogenes are inter-
spersed with those of the MHC.

All type I MHC molecules are integral membrane
glycoproteins each of which is composed of a 45-kDa
heavy chain of about 350 residues together with a
noncovalently linked 17-kDa light chain.  The genetic
variation occurs in the heavy chain between residues
43 and 195 in the human proteins.  This chain appears

Figure 31-12  (Opposite page)  Arrangement of genes of the human major histocompatibility complex (MHC).  Left:  Banding
pattern of a stained chromosome 6 with the MHC region marked.  Center and right:  locations of all genes and pseudogenes in
this region.  The MHC molecules can be divided into three classes on the basis of their structure and function.  The class I
antigens constitute a single class structurally but fall into two functional groups.  The first of these contains the “classical”
class I antigens, first discovered as the transplantation antigens and now known to function as target antigens in the recogni-
tion and destruction of virus-infected cells by cytotoxic T lymphocytes.  They are expressed on virtually all somatic cells.  The
class II antigens are expressed largely on B lymphocytes and macrophages of the immune system and are essential for present-
ing antigen to the helper and suppressor T cells that regulate the immune response.  Many class III products are components
of the complement system.  These maps are based on serological and biochemical data, together with complete sequences.
From the MHC sequencing consortium.284
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Figure 31-13  The structure of Class I MHC molecules.  (A)  The specificity pocket in the N-terminal part of the ~ 360-residue
α chain.  The numbered residues are invariant in all of the ~ 20 different Class I molecules.  An oligosaccharide is shown on the
invariant Asn 86.  (B)  A stereoscopic view of a similar MHC molecule showing some of the polar residues that protrude into
the peptide-binding groove and may form hydrogen bonds with the peptide.  From Garrett et al.291  Courtesy of Don C. Wiley.
(C)  Side view of a complete MHC molecule with an antigenic peptide (Ag) bound into the peptide-binding groove.  The C
terminus of the long ~360-residue α chain is in the cytoplasm of the displaying cell.  The small 99-residue β chain (unshaded)
is a molecule of β microglobulin, which is also a constituent of blood plasma.292  Courtesy of Peter Parham.

A

B

C

to consist of three ~ 90-residue domains protruding
from the outside of the cell, about 25 residues embed-
ded in the membrane, and a short C-terminal tail in the
cytoplasm (Fig. 31-13).287  The light chain has an invari-
ant composition and is identical to the plasma protein
β2-microglobulin, whose gene is located on a different
chromosome.  Its structure closely resembles that of a
single immunoglobulin domain.288  The MHC Class II
antigens (Fig. 31-14) are also αβ dimers, the α chains
being 34-kDa glycoproteins and the 28-kDa β chains
being larger than in the type I antigen.283,289  While the
MHC of humans and mice have been studied the most,
all vertebrates possess similar self-identification systems.
Although both the sequences and the folding patterns of
the MHC antigens (Figs. 31-13, 31-14) are somewhat
similar to those of immunoglobulins, there are many
differences.  Furthermore, the cause and significance of
the polymorphism is quite different in the two cases.
Each individual has millions of antibodies with differ-

ent variable regions but only one set of HLA antigens,
which are largely the same on germ, embryonic cells,
and adult cells.

Serological tests allow tissue types to be defined by
the HLA genes.290  Thus the commonest HLA type in
Caucasian populations is HLA-Al / B8 / Dw3,  whereas
A1/ B17 is common among Asian Indians.  In every case
subtypes can be defined, and this fact together with the
polymorphism in other genes leads to a  unique HLA
type for nearly every individual.  As is indicated in Fig.
31-12, complete nucleotide sequences are known for
typical alleles of all of these genes.284  It is of medical
interest that the susceptibility of an individual to many
degenerative diseases is determined in part by the HLA
type.289,295  Thus among patients with a kind of arthritis,
ankylosing spondylitis that affects 1 or 2 per 1000 men
of Caucasian origin, 96% have the HLA-B27 antigen.  Of
patients with celiac disease, a type of intolerance to
gluten, 60% have the HLA-B8 antigen.  Persons with
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Figure 31-14  Illustration of the binding of a short peptide fragment (central ribbon) into the antigen-binding groove of an
MHC type II molecule.  (A)  The binding groove of molecule HLA-DR1 with a bound peptide (HA) derived from an influenza
virus.  (B)  End view of the bound peptide.  (C)  Side view of the same peptide.  From Stern et al.293   (D)  A similar HLA mole-
cule (HLA-DR3) with the peptide CLIP (class II associated invariant chain peptide) bound into the antigen-binding groove.
The binding is almost identical to that in (A).  Notice the specific hydrogen bonding to side chains of the HLA molecule.  From
Ghosh et al.294  Courtesy of Don C. Wiley.

A B

C

D

HLA-Bw17 and B13 have an increased susceptibility
to psoriasis and those with  HLA-DRw4 an increased
tendency to develop rheumatoid arthritis.  Suscepti-
bility to autoimmune insulin-dependent (Type I)
diabetes is strongly correlated with the presence of the
neutral residues  Ala, Val, or Ser at position 57 of the
HLA-DQ β chain.296,297  However, aspartate in position
57 protects against the disease.  It may prevent develop-
ment of a dangerous autoantibody to this cell surface
protein.  The presence in populations of both humans
and apes of a balanced polymorphism among the resi-
dues Ala, Val, Ser, and Asp at this position suggests an
essential evolutionary origin to this disease susceptibil-
ity.297  HLA-B53 protects against severe malaria in Afri-
ca.  Other diseases with a strong association with HLA
type include multiple sclerosis, Crohn disease (inflam-
matory bowel disease),298 and several diseases induced
by infections with viruses, bacteria, trypanosomes, etc.
For example, arthritis can follow infection by Salmonella.
This suggests that the killer T cells can be confused

when stimulated by foreign antigens, which are too
closely related to the HLA antigens of the host.

6.  Antigen Presentation and MHC 
     Restriction

T cells usually do not respond to intact antigens on
cell surfaces but only to partially degraded antigens.
Antigen-presenting cells (APCs) of various types must
process the antigen through endocytosis and partial di-
gestion before the foreign antigen can bind as an MHC
complex to a T-cell receptor.  Apparently the processed
foreign antigen must lie in the binding site of an MHC
Class I or Class II chain (Figs. 31-13C, 31-14) before the
T cell will recognize the complex and respond.

Antigen processing begins with cytosolic protea-
somes that are present in all cells (Box 7-A; Chapter
29, Section D,8).  They cleave proteins of the cell
and of intracellular parasites into short peptide

D.  Organizing the Immune Response
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fragments,55,299–301 which may need to be trimmed to
shorter 8- to 11-residue peptides suitable for binding
into the groove in an MHC Class I molecule.302,303  The
peptides are carried into the ER with the aid of the
TAP (transporter associated with antigen processing)
complex,304– 305a which is discussed briefly in Chapter
29, Section D,3.  Chaperones, such as hsp70, may also
participate in the transport.  In contrast, MHC Class
II proteins receive their antigenic peptides via an
endosomal–lysosomal pathway.  Proteins from phago-
cytized pathogens are cleaved by proteases in an en-
dosome or lysosome into fragments that tend to be
longer (13 – 25 residues) than the 9- to 11-residue pep-
tides generated by proteasomes.299,306

Peptides bind into the groove in a Class I MHC
molecule in a manner similar to that illustrated in Fig.
31-14 for a Class II MHC molecule.  However, in the
Class II complex the longer peptides extend from the
two ends of the binding groove.  The peptide, which
assumes a polyproline II helical conformation, is held
by hydrogen bonds from the Class II MHC molecule to
the peptide backbone.307– 311  A single peptide may shift
and bind in a different register with the possibility of
being recognized by a different T cell receptor, when it
is displayed.308  In contrast, MHC Class I molecules
bind best to 8- or 9-residue peptides, which are held by
an array of hydrogen bonds to the – NH3

+ and – COO–

termini (not shown in Fig. 31-13, which displays the
empty binding groove).  The central part of this groove
contains a deep pocket, which together with smaller
pockets near the ends provides specificity.312– 318  How-
ever, there is a puzzle.  Because of the great genetic
variability in the MHC genes there will be great differ-
ences (polymorphism) in the shapes of the binding
pockets among different people.  However, an individ-
ual has at most six different kinds of MHC molecules.
Yet, a single MHC molecule has been estimated to be
able to bind more than 10,000 different peptides.314

Essential to this process is a final trimming of the
peptides at their N termini to provide better fits.318a

Peptides are loaded onto Class I MHC molecules,
while they are together in the ER.  They move as tight-
ly bound complexes through the Golgi and into the
external plasma membrane, where they remain teth-
ered via the MHC molecule (Fig. 31-13C).  In contrast,
binding to Class II MHC molecules occurs in the endo-
somes or lysosomes.  The process is somewhat com-
plex.  Class II MHC molecules are chaperoned from
the cytosol into late endosomal/lysosomal organelles
with their antigen-binding grooves occupied by a
peptide fragment known as the Class II-associated
invariant chain peptide (CLIP; Fig. 31-14D).  This is cut
from the end of an invariant chain known as Ii.319– 321

The MHC proteins HLA-DO and HLA-DM (Fig.
31-12) are resident in the lysosome-like organelles and
chaperone the class II molecules, until they are ready
for loading with peptides. HLA-DM assists in removal

of the CLIP peptide when loading occurs.322  An aspar-
aginyl endopeptidase may also be required323 as well
as a disulfide reductase.324  After loading the Class II
MHC•peptide complexes, like the Class I MHC•pep-
tide complexes, are exported to the plasma membrane.
There they may be recognized by a T cell, which uti-
lizes its T-cell receptor to recognize an antigen and its
CD4 or CD8 proteins to distinguish Class I from Class
II MHC complexes.  The binding of CD4 and CD8 to
their cognate MHC molecules has also been described
at the molecular level.310,325  As mentioned previously,
some hydrophobic antigens are presented by CD1
molecules.  They also have an MHC-like fold with a
large hydrophobic binding groove.272

An interesting approach to the treatment of
autoimmune diseases is design of peptide mimics
that bind into the antigen-binding groove of specific
MHC proteins.  For example, a protease-resistant
pyrrolinone–peptide hybrid has been designed to bind
to the rheumatoid-arthritis-associated HLA-DR1.326

An important distinction between B- and T-cell
responses is that T cells recognize a foreign antigen
only when associated with an MHC antigen of the
same type as is carried by the T cell.  This “MHC
restriction” limits the actions of T lymphocytes.  The
function of cytotoxic T cells appears to be primarily
one of killing virus-infected cells and perhaps cancer
cells.  MHC restriction ensures that the T cell is at-
tached by its rereceptor to a Class I MHC molecule
belonging to self.  The dual recognition ensures that
the cell probably contains a foreign antigen and should
be killed.  The Class I MHC antigens are found on
almost all body cells.  Therefore, cytotoxic CD8+ T cells
can attack infected cells of all types.  They may kill
their target cells by injecting their cell membranes with
the complement C9-like cytolysins.

Regulatory CD4+ T cells recognize the Class II
MHC molecules, which are found primarily on lym-
phocytes.  Thus, the attention of regulatory T cells is
directed towards other lymphocytes.  In this case, too,
MHC restriction enables helper T cells to recognize B
lymphocytes as self.  If foreign antigen is present so
that B lymphocytes have been activated by the binding
of a foreign antigen, they will be stimulated by the TH

cells to proliferate and make and release immunoglob-
ulins.  This is accomplished in part by secretion of the
lymphokine interleukin-2 (Fig. 30-6) and B-cell growth
factors.  Some T cells become suppressor T cells.

7.  T-Cell Receptors

T cells both mediate the recognition of self and also
participate in the immunologic response to foreign anti-
gens.  Their surface receptors function much like the
immunoglobulins that are attached to the surfaces of
B cells.  The T-cell receptors are αβ disulfide-linked
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heterodimeric glycoproteins (Fig. 31-15) consisting
of 40- to 45-kDa α subunits and 42- to 44-kDa β sub-
units.267,327– 330a  They are associated in the T-cell mem-
brane with a larger complex called CD3, which con-
tains additional 26- to 28-kDa γ, δ, ε, and ζ chains.267,331,332

The polypeptides of the CD3 complex have C-terminal
cytoplasmic tails that contain tyrosine residues within
several immune system tyrosine-based activation mo-
tifs (ITAMs; Fig. 31-15).  As is illustrated in this figure,
the activating antigen is cradled in the binding groove
of an MHC molecule attached to the APC (top) with
some side-chain and backbone atoms of the peptide
available for bonding to the T-cell receptor.333,334  No-
tice that in the synapse the T-cell receptor also makes
direct contact with the MHC molecule (Fig. 31-15).

Signaling by an activated T-cell receptor is quite
complex.  The ITAMs are sites of tyrosine phosphory-
lation by kinases of the Src family.335,336  Another tyro-
sine kinase, Zap-70 (Fig. 31-15), associates with the C-
terminal tails of the disulfide-linked dimer of subunits
ζ.  It recognizes the phosphotyrosines groups via its
SH2 domains (see Fig. 7-30).  Zap-70 appears to act

Figure 31-15  Interaction between an
MHC•peptide complex on an antigen-
presenting cell (APC) with a T-cell antigen
receptor (TCR) that is attached to the plas-
ma membrane of a T cell.  Structures of the
α- and β-subunits of the MHC molecule and
of the T-cell receptor are based on crystallo-
graphic data.  The detailed structures of the
disulfide-linked σε and γε modules of the
T-cell receptor are not shown.  The dimeric
ζ2 subunit has large cytoplasmic domains that
are thought to be involved in signaling the
protein ZAP-70 (zeta-associated protein of
Mr 70,000).  The σ, ε, and γ subunits may also
undergo phosphorylation of their tyrosyl
groups (gray spheres), which are found in
immune system tyrosine-based activation
motifs (ITAMS).  Drawing modified from
those of Cochran et al.267 and Hatada et al.332

synergistically with the Src kinases.332,337,338  The na-
ture of the APC is also of importance.  For example,
some dendritic cells secrete Il-12, which favors forma-
tion of TH1 helper cells.  A second type of dendritic cell
induces formation of TH2 helper cells.338a  Dendritic
cells may also control growth and proliferation of T
cells by regulating the availability of cysteine, which
is a nutritional essential for lymphocytes.338b  Other
effects may result from endocytosis by T cells of occu-
pied T-cell receptor•MHC complexes.338c

A second type of T-cell receptor, the γδ receptor,
is carried by a small subgroup of T cells.  It may have
a distinct role in generating an immune response to
certain microorganisms including Mycobacterium tuber-
culosis.339– 342a  Like immunoglobulins, T-cell receptors
have a great variety of amino acid sequences.  They
have C-terminal constant domains and N-terminal
variable and hypervariable regions.  Thus, T cells can
bind to a variety of foreign antigens.  However, except
as a result of autoimmune diseases, they do not attack
cells recognized as self unless these cells are infected
with a virus or for some other reason carry foreign
surface antigens.

Certain bacterial immunostimulatory molecules
known as superantigens are able to stimulate MHC
Class II molecules to activate large numbers of T cells
without any assistance of an antigenic peptide, some-
times with disastrous results.343,344  Superantigens are
a group of related proteins that includes enterotoxins
from species of Staphylococcus344– 346 and Streptococ-
cus,347 a staphylococcal exfoliative toxin,348 and toxic
shock syndrome toxins.349  Superantigen molecules
don’t occupy the peptide-binding groove in the MHC
molecule but bind as intact proteins at an external site.
They also bind to the variable region of the TCR in the
MHC-TCR complex.  Attempts are being made to
design decoy molecules that prevent binding of a
particular superantigen.350

D.  Organizing the Immune Response
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8.  Self-Tolerance

The immune system is flexible enough and power-
ful enough to protect us from a great variety of dan-
gers, even from viruses and organisms that may be
entirely new.  However, it is hard to understand how
the immune system completely avoids fatal damage to
our own bodies.  The answer is complex.  It has baffled
generations of investigators350a,b and is still not fully
understood.

Since the discovery of vaccination in 1796 immu-
nology has claimed the attention of many scientists.
However, it was not until 1891 that the German bacte-
riologist Emil von Behring proposed the term antibody
for the protective materials in blood.351  By about 1900
Paul Ehrlich and Svante Tiselius, who wrote the first
immunochemistry book,352 initiated serious investiga-
tions.  Ehrlich proposed that binding of an antigen to
a surface receptor would induce the cell to make addi-
tional identical surface receptors, which would be
released to become antibodies.351,353  The concept was
correct, but it would be many years before knowledge
of the structures and biosynthesis of antibodies be-
came available.

Nevertheless, immunological tolerance interested
Ehrlich and other immunologists.353a  One proposal,
offered by Niels Jerne in 1974, was that self-tolerance
depends upon immunological networks.354– 356  Con-
sider a lymphocyte bearing a bound immunoglobulin
receptor or a bound T cell receptor.  It will be specific
for some epitope E.  The receptors are shown in Fig.
31-16 as having V-shaped antigen-binding sites.  Jerne
pointed out that the variable region of this receptor
will itself carry epitopes that can be recognized by
other appropriate antibodies.  These epitopes on the

receptor are called idiotopes and as a group define
the idiotype of that receptor or immunoglobulin.356a

There will usually be other lymphocytes with recep-
tors that recognize the idiotype of the first lymphocyte
(see Fig. 31-16).  These constitute an antiidiotype
set.  In addition there will be lymphocytes, whose
idiotopes resemble those of epitope E and which will
therefore be recognized by the first lymphocyte as
foreign.  These lymphocytes constitute an internal
image set.  There will be other sets of lymphocytes
that recognize the lymphocytes of the antiidiotype
set or of the internal image set.  Thus, there will be
an elaborate network of clones of interacting lympho-
cytes.  When an immune response occurs many mem-
bers of this network will respond.  A B lymphocyte
will recognize a particular antigen and gives rise to
a clone of plasma cells making antibodies against that
antigen.  The body will then make new antibodies
against the first antibodies formed, etc.  A whole
segment of the network will respond in this fashion.
Jerne suggested that the overall effect would be
to limit and suppress the immune response.  Anti-
idiotype antibodies as well as anti-anti-idiotypic anti-
bodies have been prepared356 and have been used in
studies of receptors.357  However, Jerne’s theory is
generally regarded as incorrect or at least a great
oversimplification.358

A process of clonal selection359 is now thought to
be basic to self-tolerance.  Credit for the theory, devel-
oped in the 1950s, is usually given to F. M. Burnet.
However, Ehrlich, Jerne, and David Talmage were
also prominent contributors.37,351,359,360  An essential
postulate of the clonal selection theory is that each B
lymphocyte is predetermined to make antibodies of
only a single specificity.  The mechanism of allelic
exclusion,359 which makes this possible, is described
in Section E.  Clonal selection can occur because the B
cells carry their antibodies as surface receptors.  Bind-
ing of an antigen provides a signal for clonal expan-
sion.  However, during development in the thymus
the progenitor B cells carrying self-reactive antibodies
are killed by apoptosis.  Later, peripheral B lympho-
cytes also undergo selection by a complex network
of signaling and apoptosis.361– 363  In a similar manner
excess lymphocytes that build up during an immune
response must be removed.364

The learning of self by T lymphocytes also hap-
pens in the thymus early in development, during the
first three weeks of life in mice.365,366  This again in-
volves selection against potentially autoreactive lym-
phocytes carrying idiotypes that are also present on
the body’s own tissues and which have a high affinity
for self peptide•MHC complexes.  However, T cells
with a weaker affinity for a self MHC molecule but
a high potential affinity for a nonself peptide are al-
lowed to develop.366,367  Only about 1% of the lympho-
cytes that develop in the thymus emerge as mature T

Internal image set

Lymphocyte

Antiidiotype set

Other lymphocytes

Epitope E
(Antigenic

determinant)

An idiotope

Figure 31-16  Schematic depiction of lymphocyte receptors
forming anti-idiotype and internal image sets as proposed
by Jerne.
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cells.368,369  Others appear to be killed (clonal deletion)
or to become unreactive toward antigen.353a  The latter
enter a state referred to as anergy.370– 373

As with every aspect of metabolism, homeostasis is
essential to the immune system, which must be able to
both grow and shrink rapidly.373a – c  Antigens, cytokines,
apoptosis-inducing signals, immune inhibitor recep-
tors,229h and receptor tyrosine kinases373d all participate
in preserving the delicate balance that is required.

9.  Immunologic Memory and Vaccination

In 1796, Edward Jenner carried out the first human
vaccination.  Attempting to protect a teenaged boy
from disfigurement and possible death from smallpox,
he vaccinated him with material from a cowpox lesion
on the hand of a milkmaid.  (She had contracted the
disease from a cow named Blossom, whose hide hangs
in St. George’s Hospital in London.)353,374,375  Six weeks
later he inoculated the boy with virulent smallpox.
Fortunately, the boy didn’t contract the disease.  Today
vaccination is in use for more than 70 bacteria, viruses,
parasites, and fungi, and the results have been impres-
sive.376  Poliomyelitis has been almost eliminated.377

Smallpox has not been seen for many years, and the
decreases in diphtheria, measles, mumps, whooping
cough, and rubella have been impressive.

A nagging question is “How long will vaccina-
tion last?”  One unplanned experiment resulted from
two epidemics of measles in the remote Faroe Islands.
The first outbreak was in 1781 after which the islands
remained free of measles for 65 years.  The second
outbreak in 1846 affected 75 – 95 % of the population,
but according to a physician who investigated the
epidemic not a single one of the many aged people
living who had had measles in 1781 contracted the
disease a second time.38  This bit of history confirms
that immunological memory is sometimes very long-
lived (although it doesn’t prove that the smallpox
vaccination older people received is still good!).377a

Vaccines have been prepared traditionally by use
of viruses or organisms killed by compounds such as
formaldehyde or by attenuated viruses or live organ-
isms.  These are selected for a low degree of virulence
after repeated passages through live animals or cell
cultures.376  Newer methods utilize purified viral
proteins, bacterial capsular polysaccharides, or
DNA.378– 379a  In the future edible vaccines may be
produced in plants.380  Nevertheless, it is often very
difficult to devise effective vaccines.  In spite of 80
years of effort better vaccines against tuberculosis are
needed.381,382  All efforts to produce an AIDS vaccine
have failed.375,379  A satisfactory vaccine must activate
both B cells and T cells.  Activation of the latter may be
especially difficult.  Continuous development of new
strains of bacteria is a problem for vaccination against

tuberculosis and has been an insurmountable barrier
to vaccination against AIDS.  However, in the latter
case it may be possible to use vaccination to prevent
an HIV infection from progressing to AIDS with com-
plete destruction of CD4+ T cells.379  As the immune
system and also diseases become better understood, it
is possible that new strategies for induction of specific
cytolytic T cells can be devised,383 e.g., for AIDS384 and
even for cancer.385  A current obstacle to development
of new vaccines is that pharmaceutical companies
view vaccines as unprofitable.385a

We need a better understanding of how memory
B and T cells are formed and selected for long-term
survival.386  After differentiation and selection in the
bone marrow, B cells move to the spleen.  These tran-
sitional B cells within germinal centers undergo fur-
ther selection to become mature B cells and B memory
cells.256,387,388  Interactions with cytokines and with
coreceptors play important roles.  A subset of B lym-
phocytes may remain in the germinal centers, serving
as a kind of stem cell providing new memory B cells
continuously.39 Naive T cells, which have not yet
encountered antigen, travel throughout the body but
apparently don’t enter nonlymphoid tissues.  How-
ever, after being presented with antigen by dendritic
cells within lymph nodes, some T cells move to the
skin and other peripheral locations.389,390  After a path-
ogen is destroyed most of these T cells die, but a few
remain as long-lived memory cells.  These are able to
respond to a second encounter with a pathogen.40,383,391

Apparently continuous new exposure to antigen is not
needed for long-term immunity, but the slowly dividing
CD8+ memory T cells may require continuous stimula-
tion by Il-15 to counteract inhibition by Il-2.392

E. The Rearranging Genes for
Immunoglobulins and T-Cell Receptors

An impressive example of the kind of permanent
changes that can occur in the genome of specialized
cells is provided by the genes of immunoglobulins and
T-cell receptors.  B lymphocytes make tens of millions
of antibodies of differing sequence, and T lymphocytes
make a similar number of different T-cell receptors.
This diversity is established in major part in the DNA
but also by alternative splicing and editing of RNA.

1.  Rearrangements of Germline DNA

Each ~ 110-residue domain of an immunoglobu-
lin is encoded by a single exon, but the exon for the
amino-terminal or variable domain is assembled from
two or three small genes (or segments) selected from a
large family of such genes present in the germ cells
and in the lymphoid progenitor cells.393– 396  Within the

E.  The Rearranging Genes for Immunoglobulins and T-Cell Receptors
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Figure 31-17  Organization of the immunoglobulin and T-cell receptor gene families of the mouse.  The human γ-gene pool is
larger as is the λ light-chain immunoglobin gene pool.  All six gene pools contain separate gene segments encoding the vari-
able and constant regions of the antigen receptors of lymphocytes.  In the course of lymphocyte development, one of the V
segments is juxtaposed by chromosomal rearrangement with one of the J segments and, where applicable, a D segment to
form a complete variable-region gene.  Each V segment has two regions of hypervariability, which are known in the case of the
immunoglobulins to contribute to the antigen-binding site in the folded molecule.  A third hypervariable region, which also
contributes to the antigen-binding site, is generated by the junction of the V segment with the J or the D and J segment(s) at
recombination.  There is more germline diversity in the T-cell receptor than in the immunoglobulin gene pools in the J seg-
ments.  The β-gene pool is organized in a way that also allows more combinatorial diversity.  The β-gene pool contains fewer J
regions than the gene pool, but it has two distinctive features that allow for exceptional diversification during somatic rear-
rangement.  First, the ‘rules’ for recombination allow in principle the joining of both D to D segments and V segments directly
to J segments, neither of which is possible in the immunoglobulin heavy-chain pool.  The D segments of the β genes can be
read in any of the three possible reading frames, so that varying the site of the V – D junction alone can make a substantial
contribution to the diversity of the third hypervariable region.  From Robertson.397
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V region the three short hypervariable segments alter-
nate with four framework segments that have a more
nearly constant structure.  The V region of the light-
chain genes (of either the κ or λ type) is put together in
part from a V gene that encodes an approximately 95-
residue sequence making up the first three framework
regions plus two hypervariable regions and part of the
third hypervariable segment.  There are ~ 100 different
Vκ genes and ~ 30 Vλ genes398– 400 in the light-chain
family.  The similar arrangement of genes in the mouse
is indicated in Fig. 31-17.  These V genes are spaced at
intervals of 14 – 30 kb within the DNA.

The rest of the third hypervariable region and the
fourth framework region of the κ and λ chains are
encoded by short J (joining) genes that specify ~ 15
residues.  There are about five Jκ and three Jλ genes in
the mouse.  The first mechanism for creating antibody
diversity lies in the large number of V genes, which
are especially diverse in their hypervariable regions.
The second mechanism is the joining of any one of
these V genes with any one of the J genes, the joining
taking place within the third hypervariable region.

There are also at least six different constant (Cλ) genes
in the human genome.

The heavy-chain genes are more complex.  There
are over 200 VH genes located at 14- to 16-kbp inter-
vals, which are followed by ten ~ 15 –17 bp D (diversi-
ty) genes and 4 – 6 JH genes.  During the differentiation
of the lymphoid stem cells pre-pro-B cells can be iden-
tified in which the V, D, and J genes are still separate.
Later there are pro-B cells containing joined DJH seg-
ments, then pre-B cells with joined VDJH segments,
then B cells with a VJL (either κ or λ ) segment also
joined.  The overall process of gene rearrangement,
mRNA splicing, and immunoglobulin synthesis is out-
lined in Fig. 31-18.  The joining of the gene segments
occurs by recombinational mechanisms that involve
7-bp and 9-bp recognition sequences known  as re-
combination signal sequences (RSSs)401– 402b:

5’-
3’-

ACTGTGC
ACGTG CA

heptamer

5’-
3’-

GT T T T TG
A CCCA AA

nonamer

GT
A A
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Figure 31-18  Human immunoglobulin heavy-chain gene structure and gene processing.  Exons of the heavy-chain genes that
encode the variable regions of the immunoglobulin molecule are labeled V1, V2, . . . . Vn.  Selection from these V exons during
embryonic development produces the unique sequences of each B-cell clone.  The germline genes for the immunoglobulin
heavy chains also contain diversity exons, labeled D1, D2, . . . . Dn.  Recombination between the V and D regions occurs more
frequently than that between the V and J exons in the light-chain exons.  Introns between the V and D and between the D and J
exons contain signal sequences that regulate synthesis of the Rag1/ Rag2 recombinase.  This enzyme is responsible for the
efficient recombination that gives rise to the epitope-specific B-cell clones with their individual Ig genes.  The heavy-chain
genes contain exons that encode all of the isotype heavy chains.  Class switching, i.e., the change in chain expression that
occurs during antibody synthesis after B-cell activation, results from alternative splicing between the J exons and the exons for
the various heavy-chain isotypes.  Redrawn from Bhagavan.403  Courtesy of N. V. Bhagavan.
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The heptamers have twofold rotational symmetry.  The
recognition sequences adjacent to one or both sides
of the coding segments are separated by 12- or 23-bp
spacers, and an empirical rule states that joining can
occur only when one pair of recognition sequences are
separated by 12 bp and the other by 23.  Recombina-
tion involves cleavage and rejoining of the DNA, a
process also used for reorganization of the T-cell recep-
tor genes.  The cleavage is catalyzed by a complex of
two proteins RAG1 and RAG2, which are encoded by
the adjacent recombination activating genes RAG1
and RAG2.402– 406  Cleavage is assisted by HMG chro-
matin proteins (Chapter 27, Section A,4) and by the
level of histone acetylation in an associated enhanc-
er.407  In the presence of a divalent metal such as Mg2+

or Mn2+ a single-stranded nick is made between the
3'-end of the DNA coding region and the heptamer
sequence.  The released 3'– OH group then attacks the
phosphodiester bond on the opposite strand, cleaving
it in a transesterification reaction.  This leaves the cod-
ing sequences capped by a hairpin end and a blunt
cut end on the RSS.408  The cut ends are apparently
held until synapsis with a nonamer RSS further in
the 3' direction and rejoining can occur.409  Rejoining
requires DNA ligase IV.410  The process resembles that

of transposition (Chapter 27, Section D,4).411,412  The
details are still uncertain.408,413,413a

The recombinational events are not entirely regu-
lar.401,404,414,415  There are excisions of pieces of DNA,
and additional nucleotides may be inserted randomly
through the action of terminal deoxynucleotidyl
transferase.416,417  All of these mechanisms lead to
additional diversity.  After the rearrangements are
completed, the fused VDJ and VJ gene segments are
close enough to suitable constant-region (C) sequences
that when the genes are transcribed the intervening
sequences in the RNA are spliced out to yield the
mature mRNAs for light κ and λ chains and H chains.

2. Somatic Hypermutation and Affinity
Maturation

Yet another factor that introduces immunoglob-
ulin diversity is the occurrence of somatic mutation at
unusually high rates (hypermutation) in the hyper-
variable regions.  Hypermutation consists largely of
point mutations in the V-region gene segment and
occurs at a rate 105- to 106-fold higher than for the rest
of the genome.51,418– 423  It occurs after B cells have been
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presented with antigen by dendritic cells in the germi-
nal centers in a process called affinity maturation.  The
result is generation of an enlarged repetoire of B cells,
some of which synthesize antibodies with an increased
affinity for the antigen.  These will be selected for
clonal expansion.51  Further genetic alteration occurs
by gene conversion (see p. 1566), which involves
copying from a homologous segment of DNA, perhaps
from a nearby pseudogene.423a,b  Some experiments
suggested that RNA editing (p. 1642) may also contrib-
ute to antibody diversity.29,424,424a  However, it appears
that the observed deamination of cytosine to uracil
rings occurs at the DNA level and is initiated by an
activation-induced cytosine deaminase.424b  The
generation of uracil, which may be removed from the
DNA by uracil-DNA glycosylase (p. 1579), apparently
triggers both somatic hypermutation and gene conver-
sion.  Both processes also depend upon DNA repair
via homologous recombination or nonhomologous
end joining (p. 1581).  The error-prone DNA poly-
merase τ is also needed.424c  Class-switching recombi-
nation, discussed in the next section, is apparently also
initiated by the activation-induced deaminase.424d

These are affected by RNA editing (Chapter 28).29,424

Receptor editing, gene rearrangements that occur in
the peripheral immune system, also contributes to
affinity maturation.424,425

It is important that the genes as finally assembled
maintain correct reading frames so that a potentially
useful antibody can be made.426  Although lympho-
cytes are diploid and therefore contain two sets of
immunoglobulin genes, a single cell produces only
one kind of immunoglobin (allelic exclusion).  When
the genetic rearrangements produce a light chain able
to combine with a heavy chain to form a functional
immunoglobulin, a signal may be sent that stops the
rearrangements in the other chromosome.427  How-
ever, recent findings suggest that one allele may be
marked for inactivation early in development, just
as one X chromosome becomes inactive in females
(Chapter 32).428

3.  Immunoglobulin Class (Isotype) Switching

A newly matured B cell produces initially IgM
bound to its surfaces.  The difference between the CH
domains of bound and secreted antibodies of a given
type seems to lie in alternative splicing of the mRNA.
More mysterious are the consecutive switches from
IgM to other types in the following sequence:

IgM → IgG → IgE → IgA

This is the same sequence in which the CH genes lie
(Fig. 31-18).  However, the Cδ gene, which codes for
IgD, is not utilized in this sequence.  A newly matured

B cell transcribes the Cµ gene to give IgM.  Later, the
class switch occurs, apparently by a looping-out re-
combinational mechanism, allowing a Cγ gene (for
IgG) to be expressed.429– 433  The switches are mediated
by tandemly repeated DNA sequences in 1- to 10-kbp
switch regions and are controlled in part by cytokines.
Other complexities are involved in synthesis of the J
chain of IgM434 and in synthesis of IgD.  Although the
latter is a major surface immunoglobulin on B lym-
phocytes, its exact functions have been hard to under-
stand.  The δ exon of its heavy chain gene is joined
to  a J exon by alternative splicing of the mRNA (Fig.
31-18).112  In a similar manner, the difference in the
surface-bound and soluble forms of IgM arises by
alternative mRNA splicing.403

The T-cell receptor gene families are also indicated
in Fig. 31-17.  Their development is remarkably similar
to that of the immunoglobulin genes and involves most
of the same mechanism of diversification365,397,435 with
the exception of somatic hypermutation.  The same
recombinase may cut the DNA to initiate rearrange-
ments of all of these gene families.436  A single T-cell
precursor may give rise to 1000 or more clones with
unique β-chain sequences.437  With a total of ~ 106 differ-
ent β chains there are potentially ~ 1015 unique T-cell
receptor structures that could arise from the 42V and 61J
segments of the α-chain gene and the 47V, 2D, and 13J
segments of the human β-chain gene.438  Allelic exclu-
sion is observed, as with the immunoglobulins.439

F.  Disorders of the Immune System

Many things can go wrong with a system as com-
plex as the human immune system.  In immunodefi-
ciency disease some component is missing or has been
inactivated.  In autoimmune diseases the immune
system attacks some component of the body.  Of the
known problems none is more common than aller-
gy,440– 442 which may be described as the inappropriate
activation of the immune system by environmental
antigens (allergens).

1.  Allergy

 One in 10 persons, ~ 22 million people, in the
United States have allergies.  Ten million of these
suffer from the nasal discomfort of “hay fever” and six
million from the more serious asthma.  Substantial
numbers of people in the United States die of allergic
reactions to insect stings (more than 30 per year) or to
injections of penicillin (300 per year in 1970).  Foods,
drugs, pollens, mold spores, mites in house dust, and
even heat or cold can evoke serious allergic reactions.
Among these eczema (atopic dermatitis) is very com-
mon.  A major cause of allergic reactions has been
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are found in pollen of rye-grass,457 of many other
grasses, of ragweed,458 and of olive trees.459  Natural
rubber latex would appear to be a harmless high
polymer, but it contains antigenic proteins, which have
been blamed for 1100 anaphylactic attacks with at least
15 deaths between 1988 and 1992.460,461

Food is a major source of allergens, which are often
overlooked.  Food allergies may be hard to diagnose
and symptoms such as headache, diarrhea, itching, and
asthma may be attributed to other causes.  However,
the occasional rapid death from anaphylactic shock, e.g.,
from exposure to peanuts,461a is a reminder that unrec-
ognized food allergies exist.  About 100 – 200 persons die
annually of food allergies.  About 90% of recognized
food allergies involve milk, eggs, fish, crustacea, pea-
nuts, tree nuts, soybeans, and wheat.462  There are usual-
ly only a few allergenic proteins in any one food.  Many
of these are resistant to digestion in the stomach.  Some
but not all are compact proteins with multiple disulfide
crosslinkages.  However, no structural generalization
can be applied to all food allergens.

The increasing use of genetic engineering of foods
poses both risks and hopes.  The accidental incorpora-
tion of an allergenic protein into a plant or animal
product can make a food previously safe for a person
deadly.  For this reason, attempts are now made to
identify likely allergens and to avoid transferring their
genes.  However, this process can’t be completely
reliable, partly because we each have our own person-
al immune system.  This is one reason for requiring
accurate labeling of foods.  On the positive side recog-
nized major allergens can probably be eliminated by
genetic engineering.  The muscle protein tropomyosin
(Fig. 19-9) is a well-known allergen whose allergenici-
ty varies among different sources.  Tropomyosin from
beef, pork, and chicken is usually not highly allergen-
ic, but that from shrimp often is.462  Perhaps safer
shrimp can be created.

Allergies are treated in various ways, often with
antihistamines or corticosteroid ointments.  Injection
of adrenaline is an emergency treatment of anaphylax-
is or asthma.  Also important is specific immuno-
therapy, better known as “allergy shots.”441  Small
amounts of allergen in increasing amounts are injected
subcutaneously at intervals to desensitize the patient.
Use of purer antigens, which may be engineered to
decrease their antigenicity, may provide advances in
this technique.463

Asthma is one of the most common chronic dis-
eases in industrialized countries, affecting 10% or
more of young children in some countries.  An atopic
disease with high IgE levels, asthma is induced by
small particles of antigen, which are able to penetrate
deep into the lungs.464  About 80% of asthmatic chil-
dren are allergic to house mites.450  Animal danders
are another major cause.  The incidence of asthma
appears to be increasing in many modern societies, but

F.  Disorders of the Immune System

traced to molecules of immunoglobulins IgE, which
bind to the basophils in the blood and to the related
mast cells of tissues.  Binding of an antigen to these
IgE molecules activates them. These activated antibod-
ies bind (as in Fig. 31-6) to the α subunits of the FcεRI,
a transmembrane receptor on basophil or mast cell
surfaces.108,109,443  If two or more IgE molecules bind to
a mast cell, they may aggregate and activate the mast
cell to release its histamine-containing granules.444,445

The granules also release cytokines and arachidonate,
which is converted primarily into prostaglandin D2
(Fig. 21-7) and into products of the 5-lipoxygenase
pathway (Fig. 21-8).  The products include the chemo-
tactic leukotriene B4 and leukotrienes C4 and D4.  The
latter two constitute the slow-reacting substance of
anaphylaxis (Fig. 21-8).  The result is a rapid inflam-
matory response with dilation of blood vessels, in-
creased vascular permeability, infiltration of
leukocytes, and destruction of tissues.

What is the normal function of IgE and the mast
cells?  These cells are located at places where parasites
might enter tissues.  IgE is involved in killing of schis-
tosomes, and elevated IgE levels are seen in patients
infected with various parasites.  The killing of schisto-
somes seems to be mediated by blood platelets as well
as by neutrophils and eosinophils with the help of
mast cells.446,447  Allergic persons often have an IgE
level over ten times normal.  This high level makes the
individual especially sensitive to IgE-mediated reac-
tions, a condition called atopy (meaning “strange
disease”).448,448a  Allergies may also be accompanied
by increased B cell levels.442  This can sometimes be
responsible for the sudden and sometimes fatal sys-
temic reaction of anaphylaxis.  T-cell responses may
also cause anaphylaxis.

Most allergy-inducing antigens are proteins, but
proteins vary widely in their antigenicity.  Only a few
natural proteins are major allergens.  Many of these
are relatively small, with molecular masses of 5 – 50
kDa.  Most are soluble, and some are glycoproteins.449

Mites are the closest animals to human life and carry
allergens that are among the most important causes
of asthma and allergic dermatitis.  The allergens are
125- to 129-kDa proteins crosslinked by three disulfide
bridges.450,451  Cockroaches449,452 and other insects also
form many allergens.  Among them are the hemoglo-
bins of small flies of the chironomid family.453  Studies
of the latter suggest that antigenicity may arise both
from flexible regions and also from the presence of a
preponderance of amino acids with polar side chains.

Proteins of cat saliva dry and flake off as dander,
which contains major indoor allergens linked to asth-
ma.  Dogs, horses, cattle, and other animals also pro-
vide several allergens,454 some of which are lipocalins
(Box 21-A).455  Other close-to-home allergens are pro-
vided by fungi that live on skin or nails.456

Plants provide a host of allergens.  Major allergens
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the reasons are unclear,465,466 and the increase doesn’t
appear to be linked to air pollution.  A chronic atopic
condition usually precedes an acute attack of asthma.
In addition to IgE and eosinophils there are excessive
numbers of neutrophils with high-affinity IgE recep-
tors in the airway tissues.467  Prostaglandin D2 released
from mast cells may play a role in triggering an at-
tack.468  Cytokines,469 nitric oxide,447 and nerve growth
factor470 may also participate in the response.  The
presence of a high concentration of glutathione and of
glutathione peroxidase, whose concentration increases
in asthmatic lungs, may reflect the action of the anti-
oxidant system in combatting inflammation.471  The
surfactant proteins SP-A and SP-D (Box 8-B) are Ca2+-
dependent lectins, which serve as regulators of the
innate immune response.  Their concentrations also
increase in asthma.472,473

Treatment of asthma has depended upon inhaled
glucocorticoids, quick-acting bronchodilators usually
β-adrenergic antagonists, and long-acting beta agonists
such as theophyllins and leukotriene antagonists.464

2.  Autoimmune Diseases

There are numerous autoimmune diseases in
which the body makes antibodies against its own cells

(Table 31-3).363,474– 476  In myasthenia gravis (Box
31-D) antibodies attack the acetylcholine receptors
in postsynaptic membranes.477  In Graves disease
aberrant antibodies are directed against receptors
for thyrotropin.  They have a stimulatory rather than
an inhibitory effect and cause hyperthyroidism.478

Childhood onset (Type I) diabetes results from
destruction of insulin-secreting cells by an autoim-
mune reaction triggered by environmental factors in
genetically susceptible persons (Box 17-G).479,480  The
principal autoantigen appears to be the 65-kDa form
of glutamate decarboxylase (GAD).481– 483  While
GAD has an essential function in the formation of
γ-aminobutyrate in the brain, its role in the pancreatic
islets is not clear.  What is established is the presence
of specific GAD65-stimulated T cells in diabetic indi-
viduals.  The stimulating autoantibodies, which may
appear in the blood years before diabetes is evident,
carry HLA-DR4 type surface MHC antigens.484,485

After the activated T cells kill enough of the pancreatic
β cells, diabetes appears.486

Myasthenia gravis, Graves disease, and type I
diabetes are organ-specific autoimmune diseases.
Another group of autoimmune diseases are systemic,
affecting many tissues.  For example, in the severe
systemic lupus erythematosus there are often anti-
bodies against the victim’s own DNA.487–488a  The

One of the best-understood autoimmune dis-
eases is myasthenia gravis, a condition associated
with a decrease in the number of functional post-
synaptic nicotinic acetylcholine receptors (Fig. 30-
23) in neuromuscular junctions.a– e  The resulting
extreme muscular weakness can be fatal.  Myas-
thenia gravis is not rare and affects about one in
10,000 people.c  An interesting treatment consists of
the administration of physostigmine, diisopropyl-
phosphofluoridate (Chapter 12, Section C,1), or
other acetylcholinesterase inhibitors (Box 12-E).
These very toxic compounds, when administered in
controlled amounts, permit accumulation of higher
acetylcholine concentration with a resultant activa-
tion of muscular contraction.  The same compounds

are widely used in the treatment of glaucoma.
More than 90% of patients with myasthenia

gravis have circulating antibodies directed against a
subunit of the acetylcholine receptor.f  Immunosup-
pressive drugs and steroids help to cut down on
these autoantibodies, and many patients are benefit-
ted by removal of the thymus.  Newer approaches
involve specific immunotherapy aimed at increasing
tolerance to either T cells or to B cells.c,d  For exam-
ple, oral ingestion of purified acetylcholine recep-
tors to desensitize the body’s response or inhibition
of production of Il-2.

 A possible cause for the production of the
damaging antibodies may be the sharing of com-
mon antigenic determinants between the receptor
protein and surface proteins of bacteria such as
E. coli.f

a Fuchs, S. (1980) Trends Biochem. Sci. 5, 259 – 262
b Tzartos, S. J. (1984) Trends Biochem. Sci. 9, 63 – 67
c Drachman, D. B. (1994) N. Engl. J. Med. 330, 1797– 1808
d Steinman, L., and Mantegazza, R. (1990) FASEB J. 4, 2726 – 2731
e Barnes, D. M. (1986) Science 232, 160 – 161
f Stefansson, K., Dieperink, M. E., Richman, D. P., Gomez, C. M.,

and Marton, L. S. (1985) N. Engl. J. Med. 312, 221– 225
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antibodies may then attack any tissue, e.g., the red
blood cells.  Antibodies against a variety of other
nuclear constitutents such as histones,207 ribosomal
protein L7,489 ubiquitin,490 enzymes, cardiolipin,491 and
small nuclear RNAs492 are also made.  The primary
defect appears to be an intolerance to chromatin and in
particular to nucleosomes.493  Antibodies to nucleolar
and other components of nuclei are also present in
progressive systemic sclerosis (scleroderma).494,495

In rheumatoid arthritis, a chronic inflammation of
joints, the serum and joint fluids contain abnormal
complexes, which appear to consist entirely of immu-
noglobulins.  They may be antibody – antiidiotype
antibody complexes.496,496a  Immunization of animals
with type II collagen induces a very similar arthri-
tis,496,497 but this collagen probably doesn’t supply the
offending human antigen.  Susceptibility to rheuma-
toid arthritis is linked to HLA-DR4 class II MHC
genes.  Molecules of the class II DR4 subtypes may
associate with antigenic peptides of uncertain origin to
induce a T-cell response.  CD4+ T cells are thought to
drive inflammation in the disease.497  Monocytes are
attracted from the blood and become inflammatory
macrophages.498

Another autoimmune disease in which antibodies

attack collagen is Goodpasture disease.  It is mediat-
ed by B cells, which form antibodies directed at the
N-terminal domain of the α3 chain of collagen IV (pp.
435– 438).499– 501  The antibodies attack the glomerular
basement membranes causing a rapidly progressing
glomerulonephritis and also lung hemorrhages.  Pri-
mary glomerulonephritis, a major kidney disease,
may be caused by a cross-reaction between the mem-
brane of streptococci and the glomerular basement
membranes.

In Sjögren syndrome autoantibodies are directed
against α fodrin (p. 405).502  In primary biliary cirrho-
sis they are directed at mitochondria and specificially
to a pyruvate dehydrogenase subunit (Fig. 15-14).503

In the inflammatory muscle disease polymyocystitis
autoantibodies are often directed against cytoplasmic
proteins including aminoacyl-tRNA synthetases.504  In
the rare paroxysmal cold hemoglobinuria autoanti-
bodies attack red blood cell membranes only when the
temperature of an extremity is lowered.  Paroxysmal
nocturnal hemoglobinuria, a serious complement-
mediated condition, results from deficiency in the
complement decay accelerating factor.  This is a result
of a defect in the PGI tail on this factor.505

Celiac disease (celiac sprue) is an allergic inflam-
matory condition caused by poorly digested proline-
rich sequences of wheat gluten and related proteins
(p. 74).  The disease is usually not recognized, but it
may occur in 3% or more of the United States popula-
tion.  A T-cell response that causes destruction of the
smaller intestinal mucosa, celiac disease is character-
ized by malabsorption and diarrhea.505a– c  It can cause
death by starvation.  A primary target of the autoanti-
bodies is a transglutaminase.505c,d

 Most cells of the immune system are ordinarily
kept apart from those of the nervous system by means
of the blood–brain barrier.  However, allergic encepha-
lomyelitis, in which T cells attack the myelin sheath
of brain neurons, can easily be induced in mice.506  A
similar autoimmune process is thought to be involved
in human multiple sclerosis (see Chapter 30, pp. 1769,
1808, and Fig. 30-9).507,508  High levels of circulating
IgM are found in some demyelinating diseases of
peripheral neurons.508  In Rasmussen’s encephalitis,
which causes brain inflammation and epilepsy, serum
antibodies attack a glutamate receptor subunit
GluR3.509

The causes of autoimmune disease doubtless lie
largely in the difficulty of developing a repetoire of
immunoglobulin-forming B cells and of T-cell recep-
tors that will always reliably distinguish self from a
foreign antigen.  The problem can lie either with
B-cell recognition or with the T-cell receptors.  Exten-
sive medical use is made of immunosuppressants
in treatment of persistent allergic reactions, auto-
immune problems, and rejection of transplanted tis-
sues.  Among these compounds are the steroidal

TABLE 31-3
Some Autoimmune Diseases

Addison disease Adrenal glands

Ankylosing spondilitis

Celiac disease Upper intestines

Crohn disease Intestines

Diabetes, type I Pancreatic islets

Glomerulonephritis Kidney

Goodpasture disease Kidney

Graves disease Thyroid gland

Guillain – Barré syndrome Gangloisides

Multiple sclerosis (MS) Peripheral myelin

Myasthenia gravis

Paroxysmal cold hemoglobinuria Red blood cells

Primary biliary cirrhosis

Psoriasis Skin

Polymyocystitis

Rasmussen encephalomyelitis Cerebral cortex

Rheumatoid arthritis Joints

Scleroderma Skin

Sjögren syndrome

Systemic lupus erythematosis Many tissues

Thyroiditis Thyroid gland

Ureitis
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BOX 31-E  EVADING THE IMMUNE SYSTEM

Parasitic species always have a problem with
the antibodies and killer T cells of their hosts, and
the chemical makeup of the external coats of para-
sites tends to reflect this fact.a  An example is pro-
vided by trypanosomes, which cause sleeping
sickness and which make much of Africa unsuitable
for cattle grazing.b– d  Trypanosomes in the blood-
stream evade the immune system by covering the
outer surface of their plasma membrane, flagella
and all, with a dense 12- to 15-mm thick monolayer
of an ~ 60-kDa variable surface glycoprotein.e,f

The glycoprotein molecules are anchored in the cell
membrane by C-terminal glycosylphosphatidyl-
inositol (GPI) anchors (Fig. 8-13).g  The glycoprotein
layer protects the parasite but is soon attacked by
the host’s immune system.  However, the parasite
has perhaps 1000 different genes for the variable
surface protein, and every ten days or so new clones
of trypanosomes appear with new coats that the
immune system is not prepared to attack.  To ac-
complish this cells occasionally copy one of the
previously unused variable surface glycoprotein
genes and place it into a new location in the ge-
nome, where it is expressed.h– j

Parasitic nematodes shed the outer layers of
their external cuticle and like trypanosomes reveal a
new layer with different antigenic proteins.k Giardia
protects itself in a similar fashion.l Schistosomes,
tiny parasitic flatworms, evade a host’s immune
system by shedding complex glycoproteins from
specialized double outer membranes.m  Antigenic
determinants including MHC antigens characteristic
of the mouse have been identified in the membrane
of schistosomes from infected mice.  Thus, one
aspect of the parasite’s defense may be to hide
behind surface recognition markers stolen from its
host.n,o  Schistosomes also secrete the peptide Thr-
Lys-Pro, which inhibits macrophages, as well as a
small molecule that inhibits T lymphocytes.o

The malaria parasite Plasmodium has a complex
life cycle with several forms and spends much of its
life hiding within red blood cells.p  It may also sup-
press the immune system.  The unicellular sporo-
zoites, which are injected into the bloodstream by
mosquitos, are protected by an external coat protein
that is unusual in containing many short repeated
sequences.  For example, that of P. falciparum, which
causes the most deadly form of malaria, contains
the sequence Asn-Ala-Asn-Pro repeated 37 times.q

These coat proteins undergo unusually rapid evo-
lution, which makes the preparation of vaccines
difficult.r

Trypanosomes, schistosomes, and malaria
parasites still represent major health problems.

Malaria kills two to four million persons a year and
endangers almost a third of the world’s population.
It has been impossible to produce suitable vaccines
for any of these parasites.  However, the cloning
of genes for individual parasite proteins has given
hope that effective vaccines can be devised.e,o– v

One problem is the lack of interest in financing
the effort.w

Many other protozoan parasites and bacteria
invade cells and take up residence in macrophages.x

These include species of Salmonella, Legionella, and
Mycobacterium.y  Bacteria often employ structural
mimicry to gain access to a cell,z e.g., by mimicking
the type III secretion system (p. 520).aa  Some bac-
teria have developed defenses against reactive oxy-
gen species, allowing them to evade the action of
phagocytes.bb Borrelia burgdorferi, the Lyme disease
spirochete, synthesizes an unusual single-layer
β-sheet outer surface protein,cc which becomes
coated with complement protein H.  This may pro-
tect the bacteria and allow them to live for a long
time within cells.dd

Even the lowly influenza virus finds a way
around our immunity so that it can strike us repeat-
edly.  As this virus matures, it acquires a lipid mem-
brane by budding from the host cell.  Two virally
encoded proteins are present in the membrane.
One is a trimeric hemagglutinin, which forms small
7.6-nm spikes that protrude from the virus surface.ee,ff

The hemagglutinin monomer is a 550-residue pep-
tide containing four antigenic regions.  The RNA
genome of the virus undergoes rapid mutation
(Chapter 28, Section E,2).  At least one amino acid
substitution was found in each antigenic region,
when hemagglutinins from influenza viruses caus-
ing epidemics in 1972 and 1975 were compared
with the strain that caused a worldwide epidemic
in 1968.  Recently the type A influenza virus that
caused the 1918–1919 pandemic, the greatest acute
plague of the 20th century, has been “resurrected”
and investigated using viral RNA from three
victims.gg– ii  The globular part of the hemagglutinin
appears to have come from a pig and the “stalk”
from a human lineage.  The virus takes advantage
of the pool of virus in swine, humans, and birds to
vary its structure and create new strains.  The rea-
son for the deadly nature of the 1918 – 1919 strain,
which killed 20 – 40 million people, an unusually
large number of whom were young, previously
healthy adults, is not clear.

Viruses use a large variety of mechanisms to
evade cellular defense mechanisms.  Almost every
aspect of the innate or adaptive immune systems
provides some opportunity for evasion.jj  The rapid
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BOX 31-E  (continued)

mutation rate in a population of virus particles
contributes greatly to this ability, allowing chronic
infections such as those of hepatitis Ckk or delayed
catastrophic infections such as those of HIV.
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anti-inflammatory agents such as prednisone and the
folate antagonist methotrexate.  A new vision of the
possibilities for immunosuppression came, however,
with the discovery of cyclosporin A (Box 9-F).  This
fungal metabolite inhibits lymphokine formation by
helper T cells.  It alleviates rejection of grafted tissues
and  prevents graft-versus-host disease.  The use of
cyclosporin and FK506 (Box 9-F) has permitted organ
transplantation to the extent that by 1987 surgeons had
transplanted in one year 1200 livers, 1500 hearts, and
9000 kidneys with one-year survival rates of 80% for
hearts and over 90% for kidneys.510  As mentioned in
Box 9-F, cyclosporins bind very tightly to cyclophil-
ins,511 which have peptidylprolyl cis – trans isomerase
activity and perhaps other independent functions.512

3.  Immunodeficiencies

More than 95 different problems of impaired im-

munity have been identified.  They affect about 1 in
10,000 persons born.  The defects may involve T cells,
B cells, NK cells, or phagocytic cells.513,514  There may
be problems in lymphocyte development.515  Comple-
ment proteins may be lacking,161,513,516 or their regula-
tion may be faulty.517  The immune system has specific
“blind spots” and fails to recognize all dangerous
foreign antigens.518  In the fatal X-linked immuno-
proliferative syndrome,519,520 the immune system
of susceptible males does not respond to the Epstein –
Barr virus-induced mononucleosis by killing the per-
sistently lymphoblastoid cells characteristic of that
disease.  Some individuals are born with severe com-
bined immunodeficiency disease.  This condition
was made well known to the public by the plight of
David, the “bubble boy,” who lived 12 years in protec-
tive sterile rooms and a plastic bubble-like “space
suit.”521  The condition is often caused by a defect in
the interleukin-2 receptor, but there are a variety of
other causes.  About 15% of cases arise from a defect

F.  Disorders of the Immune System
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BOX 31-F  AN INSECTICIDAL PROTEIN

During sporulation the bacterium Bacillus
thuringiensis forms within its own cells large pro-
tein crystals, which are highly toxic to some insect
larvae.  The crystals account for 20 – 30% of the dry
weight of the bacterial spores and contain more than
one toxina and, curiously, a 20-kbp piece of DNA.b
Dusting of garden plants with dried spores from
these bacteria has become a popular and effective
way of combating cabbage worms and other insects.
The toxic protein from one strain of bacteria is
encoded by a 4222-bp gene.c  The corresponding
133-kDa 1176-residue polypeptide protoxin under-
goes glycosylation and perhaps other modifications,
presumably prior to crystallization.  After ingestion
by susceptible insect larvae (largely Lepidoptera)
the protein is cleaved to form a smaller ~ 65-kDa
protease-resistant core, which is the active toxin.
Other strains of bacteria produce toxins specific for
Diptera or Coleoptera.d– f

X-ray crystallography of the 65-kDa form reveal
a three-domain structure.  The central domain varies
among different strains and is probably involved
in recognition and in binding to cell surface recep-
tors.e– h  The toxin binds to a receptor, apparently an
aminopeptidase N,i after which the toxin is rapidly
inserted into the membrane forming a 1- to 2-nm
diameter pore.  This leads to cell death.j

Because the toxins appear to be harmless to
human beings and higher animals the toxin genes
have been transferred into various other bacteria,
which are symbiotic with plants and into plants
themselves.  Toxin genes in suitably modified form
(Chapter 27) were first transferred into bacteria that
live naturally in association with roots of Zea mays
and into tobacco and tomato plants.  The new host
organisms expressed the toxin genes and protected
the plants from damage by caterpillars.k,l  Since
then the toxin genes have been transferred into
many crop plants, which are widely planted.

Two problems must be considered.  Insects do
develop resistance to the Bt toxin.m  This problem

a Donovan, W. P., Dankocsik, C. C., Gilbert, M. P., Gawron-
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can be combated by protein engineeringn and by
location of new sources of toxins.o,p  A second
problem deals with the environmental impact.q
Will Bt toxin kill desirable insects?  Will the gene be
transferred in nature to other species and into the
environment?  The latter may seem unlikely, but as
the toxins are applied to fight soil organisms such as
nematodes, transfer into organisms of the largely
unstudied soil ecosphere may pose problems.

in adenosine deaminase, an enzyme of the purine
salvage pathway (Fig. 25-17).  As mentioned in Chap-
ter 25, genetic therapy for this condition is being used.
However, the most reliable treatment for these immu-
nodeficiencies seems to be bone marrow transplanta-
tion.  By 2000 more than 375 patients worldwide had
received this treatment with up to 95% chance of
survival.513   Virus-induced immunodeficiency is the
prime characteristic of HIV infection and AIDS.522,523

Both the amounts of autoantibodies and of amyloid

deposits increase with age, and immune complex
disease is suspected of being a cause of aging.

4.  Cancers of the Immune System

A major function of the immune system is thought
to be destruction of cancer cells.  In this case altered
cell surface carbohydrates or proteins elicit an anti-
body response with destruction of the offending cells.
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That this process works imperfectly may explain why
the incidence of cancer increases with age and also
why the concentration of autoantibodies increases.
The immune system is also susceptible to cancers,
which include multiple myeloma, leukemias, and
lymphomas.  Some of these, such as Burkitt’s lympho-
ma, involve rearrangement of chromosome segments
that carry immunoglobulin genes.524,525  These may
result from errors in the gene rearrangements involved
in the development of lymphocytes.

G.  Defense Mechanisms of Plants

Plants make many compounds that repel or poi-
son animals that eat them.  Among such compounds
are alkaloids, terpenes, calcium oxalate, fluoroacetate,
cyanogenic glycosides, and phenolic compounds.526

The chewing of insects or other wounding of plant
tissues releases phenolic glycosides and other reactive
compounds from vesicles.  Some of these compounds,
which are often referred to as phytoalexins (see also
Box 20-E),527 are repellent to predators, have antimi-
crobial activity, and /or participate in chemical cross-
linking and strengthening of the plant cell wall.526,528

Some are protease inhibitors that interfere with a pred-
ator’s nutrition.529  Some released compounds attract
insects that may assist in defense by feeding on preda-
tor eggs or by attracting wasps that deposit eggs in
predator larvae.530  These can all be regarded as part of
an innate defense system that in some respects resem-
bles our own innate immune system.  For example,
plant defensins (Fig. 31-7), most of which are directed
against fungi,531,532 resemble those in our tissues.

A system of receptor-mediated surveillance,
part of the innate system, triggers both immediate
local responses and secondary immunity through-
out the plant.530,533,534  Immediate responses include
programmed cell death (called the hypersensitive
response535), tissue reinforcement, and production
of antimicrobial metabolites.  Secondary responses,
known as systemic acquired resistance, develop
immunity throughout the plant.  The surveillance
system of some plants consists of a series of receptors
known as resistance (R) proteins, which recognize
signaling molecules produced by pathogens.535a,b  The
R proteins are thought of as being paired with aviru-
lence (Avr) proteins of the pathogen.  If the resis-
tance protein is missing, the plant will be susceptible

G.  Defense Mechanisms of Plants

to attack by the pathogen.  The pathogen’s Avr protein
is thought to be part of the chemical attack on the
plant, apparently assisting in the invasion.  However,
if the Avr gene has been lost or is mutated, the R pro-
tein won’t detect the invasion, and the pathogen may
have increased virulence.  What are the characteristics
of the Avr proteins?  They are often small and may
be crosslinked by S – S bridges.  They may be taken up
by plant cells via receptors that resemble the type III
translocation system of bacteria (p. 520).534  Similar
small protein elicitors are released directly by wound-
ing even in plants that do not have paired R–Avr
genes.529,536

The R proteins, which act as receptors for Avr, and
other elicitor proteins, are usually leucine-rich-repeat
proteins with a characteristic nucleotide binding site
attached (NB-LRR proteins).534,537  Like other cell sur-
face receptors they participate in signaling and utilize
both ion channels and Ser/Thr protein kinases.538  The
Arabidopsis genome contains ~150 sequences that may
represent NB-LRR receptors.530

What do these receptors do?  Like other cell mem-
brane receptors they may induce both rapid and slow-
er responses.  The rapid responses may result from
transmembrane flow of ions, just as in neurotransmit-
ter action (Figs. 30-19, 30-20).  The first response ob-
served is an oxidative burst, which within minutes
generates reduced oxygen intermediates (ROIs; pp.
1072– 1074).533,539– 543  These compounds may partici-
pate in crosslinking and lignification of cell walls.
Together with nitric oxide (NO) and endogenous
salicylic acid (Chapter 25, Section B,7),533,544,545 they
promote transcription of defense-related genes and
participate in the hypersensitive response.  A second
pathway, utilized against some pathogens especially
those that kill plants to obtain nutrients,533 involves
production of jasmonic acid (Eq. 21-18 and associated
text)545a and ethylene (Fig. 24-16).529,546

Plants also have mechanisms for minimizing the
damage from the over 500 known viruses.  These don’t
often kill plants but can cause great damage.  There are
interferon-like responses547 and gene-silencing mecha-
nisms.548  The latter often involve synthesis of dsRNA,
cleavage by the enzyme Dicer, and interference with
transcription as described on p. 1640.113a,b,549,550  This
defensive reaction can spread between cells and
throughout a plant, apparently by transport of RNA
through plasmadesmata and the phloem.550
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Study Questions

1. Describe major aspects of the vertebrate innate
and adaptive immune system.  In what ways do
they cooperate?

2. Describe briefly the functions of each of the
folowing: antibodies, defensins, cytokines,
complement, MHC proteins, B cells, T cells,
dendritic cells, monocytes, macrophages, and
neutrophils.

3. Why do antibodies produced using a native
protein tend to bind only weakly to the corre-
sponding denatured protein?

4. Discuss the topic of self-identity.

5. What are autoimmune diseases?  How does the
body avoid most autoimmune diseases?

6. List some methods by which viruses, bacteria,
protozoa, and pathogenic fungi gain access to cells
or to tissues.
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Single cells develop into an astonishing variety of different species, all of which find their
niches in the ecosystem. Whether a rectagular bacterium, a plant, a frog, or a human being, the
size, shape, the body construction and metabolic pathways are established by the sequential
expression of the organism’s genes.  Recent investigations have confirmed many similarities
among major families of proteins from virtually all species.  The same studies also emphasize
the profound genetic differences between species.  Understanding these differences, as well
as the interrelationships among species, provides a continuing challenge to biochemists and
biologists.  Such understanding may even be essential to the survival of the human species in
a changing environment.
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One of the most fascinating of all biological phe-
nomena is the development of an animal from a fertil-
ized egg.  From the early embryonic cells, which
appear to be much alike, there arise during the course
of a very few cell divisions differentiated organs and
tissues such as liver, brain, kidney, muscle, skin, and
red blood cells.  The biochemical properties of differ-
entiated cells are often highly specialized.  Red blood
cells make hemoglobin, while muscle cells make large
amounts of myosin and actin.  The endocrine cells
of the pancreas make insulin or glucagon, while the
exocrine cells form the digestive enzymes that are
secreted into the intestinal tract.

Looking more broadly at the biological world
we see many additional specialized features at every
level of observation.  Developmental patterns differ
for every organism.  Specialized organs abound.  The
structures of proteins, lipids, carbohydrates, and nu-
cleic acids all vary, and every species has its own
metabolic peculiarities.  Even among bacteria we find
extreme variation.  Furthermore, many unicellular
eukaryotic organisms undergo complex development
within a single cell.  The topics of this chapter are too
complex for any detailed discussion.  We will examine
some aspects of growth and development for a few or-
ganisms and will ask whether there are simplifying gen-
eralizations.  Comprehensive textbooks are available.1,2

Enough has been learned about development to
make it clear that the DNA contains genetically coded
developmental programs, which are followed by
cells.3  However, both transcription and translation are

controlled by many chemical signals, which influence
the execution of the genetic program.  Such signals
may arise from within a single cell, from the external
environment, and from adjacent cells.  The tight con-
trol is reflected by the fact that in most human tissues
at any stage of development no more than about 10%
of the total genes are transcribed at any one time.
Chemical analysis makes it clear that most specialized
cells contain a full complement of DNA but 90% of the
genes are turned off.

A.  Basic Concepts and Molecular Essentials

Listed in Table 32-1 are some essential aspects of
growth and differentiation.  Some of them are obvious.
Cohesion between molecules provides the basis of
specificity.  Receptors, whether they be enzymes,
hormone receptors, or receptors for chemotaxis, are
essential.  They are usually activated by a conforma-
tional change that accompanies binding.  A cell must
have receptors that can respond to a variety of sig-
nals, which may come from within the cell, from the
external medium, or from neighboring cells.  The
receptor–signal pairs are essential to local control,
which provides the basis for all of development.4

To have any kind of spatial differentiation a cell
must develop directionality (polarity).5  This permits
asymmetric cell division5 and development of poles
in a developing cell or embryo. Adhesion molecules
hold cells together, allowing a cell to have a fixed
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position relative to other cells.  Development of direc-
tionality and of developmental patterns6–8 are depen-
dent upon gradients of concentration, of foods, heat,
light, gravitation, etc., that can be detected by recep-
tors.  Gradients of compounds called morphogens9,10

help to provide a positional identity to cells.10–12

Movement of molecules of organelles and of intact
cells is also essential.  In multicellular organisms cells
often migrate to new locations by following chemotac-
tic signals.

Growth of individual cells enlarges them and
often leads to cell division.  The cell cycle describes
this process with emphasis on replication of DNA.
Homeostasis encompasses adaptation to altered
nutrient or other environmental variables and to all

processes which influence a cell to change.  It provides
for defensive reactions to many types of stress.12a,b

1. DNA and Developmental Programs

The genetic developmental program of an organ-
ism is encoded in the DNA.  The expression of the
program is implemented initially at the transcriptional
level by a host of transcription factors that act at ap-
propriate times and in appropriate places.  Their ac-
tion usually requires the presence of many preformed
compounds. Alternative developmental programs
may be used by unicellular organisms to adapt to new
environmental conditions or by multicellular organ-
isms to differentiate tissues.6

Programmed alterations and rearrangements
of DNA. Part of the developmental program may
involve a temporary or permanent change in the DNA.
One of the simplest of these changes makes use of the
transposable recombinational switch in which a
small piece of DNA is present in either of the two
possible orientations.  (See Chapter 27, Section D,3.)
An example, illustrated by Eqs. 27-15 and 27-16, is the
variation in “phase” of the flagella produced by Salmo-
nella.  A somewhat different example is provided by
the unicellular yeast Saccharomyces cerevisiae, which
changes the mating type of its haploid forms in a
highly regulated pattern.13,14  The a mating type is
expressed constitutively, but this is frequently
switched to the � type, which produces a different
mating pheromone (see Table 30-5) and responds to
a pheromone from a-type cells.  The change occurs
through the transposition of different “cassettes” of
DNA from “silent sites” into an expression site.14a,b

The cassettes contain several genes, which are copied
into the expression site called MAT.  This site always
contains genes of either a or � type.  However, both
a and � genes are present in other storage locations.
When the mating type is switched, a copy is made of
one of the stored cassettes and is placed into the MAT
locus replacing the cassette already present.  The MAT
α genes encode two regulatory proteins, α1 and α2.
Protein α1 is a positive regulator of the α-cell-specific
genes, while protein α2 is a repressor of the a-cell-
specific genes.15–17  A similar mechanism appears to be
employed by trypanosomes in changing their variable
cell surface proteins (Box 31-E).18

Inactivation of genes and imprinting. Under
some circumstances a chromosome or part of a chro-
mosome is permanently inactivated but remains
within the cell as compactly folded heterochromatin.
Heterochromatin often consists of reiterated sequences
of unknown function, but it may also contain groups
of inactivated genes.  The most impressive case is the

Cohesion of molecules, utilizing specific, hydrogen-
bonding, and complementary surface shapes

Recognition, and conformational changes
• Receptors and signals
• Local controls

Polarity (directionality)
• Asymmetric cell division
• Poles

Gradients that can be sensed by receptors
• Food, physical qualities, morphogens

Adhesion between cells is required to hold an organism
together and also, together with morphogen gradients, to
provide a positional identity

Movement of molecules, organelles, and cells

Growth to enlarge cell size and numbers of cells
• A cell cycle for replication of DNA and cell division

Homeostasis to permit adaptation to changes in nutrient
concentrations, stress

A developmental program, which is encoded in the
genome

• Implementing this program usually requires many
preformed compounds

• Alternative developmental programs often provide
flexibility to an organism

Stem cells of totipotent, pluripotent, or multipotent
nature supply new germ cells and other cells for multicellu-
lar organisms when needed

Programmed cell death (apoptosis) is part of many
developmental programs and provides for removal of
unneeded cells without inflammation

TABLE 32-1
Some Essentials for Growth and Differentiation
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total inactivation of one of the two X chromosomes in
cells of female mammals.19–21  The entire chromosome
appears as heterochromatin.  The inactivation occurs
early in embryonic development and is random with
respect to the two X chromosomes.  In some cells the
maternal X chromosome, in others the paternal X
chromosome, becomes inactive.  However, upon fur-
ther cell divisions the same chromosome in each clone
remains inactive.  As a consequence of the random
inactivation, the female body is a mosaic with respect
to genes in the X chromosomes.  Formation of hetero-
chromatin in X chromosomes is described in Section
C,1.  It depends upon epigenetic markers, which
consist, at least in part, of methylated cytosines in
5'-CpG-3' sequences.  These CG pairs are palindromic
and can be methylated on both strands (see Eq. 27-2
and Fig. 32-3).

Selective inactivation of genes by methylation
accounts for genomic imprinting, which occurs in
mammals and which marks a gene of either maternal
or paternal origin for silencing.22–24  About 50 im-
printed genes have been identified in mice and in
humans.23,25  Imprinting, known as epigenetic inher-
itance, also appears to arise in part by methylation of
cytosines in CpG sequences.  Four m5C-methyltrans-
ferase genes have been identified in the human ge-
nome.26  One of these presumably provides the initial
methylation of the cytosine in one strand of the DNA.
A second methyltransferase (apparently encoded
by gene Dnmt1)27 methylates the second strand and
serves as the maintenance methylase that preserves
the methylation pattern upon DNA replication (see
Eq. 27-2).  The faithful maintenance of imprinting has
been demonstrated experimentally for genes of mice
formed by nuclear transplantation, i.e., mice grown
from somatic cell nuclei transplanted into ova.28  Im-
printed genes usually occur in clusters, which also
contain imprinted genes for noncoding RNA mole-
cules.  The transcription of those genes often is corre-
lated with repression (silencing) of protein-coding
genes on the same chromosome.  This observation is
consistent with evidence that genes may be silenced
by the binding of small RNA molecules to complemen-
tary sequences in the DNA or of mRNAs.  The mecha-
nism may be limited to imprint control regions or
silencer units in the DNA, while the genes to be con-
trolled are set off by insulator elements (see also pp.
1882, 1894 and Chapter 28, Section C,1).  The signifi-
cance of genomic imprinting is not clear.29,30  However,
it is very important to nuclear transplantation because
the methylation state of imprinted genes is normally
reset (epigenetic reprogramming) before embryonic
development begins.23,25,27,31–33  See Section 5.  Methyl-
ation of DNA is not essential to the life of filamentous
fungi.  Nevertheless, Neurospora does have a DNA
methyltransferase, which methylates about 1.5% of the
cytosines present.

Loss of DNA. While some genes are selectively
inactivated, others may be irreversibly lost during
development.  The extreme case is that of the human
red blood cell from which the entire nucleus is ex-
pelled.  Loss of DNA may result from recombinational
events.  For example, crossing-over between sister
chromatids during mitosis has been demonstrated for
some cells and chromosomes.  This does not alter the
genetics of the progeny cells if equal amounts of genet-
ic material are exchanged.  However, if two or more
similar base sequences occur in tandem in a DNA
molecule, unequal crossing-over (Chapter 27, Section
D,2) can occur with the loss of genetic material from a
chromosome of one of the progeny cells.  This may be
a deliberately programmed route of differentiation for
some cells.

Alternatively, loss of DNA from a chromosome
may occur through a looping-out excision mecha-
nism.  Like the excision of a prophage from the chro-
mosome of E. coli (Chapter 27, Section D,3) this loss
of genes occurs at specific sites in the DNA.  The best
known case is the joining of gene segments during the
differentiation of lymphocytes (Fig. 31-18).  The extent
to which similar changes occur during terminal differ-
entiation of other tissues or in nonmammalian species
is uncertain.

Amplification of DNA of chromosomes.  Dur-
ing formation of oocytes parts of the DNA are “ampli-
fied” by repeated replication.  This provides a way for
the ovum to accumulate ribosomal RNA and various
proteins in large amounts.  Similarly, genes for two
abundant proteins of the egg shell or chorion of in-
sects are amplified.  Bidirectional replication initiated
at discrete positions yields an “onion skin” structure
containing many copies of an ~ 90-kb sequence con-
taining the two genes.  The polyploidy observed in
some highly specialized cells such as the Purkinje cells

s36 s38

Unamplified

Amplified

s36 s38
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of the cerebellum and of many cells of Diptera larva
(Chapter 26, Section F,3) represent another way of
amplifying genes.  Polyploid cells of animals generally
represent a terminal stage of differentiation and do not
divide.  They tend to contain their full complement of
genes in each copy of their DNA, but most genes are
not expressed.

2.  Receptors and Signals

Receptors and their ligands are numerous, varied,
and essential to all forms of life.  Cell-surface recep-
tors on bacteria detect feeding attractants as well as
dangerous molecules.  From bacteria to humans seven-
helix receptors function to detect light, odors, hor-
mones, and other molecules.  The numbers of different
receptors are impressive.  For example, the tiny nema-
tode C. elegans has 650 seven-helix transmembrane
receptors and 411 protein kinases, many of which
may be associated with receptors.34  Our bodies have
thousands.

Every ligand that binds to a receptor is a signal of
some kind.  How many signaling molecules are there,
and what are their structures?  The number of proteins
and small peptides affecting growth and development
of cells may be enormous.  Many of these have been
considered in Chapter 30.  In addition, the catechola-
mines, serotonin, histamine, and even bicarbonate ions
may act as local hormones.35  For example, HCO3

–

determines whether a thin-walled sporangium or a
thick-walled heat-resistant sporangium will appear in
the phycomycete water mold Blastocladiella.  We know
that a very large number of different proteins and
small peptides are secreted from cells, many in very
small amounts.36  Some protein morphogens act at
concentrations so low, e.g., 50 pM, that it has been
hard to detect them.10  T-cell receptors respond to ex-
tremely small amounts of short peptides that stream
outward from many cells bound to surface MHC
molecules.  Do some of these same peptides act as
signals between other cells during development?

Small RNA molecules are now being found to
function in many ways within cells,37–39  They may
also act as messengers within cells and between cells.
The small 22 nt RNAs transcribed from genes lin-4 and
let-7 of the nematode C. elegans control key develop-
mental decisions.38b,d  In green plants small RNAs
move between cells and throughout the plants to
trigger defensive responses (p. 1869).38c  Much of the
RNA transcribed from genes of any eukaryotic cell
lacks any known function.  Since evolution tends to act
on all of the molecular constituents of a cell, this vast
amount of RNA may have acquired vital roles in the
control of metabolism and growth.38e  A poorly under-
stood intracellular structure, the ribonucleoprotein
vault also remains a biochemical mystery.  Differenti-

ated cells may contain 104 and embryonic cells over
107 of these ~42 x 75 nm hollow objects.  Vaults have
internal cavities large enough to hold two intact ribo-
somes.  Some vaults appear to be empty, but others
contain materials, a fact that suggests some role in
transport or storage.38f

Homeostasis.  A large fraction of the receptors
and signaling system of cells is devoted to the main-
tenance of a constant internal environment.  This
homeostasis is essential if a cell is to respond to
changes in external conditions without disastrous
consequences.12a,b  Some special aspects of these proc-
esses are discussed in Chapters 11, 17, and 28.  Within
mammalian cells the hypothalamus, pituitary, and
adrenals have a primary responsibility for maintaining
homeostasis.40

Transcriptional control in differentiation.
Development of an organism depends upon an order-
ly sequence of transcription of genes.  Some genes are
transcribed in germ cells, others within cells of an
early embryo, and others later.  As the embryo devel-
ops sequential waves of synthesis of the needed pro-
tein are observed.3,41–43  These are controlled by the
actions of numerous transcription factors that act at a
variety of cis-regulatory modules (CRMs) associated
with promoter regions42,44–46 and also by controls on
translation of mRNAs,47 and by negative feedback
loops.48  The latter may involve hormones, morpho-
genic proteins, coregulatory proteins of various types,
small RNAs, etc.49  More than 2000 transcription fac-
tors are encoded in the human genome.  Most are
positive-acting, i.e., they promote transcription.  Several
families are specifically involved in regulation of
development (see Table 28-2).  These include the Zn2+-
containing GATA-1 (p. 1634), which regulates globin
synthesis, embryonic factors of Drosophila (e.g., bicoid),
vertebrate homeotic genes (Hox clusters), Pit1, the
muscle-specific helix–loop–helix proteins MyoD and
Myf5, and several forkhead (winged helix) proteins.3

A single CRM can bind many different regulatory
molecules and single regulators can bind to a variety
of CRMs.  During development of the simple embryo
of the sea urchin Strongylocentratus purpuratus a net-
work of 40 highly regulated genes is needed to coordi-
nate growth and development with the production of
the proteins needed at each step.41,43

 Part of the control of differentiation lies in the
interaction of proteins that regulate transcription with
metabolites and hormones.  For example, substrate
depletion not only decreases growth rate of bacteria
but also alters gene transcription.  This occurs in E. coli
as a result of a rise in internal cAMP concentration.
The presence of an alternative energy source such as
lactose induces changes in gene transcription (Chapter
28, Section A,1).  Such physiological modulation of a
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developmental pattern can also be seen in higher
organisms.

More striking is the fact that environmental signals
can trigger a cell to switch to an alternative develop-
mental program by which enough new genes are
activated to rebuild the cell into a new form.  An ex-
ample is spore formation, a process that occurs with
some bacteria when external conditions become unfa-
vorable for vegetative growth (Section B,1).  Alterna-
tive developmental programs are also evident in
eukaryotic organisms that undergo metamorphosis,
and they may be important to development.  Perhaps
persistent states of repression of groups of genes can
be passed through several generations of cells until a
specific chemical signal triggers the unwrapping of
the appropriate nucleosomes and transcription of
formerly inactive genes.

3. Adhesion, Cell–Cell Recognition, and Cell
Migration

Development of multicellular organisms de-
pends upon both adhesion and on recognition of a
correct interaction.  Like enzyme–substrate, receptor–

hormone, and antibody–antigen binding these interac-
tions of macromolecules on cell surfaces often show a
high degree of specificity.  They may be accompanied
by conformational changes and may trigger signaling
cascades.  We have already discussed some of these
interactions, for example, the binding of a molecule of
IgG attached to a surface antigen to protein C1q of the
complement system (Fig. 31-8) and the binding of an
MHC–antigen complex to a T-cell receptor (Fig. 31-15).

There are many other cell –surface adhesins,
several of which have been discussed on pp. 402–409.
Among them are proteins that contain immunoglobu-
lin-like domains and numerous glycoproteins.  An
example of the latter is the binding of a type of pili
found in pathogenic strains of E. coli to epithelial cells
of the urinary tract.  The pilin subunits (Fig. 7-9), like
lectins (Box 4-C), bind specifically to the disaccharide
group Galpα1→4Gal.  A lectinlike protein specific for
N-acetylglucosamine rings is involved in invasion of
erythrocytes by the malaria parasite Plasmodium.  The
unicellular alga Chlamydomonas (Fig. 1-11) produces
sexual gametes of two mating types.  When mixed
together, gametes of opposite mating types, prior to
fusion, adhere to each other via agglutinins present
on their flagella.  The agglutinins are glycoproteins
rich in hydroxyproline, serine, glycine, arabinose, and
galactose.50  As mentioned on p. 29, colored cells of
different strains of the marine sponge Microciona prolif-
era find others of the same strain using highly specific
proteoglycan-like aggregation factors.51–53  These
compounds are highly polymorphic, and it has been
suggested that they are part of a primitive immune

system.  The aggregation reaction requires calcium
ions.  In our own bodies Ca2+-dependent lectins, the
selectins (p. 187, 188), bind leukocytes and help to
guide them to their sites of action.

Other adhesins include the integrins,53a cellular
adhesion molecules (CAMs), cadherins,53a–c and
fibronectin (Fig. 8-19).  These are also discussed on
pp. 402–409.  The CAMs (Fig. 8-18A),54,55 which are
members of the immunoglobulin-like protein family,
are glycoproteins bearing large 2,8-linked sialic acid
polymers.56–58  They promote Ca2+-dependent aggre-
gation.  However, the effect of NCAM, which is widely
distributed in a developmentally regulated fashion,
can be antiadhesive if long chains of sialic acid are
present.  NCAM appears to play a role in remodeling
and repair of tissues.  Adhesion of molecules within
cell membranes and the binding of substances to
membrane surfaces provides another driving force
in development.  Within membranes molecules spon-
taneously sort themselves into lipid microdomains,
often called lipid rafts.58a  Related to lipid rafts
are caveolae (p. 426).  These little craters arise in
cholesterol-rich microdomains.  They often contain
the protein caveolin as well as glycosphingolipids
and GPI-tailed proteins (Fig. 8-13).58b  ATP-dependent
linking reactions may also occur to provide more
permanent bonding.  Membrane-associated molecules,
in turn, become centers for attachment of cytoskeletal
proteins and other protein complexes.  As with the
cytosol and extracellular fluids homeostatic mecha-
nisms act to provide a relatively constant membrane–

lipid environment.58c

Several types of cell junctions are associated with
adhesion and participate in intercellular communica-
tion (Fig. 1-15).59  The cadherins are transmembrane
proteins with large extracellular domains (Fig. 8-18B).
They are prominent components of adherens junc-
tions59–61a in which they join the exterior surfaces of
pairs of cells in a zipper-like manner.  Another protein,
β-catenin, links the short C-terminal tails of cadherin
through a-catenin subunits to the actin cytoskeleton.60

In desmosomal junctions other specialized proteins
including desmoglein have functions similar to that
of cadherins.59  Tight junctions, from zebrafish to
humans, depend upon a complex of several proteins
including those of the claudin family.62  Significantly,
the cohesive powers of some adhesins, e.g., of cad-
herin, are altered during development.  Cadherin E is
nonadhesive in a four-cell mouse embryo but becomes
adhesive after the eight-cell stage.59  It is obvious that
many other changes in intercellular adhesion must
also occur during growth and development.

The integrins (see also p. 405) comprise a large
family of adhesive receptors that are found in animals
from sponges to humans.63–65  They have both adhe-
sive and signaling functions.  Both subunits of their αβ
heterodimeric structures64 have single transmembrane

A.  Basic Concepts and Molecular Essentials
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helices and short C-terminal cytoplasmic tails.  The β1
subunit tails interact with cytoplasmic proteins.  The
distribution of integrins varies among cell types.  Hu-
man leukocytes contain alpha subunits of types αd,
αl, αm, and αx with molecular masses of 150–180 kDa.
Two ~ 95-kDa beta subunits (β1 and β2) are present.
However, T lymphocytes express β1, β2, and β7 inte-
grins.  Other patterns are observed for other leuko-
cytes,66 in skin,67 and in other tissues.68  Integrin
molecules tend to aggregate into clusters, which are
found together with other proteins, at the ends of actin
stress fibers (p. 370).63  The largest of these clusters
are known as focal adhesions.  Signals may be sent
through integrins in either of the two directions.63

The extracellular domains of integrins interact with a
variety of proteins of the extracellular matrix.  These
include fibronectin, fibrinogen, vitronectin, collagen,
and entactin.63,69  Other large cell surface adhesins
include laminin and osteopontin (Chapter 8), throm-
bospondin, von Willebrand factor, and related pro-
teins.70  These adhesins appear to depend upon the
sequence Arg-Gly-Asp (RGD), which binds nonco-
valently to integrins, which act as cell-surface recep-
tors.71,71a  See also Chapter 12, Section C,9.

The functioning of the complex network of inte-
grins, adhesins, and other components of the extra-
cellular matrix is not understood in detail.  One
fundamental question is how the strength of adhesion
can vary with time and stage of development.  Rose-
man postulated an association of an oligosaccharide
chain of a glycoprotein attached to one cell with a
specific glycosyltransferase of another cell.72  The
specific interaction would hold cells together, but
addition of another glycosyl unit to the oligosaccha-
ride by the transferase would alter the surface proper-
ties of the cell carrying the glycoprotein.  This, in turn,
could cause disaggregation of the cells.  Glycosyltrans-
ferases can be found on the outer surfaces of cell
membranes, and Roseman’s proposal may correctly
describe one aspect of cell adhesion.

Other molecules that are abundant on cell surfaces
include heparan sulfate proteoglycans.  Although they
have often been regarded as providing a nonspecific
“extracellular fly paper,” recent evidence from studies
of development in Drosophila suggest specific and
important functions in signaling and in developmental
patterning.73  Both hyaluronan and chitin also have
been proposed to play an important role in vertebrate
development.74,75  Proteoglycans of plant cell surfaces,
as well as the hydroxyproline-rich proteins of cell
walls, may function in plant development.76

Movement of cells from one location to another
is essential to embryonic development as well as to
wound repair and to the immune response.  Many
brain structures are composed exclusively of immi-
grant cells.77  These cell migrations depend upon
the cytoskeletal actin filaments, integrins, and focal

adhesions.78,79  Chemotactic signals are also required.80

A great complexity of underlying chemistry is being
elucidated.79,81  See also Chapter 19, Section C.

4. Polarity, Asymmetric Cell Division, and
Morphogens

Cells of E. coli usually divide exactly in the center
to form two seemingly identical cells.82–84a  However,
under the right conditions some bacteria, e.g., Caulo-
bacter crescentus and Bacillus subtilis, undergo asym-
metric division to form two different types of cells (Fig.
32-1).83  There is clearly an axial polarity.  This polarity
is evident even in E. coli, which has flagella streaming
out at one end and its chemoreceptor-bearing “nose”
at the other (Fig. 32-1).85  Axial polarity is also obvious
in other bacteria (Fig. 19-1).

Polarity is evident in eukaryotic cells from protists
to higher organisms.85a,b  Cells of the yeast S. cerevisiae,
whether haploid or diploid, divide in an asymmetric
way by budding.5,7  Among body cells of higher ani-
mals those of the epithelium are among the most po-
larized (Fig. 32-2; see also Fig. 1-6, Box 8-F).  Polarity is
always present in ova of eukaryotes, but the ova may
initially be radially symmetric.86–88  The anterior–

posterior axis, which is formed first, establishes a
head-to-tail direction.89  In bacteria this major axis is
determined as perpendicular to the division plane.  In
the tiny worm C. elegans the anterior–posterior axis of
an ovum is determined by the position of entrance of
the sperm.  This marks the posterior end.90  In higher
animals the axis, which is also known as the animal–

vegetal axis, is established by uneven distribution
of materials that include mRNAs and proteins in the
unfertilized ovum.  During embryonic development of
bilaterial species two other axes, the dorsal–ventral
and right– left axes, are also developed and help to
establish the body plan.  Thoughout development
polarized movements allow cells to intercalate be-
tween one another to help shape the body.90a

Early studies of simple organisms such as Hy-
dra (Fig. 1-13) and planaria (flatworms, Fig. 1-14A)
showed that distinct chemical differences can be
detected along the anterior–posterior axis.  These
organisms can be cut into pieces, many of which can
regenerate complete individuals.91,92  Regions near
the head regenerate most readily.  These and other
observations led to the concept of gradients of diffus-
ible morphogens, or form-giving molecules.9,10  In
Drosophila eggs an mRNA specified by the gene bicoid
is localized at the anterior pole.  The translation prod-
uct, the bicoid protein, diffuses through the embryo,
which in Drosophila lacks cell walls at this stage (see
also Section C,4).9,93–95  Bicoid is a transcription factor
and also one of a number of established morphogens.
Many other morphogens are members of the TGF-�
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Figure 32-1  Comparison of cell division in three species of bacteria.  Escherchia coli divides symmetrically after forming a
septum in a plane marked by a ring of FtsZ (tubulin-like) and other cell division proteins.  Caulobacter crescentus divides asym-
metrically to give one flagellated swarmer cell and one stalked cell. Bacillus subtilis, under starvation conditions, divide to
form a mother cell and a forespore.  The latter is engulfed by the mother cell, which promotes its conversion to a resistant
spore.  From Shapiro and Losick.83  Courtesy of L. Shapiro.
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Figure 32-2  A pair of epithelial cells of Drosophila.  The
apical surface (top), e.g., of epithelial cells of the gut, faces
the external surface, while the basolateral surface (bottom)
binds to a basal membrane.  Adheren junctions (AJ) and
septate junctions (SJ) are shown between the cells.  From
Peifer and Tepass.84  Drawing by S. Whitfield.

(transforming growth factor beta) family.  Among
them are proteins that establish the dorsal–ventral axis
(Section C,4)86,96–98 and also bone morphogenic proteins
(p. 443).  Retinoids also appear to act as morphogens.

5.  Totipotency and Stem Cells

The cambium layer of plant stems (Fig. 1-16) dif-
ferentiates continuously to form phloem on the out-
side of the cambium and xylem on the inside.  At the
same time, cambium cells are retained.  Thus, at each
cell division one daughter cell becomes a differenti-
ated cell, while another remains the less differentiated
cambium.  This pattern of continuous differentiation
from a line of stem cells with constant properties is
found in animals as well as in plants.  In the differen-
tiation of cambium it appears that chemical signals
obtained from the surrounding cells on either the
inside or the outside of the cambium layer determine
whether the differentiated cell becomes phloem or
xylem.  Sucrose, auxin, and cytokinins are all involved.

Cloning. Asexual propagation (cloning) of plants
ordinarily occurs by virture of the ability of embry-
onic meristematic tissue to differentiate into roots and
shoots.  If isolated phloem cells or other more differ-
entiated cells are cultured, the result is often the for-
mation of a callus, a dedifferentiated mass of cells
somewhat reminiscent of embryonic cells.  Under
proper conditions, e.g., in a coconut milk culture and
in the presence of the correct auxin-to-cytokinin ratio,
some carrot root phloem cells revert to embyronic cells
and develop into intact plants.99  This experiment pro-
vided proof that the differentiated carrot phloem cells

A.  Basic Concepts and Molecular Essentials
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contained a complete genome for the plant.  Its nu-
cleus is totipotent, able to generate all cell types.
However, the experiment cannot be done easily with
most plants, and dedifferentiation is not always auto-
matic.  It does occurs often enough to establish the
totipotency of the nucleus of many differentiated cells.

Similar considerations apply to animal cells.  In
the earliest stages differentiation is readily reversible.
Later it becomes difficult to convert a differentiated
animal cell into one resembling an embryonic cell.
However, Gurdon demonstrated that this is sometimes
possible.  Nuclei from cells of intestinal epithelia and
other tissues were substituted, by transplantation, for
the nuclei of egg cells.  The process is called nuclear
transplantation100–101a or nuclear transfer cloning.102

The resulting eggs in some cases grew into adult
toads.  Thus, the full genetic information of the toad
was present in the differentiated cells.103,104  However,
it was not possible to accomplish this result with
nuclei of neurons, which may have undergone irre-
versible differentiation.  More recently mammalian
nuclei have been utilized in the same way to create the
famous sheep Dolly as well as mice, calves, pigs, and
kittens.105–108  These animals are commonly said to
have been cloned, a term that has long been used to
denote asexual propagation, e.g., in a colony of divid-
ing cells or in propagation of plants by grafting.

In nuclear transplantation it is the DNA that is
hoped to be the same in every individual in a clone.
However, the ovum used for the transplantation con-
tains mitochondria.  Some mitochondria may also
accompany the nucleus during the transfer.  If the
donors of the ovum and of the nucleus are different
individuals the offspring will be mitochondrial hy-
brids.105  In addition, there are questions about the
methylation state of DNA in the donated nucleus and
about the age and health of the donated mitochondria.
That these questions are significant is emphasized by a
bit of 3000-year-old knowledge from mule breeders: a
mare crossed with a donkey yields a mule but a stal-
lion crossed with a donkey yields a hinny, which has
shorter ears, a thicker mane and tail, and stronger legs
than does a mule.109  There are worries because Dolly
and many other animals produced by nuclear trans-
plantation have not been completely healthy.107b,110

Is something missing from the transplanted DNA or
does it carry something extra, such as methyl groups?
Recently it has been recognized that incorrect epige-
netic marking of cytosine in CpG pairs that control
maternally imprinted genes, especially those on chro-
mosomes 11 or 15, may cause death of embryos or
devastating human diseases.25,111  An important relat-
ed question for those wishing to clone an animal by
nuclear transplantation is “Should the cell that donates
the nucleus be in the G1 state of the cell cycle (Fig. 11-15)
or the G0 or paused state that precedes G1?”105  See also
Chapter 27, Section B,6.

Stem cells.  For many years it has been appreci-
ated that, as shown in Fig. 31-2, both erythrocytes
and other blood cells arise throughout life from self-
renewing stem cells in the bone marrow.13,112  Stem
cells are also needed for renewal of bones, muscle,
skin, neurons, etc.  Stem cells appear to be present
only in small numbers and in well-protected special
niches in the body.53c,113–115  They are able to live
throughout an individual’s lifetime, dividing quite
rarely and always producing one or more highly dif-
ferentiated cells as well as a new stem cell.113  A fertil-
ized egg (zygote) is totipotent, able to generate all the
cells of an animal including those of the placenta and
other tissues that are not part of the embryo.  How-
ever, the most capable stem cells are pluripotent, able
to form more than one type of specialized cell.113,116

Mammalian pluripotent stem cells include tumor cells,
embryonic stem cells, derived from preimplantation
embryos, and embryonic germ cells, derived from
the primordial germ cells of the postimplantation
embryo.117  These germ cells are not only totipotent
but, with good luck, may be immortal.118

Recent results indicate that adult-derived somatic
cell nuclei may still retain full pluripotency.107a,117a

Some confusion has arisen because of the discovery
that stem cells may sometimes fuse with differentiated
cells.118a,b  It is only recently that it has been possible
to locate and to cultivate human stem cells.  These
cells, which may be recovered from both embryonic
and mature tissues, include the blood-cell-forming
hematopoietic stem cells, fetal neuronal stem cells,
melanocyte stem cells, and mesenchymal stem cells
(or marrow stromal cells).  The last give rise to muscle,
bone, cartilage, and tendons.119–121a  Most stem cells
may arise late in development and function principal-
ly in tissue renewal.122  Among the most abundant are
those of epthelial tissues, whose cells provide 60% of
differentiated tissue types in the mammalian body.123,124

Epidermal stem cells must provide for regular replace-
ment of the outer skin surface (Box 8-F) but must
also provide cells for rapid repair of wounds.125  The
exact locations of epidermal skin cells have been diffi-
cult to find.  The cells appear to be well-protected in
areas deep in the skin.  Some are located in hair folli-
cles.120a,125  Stem cells of plants are present in special-
ized structures called meristems.  A seedling typically
has two meristems, at the tips of the shoot and root,
respectively.126  See Fig. 32-8B.

Cloning of human stem cells is of great medical
interest because of the possibility of replacing defec-
tive cells or tissues.  Tissue engineering may supply
urgently needed differentiated cells for replacement
purposes107,127–128a and may eventually lead to replace-
ment organs.129–131  These efforts must be pursued
with caution, but most researchers see a bright future
for cloning of tissue cells.128,132–134  At the same time
there is nearly universal agreement that nuclear trans-
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plantation cloning of human beings should not be at-
tempted.132,135  One key objection is the near certainty
that many seriously defective human embryos would
be created.

How can we explain a pattern in which one
daughter cell resulting from division of a stem cell
undergoes differentiation while the other remains a
stem cell?  A hypothetical way in which this might
happen is illustrated in Fig. 32-3.  It depends upon
methylation of CpG sequences in DNA (Eq. 27-2).  A
methyltransferase, E1 in Fig. 32-3, would modify a site
in the DNA that controls differentiation by methylat-
ing a base in one of the two strands of a palindromic
sequence  such as a CpG pair (Eq. 27-2).  The mainte-
nance methylase E2 would further methylate the corre-
sponding cytosine in the palindrome in the second
strand.  During tissue growth replication would pro-
duce a hemimethylated CpG in each daughter cell.
These would also be methylated by E2 (upper part of
Fig. 32-3) to complete the replication process.  In con-
trast, a stem cell would need to mark one DNA strand,
e.g., by action of a third methyltransferase (E3) or some
other type of DNA-modifying enzyme.  As depicted
in Fig. 32-3, E3 would add a methyl group to DNA on
some location outside of the palindromic region.  Rep-
lication in this case would yield one hemimethylated
palindome, which would allow one daughter cell to
follow the normal growth and replication cycle.  How-
ever, the other daughter cell would carry the mark

designating it as a stem cell.  The presence of both E1
and E2 in cells would lead to the continuous differenti-
ation of the modified cells from unmodified ones, the
situation found in stem line cells.  A “maintenance
methylase” with the properties of E2 has been identi-
fied (Section A,1).

One question that has been asked is whether the
200 cell types of the vertebrate body all arise as a re-
sult of chemical interactions between cells and hor-
mones and other external signals?  Alternatively, does
a developmental clock count the number of cell
divisions and at the appropriate time turn off one set
of genes and turn on another?136  Methylases as well
as other enzymes might modify DNA at specific times
during development.  For example, a hydrolase might
deaminate the adenine in an AT pair to inosine.  Upon
replication and cell division one daughter cell would
receive an unaltered DNA molecule, but the other
would contain in place of the AT base pair an IC pair.
Following a second replication, a GC pair would be
formed (Eq. 27-20) resulting in AT to GC mutation at
a specific site in the DNA of some of the daughter
cells.  Such a simple change, occurring in response to
an enzyme formed at a certain stage of development,
could alter the expression of genes in a cell.  Schemes
involving palindromic sites and modification enzymes
that could turn off specific genes after a given number
of cell replications have been suggested.136  In fact,
there seems to be little  support for such mechanisms.

Figure 32-3  Hypothetical way of
controlling stem cell replication by
methylation or other marking system.
Methyltransferases E1 and E2 methy-
late the cytosine in a 5'-CpG-3' or
other palindromic sequence.  In freely
replicating cells these two enzymes
keep the CG sequences methylated
on both DNA strands.  In stem cells
another enzyme, perhaps a third
methylase (E3), marks a location
outside the palindromic DNA on one
strand (     ).  Replication leaves the
mark in the duplex, which is retained
in a stem cell.  The other strand will
yield a hemimethylated duplex
allowing the cell to follow the normal
growth and replication pattern.
Based on proposals of Holliday and
Pugh.136
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Transcriptional controls (Section 2) and the sensing of
a cell’s location may provide adequate control.

   If methylation and possibly other covalent modi-
fications of DNA occur, how can one explain the toti-
potency observed for some nuclei of differentiated
cells?  During development of the ovum and the sperm
there appears to be a “resetting” of the developmental
clocks that led to differentiation.  At this time all of the
methyl groups on the CpG pairs of imprinted genes
are removed (Section C,2).25,137  The mechanism is
uncertain.  Perhaps marking of newly replicated DNA
stops.  For example, in the case of the methylated DNA
of Fig. 32-3 if E1 and E2 were absent in the cytoplasm
of the ovum, no further methylation would occur
during subsequent cell divisions.  However, there
may be active enzyme-catalyzed demethylation (see
p.1541).  Other mechanisms of gene silencing are also
known (pp. 1881,1894).138

6.  Apoptosis or How the Tadpole Eats Its Tail

Observers have long been fascinated by the rapid
resorption of a tadpole’s tail as it turns into a frog or
toad.  The process, designated by the Greek word
apoptosis (whose “pop” is pronounced),139 or as pro-
grammed cell death, plays a major role in many
aspects of development in nearly all organisms.140–142

For example, during human development about one-
half of all the neurons generated die.143,144  Unneeded
lymphocytes, some of which produce antibodies or T-
cell receptors directed against a person’s self, are also
killed.  Cells may die accidentally from injuries.  In
many cases the resulting death occurs by necrosis
rather than apoptosis.  Necrotic death is accompanied
by swelling and bursting of the cell and a subsequent
inflammatory response.145,146  In contrast, cells dying
by apoptosis shrink, break into fragments, and are
rapidly eaten by surrounding cells.146a,b  There is no
inflammation.  Because of this it has been difficult to
determine the extent to which apoptosis contributes to
normal development.  Apoptosis is also distinguished
from autophagy, which is intracellular turnover under
starvation conditions.  Cells may need to scavenge
unneeded proteins and organelles, recycling them
within the cell.147

Cells damaged by disease, e.g., dopaminergic neu-
rons in Parkinson disease, may die by apoptosis.147a,b  A
second form of self-destruction occurs when an axon is
cut.147b  Failure of the elaborate network of mechanism
for repair of DNA and maintenance of the genome nor-
mally leads to apoptosis.  In cancer essential steps in the
apoptosis pathway are often  inactivated.147c

Our view of apoptosis (outlined in Fig. 32-4)
changed with the tracing of the origins and fates of all
of the ~ 1000 cells of the nematode C. elegans.13  During
development of the adult worm just 131 specific cells

die by apoptosis.  Studies of mutant worms revealed
mutations in several cell-death (ced) genes.  Three
proteins, encoded by genes ced-3, ced-4, and egl-1, are
essential for apoptosis.140,148  Somewhat surprisingly
worms with defective Ced proteins are apparently
healthy, even though they have 131 extra cells.  On the
other hand, in the fruit fly Drosophila mutations in
similar death genes are sometimes fatal.140

The nucleotide sequence of the ced-3 gene re-
vealed that the Ced3 protein is closely related to the
interleukin-converting enzyme ICE,149–152 which is
discussed on p. 619.  ICE is a member of the caspase
family of thiol proteases (p. 619).  At least 14 different
caspases are found in the human body.  Some of them

Apaf1 Mammalian homolog of Ced4;
component of apoptosome

Apoptosome Cytosolic complex:
Apaf1•caspase-9•cytochrome c

Bcl2 Mammalian homolog of Ced9 protein of
C. elegans; inhibitor of apoptosis

Bcl-2 family Group of regulators of apoptosis, both
inhibitory and stimulatory
(Bad, Bax, Bik, etc.)

CARD

CD95 (AP-1, Fas) One of the most studied death receptors

Ced3 C. elegans thiol protease, related to
mammalian caspase9

Ced4 Activator of Ced3, related to mammalian
Apaf1

Ced9 Inhibitor of Ced3 and related caspases

DD Death domain of a death receptor

DED Death effector domain

DISC Death-inducing signaling complex,
formed in plasma membrane

FADD Fas-associated death domain, an adapter
protein

ICE Interleukin-converting enzyme,
structurally related to Ced 3

TNF Tumor necrosis factor (a family of
cytokines secreted by macrophages)

TNFR Receptors for a TNF family member

TABLE 32-2
Some Components of Apoptotic Systems
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function in apoptosis152a and others in maturation of
pro-inflammatory cytokines.152–155  Most exist as pro-
enzymes, which must be activated by proteolysis.156

The mammalian homology of Ced3 is caspase 9.153,157

The Ced4 protein of C. elegans is an activator for Ced3.
Its mammalian counterpart is called Apaf1 (apoptotic
protease-activating factor 1).153,158  Protein Ced9 is
an inhibitor of apoptosis, which probably protects
the worm from erroneous deaths.159  Its mammalian
equivalents are proteins of the Bcl-2 gene family.142,152a

It is well established that caspases participate in
the final stages of apoptosis (Fig. 32-4), but what ini-
tiates the process?  There appear to be many ways in
which apoptosis can be triggered.  If every cell has a
proper location in the body, which is determined by
signals from adjacent cells, what will happen if the
cell becomes detached?  There is evidence that such
detachment with the loss of survival signals causes
apoptosis.53a,152b  Cell damage is also a major trigger.
In other cases the cell is “instructed” to die.  An exam-
ple is the death of unneeded lymphocytes, one of
many cellular processes induced by cytokines of the
tumor necrosis factor (TNF) family.  To allow for
this process cells have surface receptors of the TNF

receptor (TNFR) superfamily.159a  Some TNFRs are
death receptors, which are called by many
names.142,160–163  One of the best known is CD95164a

(also called Fas164  or Apo1).  CD95 is involved in
death of mature T lymphocytes at the end of an im-
mune response and also in the killing of virus-infected
cells and cancer cells by cytotoxic T cells or NK cells.

Members of the TNF family that activate CD95
(CD95 ligands or CD95Ls) are trimers.  They bind to
the cysteine-rich external domains of the transmem-
brane CD95 molecules inducing them to aggregate
(Fig. 32-4).  The cytosolic portion of each of these death
receptors contain a death domain (DD).  The bundle
of aggregated receptors also bind to an adapter protein
such as the Fas-associated death domain (FADD).156

It is one of many proteins involved in apoptosis
whose structures are known.157,163  The FADD mole-
cule contains a death effector domain (DED), which
associates with a similar domain in the proenzyme
procaspase 8.  A rather large membrane-associated
molecular complex, the death-inducing signaling
complex (DISC; Fig. 32-4), is assembled in this
way.161,165  Oligomerization of the procaspase domain
causes activation via self-cleavage to give active

Figure 32-4  Sketch illustrating
only a few of the many aspects
of apoptosis in a mammalian
cell.  Emphasis here is on the
death receptor pathways and
cytochrome c-activated apopto-
sis.  A third pathway is initiated
by stress in endoplasmic reticu-
lum membranes.  In addition,
attack by cytolytic T cells some-
times causes apoptosis by action
of a granzyme on protein Bid or
via a death receptor.  Objects in
scheme are not drawn to a single
scale.
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caspase 8, which initiates the apoptotic response.
Other “upstream” caspases (caspases 2, 9, and 10) also
participate in initiation of apoptosis.  In contrast,
caspases 3, 6, and 7, the “executioner caspases,” are
thought to participate directly in demolition of the
cell.154  A caspase-activated DNase also participates by
degrading DNA.166,167

A second major pathway of activation of apoptosis
depends upon mitochondria.  Various stresses such as
lack of needed growth factors, exposure to ultraviolet
light, or other apoptosis-inducing signals apparently
open pores or gates in mitochondrial membranes
allowing materials that would promote apoptosis to
flow out into the cytoplasm and stimulate the effector
caspases.167a  This possibility was supported by the
discovery that cytochrome c stimulates apoptosis.168

Cytochrome c is a small protein, which is present in
inner mitochondrial membranes in a 1:1 ratio with
other electron carriers.  It is more mobile and less
tightly bound than the other components.  It carries
electrons from complex III to cytochrome c oxidase
within the intermembrane space (Fig. 18-5).  As a
result of apoptotic stimuli cytochrome c rapidly flows
out of the intermembrane space into the cytoplasm
both interfering with respiration and triggering other
changes in the cell.169–172  The outflow of cytochrome c
may occur via the mitochondrial porin VDAC (p. 1047)
or under some circumstances via the mitochondrial
permeability transition pore (PTP; p. 1049).173  Within
the cytosol the escaped cytochrome c, together with
caspase 9  and Apaf1, forms a large multimeric com-
plex (cytc • caspase 9 • Apaf1) called an apoptosome.
The apoptosome catalyzes activation of caspase 3,
initiating the caspase cascade.

Control of the gates or pores by which cyto-
chrome c escapes from mitochondria is poorly under-
stood.171,171a,173  Whereas in C. elegans a single protein
Ced9 has been identified as an inhibitor of apoptosis,
vertebrate animals have a large family of proteins that
are related to the Ced9 homolog Bcl-2.157,174  Of these
Bcl-2 and Bcl-xL inhibit the flow of cytochrome c out of
mitochondria, but several other members of the family,
e.g., Bad, Bid, Bik, and Bax, promote apoptosis.152a,175,176

Bad carries a signal that indicates a lack of growth
factor stimulation.  Bid carries a death message from
QD95R and other death receptors.  Bax carries a signal
from p53 (Fig. 11-15) indicating unacceptable DNA
damage.  However, a truncated form of Bax may pre-
vent apoptosis of neurons.177  In every one of these
pathways there are many complexities.  In one of the
best known pathways Bid is cleaved by caspase 8 to
form a 15-kDa fragment t-Bid that becomes an integral
membrane protein in the outer membrane of mito-
chondria.  There it promotes the release of cytochrome
c (Fig. 32-4).178

A quite different source of apoptotic signals are ER
membranes, which respond to stress by releasing Ca2+

ions that activate caspase 12 (Fig. 32-4).179  Yet another
type of apoptosis is sometimes induced by granzyme
B (p. 610), which is released from cytolytic T cells.180–182

B. Differentiation in Prokaryotic Cells and in
Simple Eukaryotes

Every species undergoes developmental changes.
Only a few of these will be considered here briefly.

1.  Bacteria

Although they are usually regarded as unicellular,
some bacteria develop more than one type of cell,83

and some even form colonies with filamentous
growth183,184 or other distinct morphology.185  Many
bacteria alter their development in response to chang-
es in environment.  For example, unfavorable condi-
tions lead bacteria such as Bacillus subtilis to form
compact endospores inside the vegetative cells.83,184

Many other bacteria including E. coli divide symmetri-
cally.  This fact also poses a question.  How does a cell
locate its center and divide?  The answer is only par-
tially understood.  In all kinds of bacteria a protein
known as FtsZ (filamentation temperature-sensitive
protein Z), a GTP-binding protein homologous to
eukaryotic tubulins (Fig. 7-33), is essential.  Prior to
division FtsZ accumulates as a septal ring at the
center of the E. coli cell.  Contraction of the ring is
thought to be an essential step in cell division.186–188

The FtsZ ring nucleates a growing complex of eight
additional proteins known as FtsA, T, K, L, N, Q, W,
and ZipA.  While ZipA is not highly conserved among
bacteria, in E. coli it is the first protein to add to the
FtsZ ring.187,189  ZipA is somewhat related to eukary-
otic actin.  Another group of proteins is also needed
for location of the midcell plane.  These are known
as MinC, MinD, and MinE.  A MinC•MinD complex
inhibits potential binding sites for FtsZ.  MinD is an
ATPase, which structurally resembles the Fe protein
of nitrogenase (Fig. 24-2) and appears to propel the
MinC•MinD complex in an oscillatory fashion from
pole–to–pole.190–193  This behavior is not understood,
but in some manner the 10-kDa MinE is able to over-
come the inhibition and bind to FtsZ initiating divi-
sion.  Division in E. coli follows DNA replication by
a constant time period (20 min at 37°C).  The timing
apparently depends upon diadenosine 5'-tetraphos-
phate (Ap4A), which acts as a signal to couple division
to replication.194

Bacteria with stalks. Caulobacter crescentis
spreads to new areas while retaining a presence at
home.  As is illustrated in Fig. 32-1, asymmetric divi-
sion produces two distinctly different cells.  One, like
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the maternal cell, has a stalk, while the other has a
rotary flagellum with which it travels.  In time the
motile “swarmer” cell sheds its flagellum and under-
goes metamorphoses into a stalked cell.  What controls
this process?  There is apparently a two-component
system similar to the one that controls flagellar move-
ment (Fig. 19-5).  Two sensor histidine kinases phos-
phorylate a central response regulator CtrA.195,195a,b

This represses initiation of replication in the swarmer
cells as well as transcription of the cell division gene
ftsZ.  As mentioned on p.1094 changes in DNA methyl-
ation may also occur.  Flagellar biosynthesis and other
steps of differentiation then occur in the swarmer cells
but not in the stalked cells in which normal growth
and replication take place.196–201  Action of proteases is
also essential.202

Sporulation.  Bacteria of the genera Bacillus and
Clostridium form metabolically inert spores when
deprived of adequate nutrients (Fig. 32-1).83,203,204

Bacterial spores are remarkably resistant to heat and
can survive boiling water for prolonged periods.
Their metabolic rate is essentially zero, but they can
be revived and can grow even after many years.  For
example, bacteria have been grown from a 118-year
old can of meat.  Some data suggest that spores can
survive for no more than ~1000 years, but recent re-
ports, not yet fully verified, say that spores have sur-
vived when embedded in salt crystals for 250 million
years.203,205  At the onset of sporulation the synthesis
of ribosomal RNA is turned off completely, and new
classes of mRNA are made.  More than 50 genetic loci
are affected by mutations that cause spore formation.
As was mentioned in Chapter 28, one or more specific
forms of the 70-kDa σ subunit of RNA polymerase
(Chapter 28, Section A,2) are produced and direct the
initiation of the new mRNA molecules encoding new
proteins.204,206–209  Prior to asymmetric cell division the
first of the new σ factors, σF, is formed together with
two regulatory proteins, Spo0A and Spo0B.  Spo0B, a
protein kinase, phosphorylates Spo0A, inactivating
it.210  SpoAB also forms an inactive complex with σF.
After asymmetric cell division σF remains inactive
in the mother cell but is released in the prespore by
action of Spo0E.  This is a membrane-bound phos-
phatase, which dephosphorylates Spo0A-P, allowing
it to form a complex with Spo0B with release of σF.
Another protein, SpoIIIE, appears to direct one copy
of the replicated DNA into the forespore.211  The σF
factor then directs the transcription of genes in the
forespore.  In contrast, σE is produced only in the
mother cell.

One of the most striking metabolic changes in
metabolism during sporulation is the accumulation
of large amounts of dipicolinic acid (Fig. 24-14).  This
requires the appearance of at least one new enzyme.
In addition, as the spores develop the bacteria take up

large amounts of Ca2+ and substantial concentra-
tions of Mn2+ and other metal ions.  In many bacteria
3-L-sulfolactic acid is also formed.

These components account for the following percent-
ages of the total dry weight of spores of B. subtilis:
dipicolinic acid, 10%; sulfolactic acid, 3–6%; Ca2+,
3%; and Mn2+, 0.3%.  It is often suggested that the
dipicolinic acid and other ions protect the proteins
from denaturation.  However, the heat resistance may
arise from the maintenance of the core of the spore in a
highly dehydrated state.212  When conditions become
appropriate for growth again, the spore germinates,
and the bacterium again follows the cell growth and
division program.

More complex alternative developmental pro-
grams are followed by colonial forms of bacteria such
as the myxobacteria.  The life cycle involves aggrega-
tion of cells and formation of fruiting bodies as well as
sporulation.185

Signaling among bacteria.  Even bacteria re-
spond to signals from other bacteria.  Individuals of
a single species often react by secreting pheromones
called autoinducers using a process called quorum
sensing.  Among the responses are swarming of cells,
emission of light by luminous bacteria, synthesis of
antibiotics, and formation of biofilms.  As mention on
p.1758, autoinducers used by gram-negative bacteria
are often N-acetylhomoserine lactones.213–215  A furano-
syl borate diester (see Box 11-F) may be a more nearly
universal autoinducer.216  Programmed cell death can
also be observed among bacterial populations.217

2.  Yeasts

The budding yeast Saccharomyces cerevisiae and the
fission yeast Schizosaccharomyces pombe are the best
known fungi.  Although they usually grow as individ-
ual cells, they can grow with a filamentous form under
some conditions.218  Other yeast, notably Candida
albicans, are important pathogens and can also grow in
either yeast or pseudohyphal filamentous forms.219,220

Like E. coli, S. pombe undergoes symmetric cell divi-
sion.  However, the strong β(1→3) linked glycans with
their β1→6 crosslinkages, mannose polysaccharides,
and chitin provide a cell wall very different from
those of bacteria.221  Cells of S. pombe grow mainly at
their tips and begin early in mitosis to form a ring of
actomyosin and other proteins at the center.  This
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corresponds to the mammalian contractile ring.  At
the end of anaphase the ring contracts, and the septum
that separates the two cells develops.222–223a  In both
types of yeast the septum is rich in chitin, which is se-
creted from the cell membrane or from vesicles known
as chitosomes.  After the septum is fully formed and
thickened, a chitinase partially hydrolyzes the chitin
releasing the cells.  In S. cerevisiae the cell division is
asymmetric.5,221  The position of the bud seems to be
directed by the actin cytoskeleton.

All fungi form spores (gametes) during their
haploid stage, which follows meiosis (Fig. 1-10).  The
transcriptional program for S. cerevisiae involves at
least four sets of genes, which are transcribed consecu-
tively.  During spore formation the mRNA levels of
more than 1000 of the ~6200 protein-encoding genes
are changed.  About 50% are elevated and ~50% are
depressed.224  The mating type changes in the haploid
state have been mentioned on p. 1574.  Similar mating
and sporulation pathways are observed for S. pombe.225

3.  The Cellular Slime Molds

The life cycle of Dictyostelium discoideum is de-
scribed briefly in Box 11-C.  About 105 individual
amebas aggregate to form a moving “slug” in response
to the chemoattractant cAMP.  Some other species of
Dictyostelium are attracted to a folic acid derivative
or to the ethyl ester of N-propionyl-γ-L-glutamyl-L-
ornithine-δ-lactam.226

In all cases the cells also utilize cAMP as an internal
second messenger.  For D. discoideum the components
of the chemotactic-aggregation system include a
41-kDa cAMP receptor on the outside, adenylate
cyclase, an extracellular diesterase that specifically
hydrolyzes the cAMP to AMP, and a diesterase inhibi-
tor protein.35,227–230  The inhibitor keeps the phospho-
diesterase largely inactive initially, but when cAMP
concentrations build up synthesis of the inhibitor is
repressed and the cAMP is hydrolyzed, a necessary
condition for retaining sensitivity of the receptors for
the arriving pulses of cAMP.

The slug of aggregated amebas continues to move
and to undergo differentiation into two cell types:
about 80% of the cells become pre-spores and the
remaining 20%, which are at the “head” of the slug,

become pre-stalk cells.  The front-to-back gradient
of cAMP within the moving aggregate seems to be
involved in differentiation.  However, another “differ-
entiation-inducing factor” as well as NH3 may be
involved in the formation of stalk.230  As the aggregate
forms, the cells become cohesive, an 80-kDa surface
glycoprotein being involved.231  Later other adhesive
discoidins, 24- to 27-kDa RGD-containing galactose-
binding lectins,232 also participate in holding the
colony together.  Some cells begin to produce cellulose.
Trehalose is also formed and is stored in the spores.
New enzymes have to be made to synthesize these
materials.  An alternative developmental pattern for
some strains of Dictyostelium is formation of macro-
cysts between cells of two different mating types.  A
diffusible 12-kDa inducing factor appears to be re-
leased by cells of one strain.233

4.  The Hydra

A well-fed hydra (Fig. 1-13) appears immortal.  Its
body cells are sloughed off and replaced at a steady
rate so that within a month or so its body has been
completely renewed.35  The hydra contains only ten
cell types.  These include two kinds of stem cells that
give rise to the ectodermal and endodermal cells of the
body wall as well as small interstitial stem cells (Fig.
1-13) that differentiate nerve cells, germ cells, and the
nematocytes or stinging cells.  Of the ~105 cells in a
hydra about 3600 are interstitial stem cells.  Each day
they generate 400 nerve cells and 1800 nematocyte
precursor cells as well as 3500 new interstitial cells.
The nematocyte precursors move up the body of the
hydra and take up residence in the tentacles.  Their
movement is thought to be guided by chemotaxis.
The head activator peptide (Table 30-5), which was
identified following isolation from 3 x 106 hydras
(3 kg),234 diffuses from the foot end of the animal
forming a gradient.  A foot activator may diffuse from
the opposite end.  The interstitial stem cells of hydra
also give rise to clones that develop into the gametes.
Female hydra always develop female gametes, but
stem cells of male hydra give rise to both male and
female gametes.235  This sex switching is reminiscent
of the mating type variation of yeast.

5.  Cell-Constant Animals

While the hydra is almost immortal as a result
of the continuous differentiation of its stem cell lines,
other small invertebrates follow a very different course
of development.  Both the rotifers and the annelid
worms (Fig. 1-14) tend to have a constant number of
cells in the adult body.  The entire developmental
program is specified genetically in strict detail.
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The one millimeter long adult nematode Cae-
norhabditis elegans contains only 959 somatic cells.  The
lineal descent of all of these has been traced.236–240  The
development follows an almost exactly defined path-
way with 113 programmed cell deaths during forma-
tion of the 558-cell newly hatched larva.  In addition,
each adult worm contains 302 neurons that make
about 8000 synapses.  This little nematode also has an
alternative developmental pathway.  The larvae shed
their cuticles in four consecutive molts.  If the food
supply is inadequate, they enter a persistent nonfeed-
ing state in which they may survive for months and
are able to resume development when conditions are
appropriate.241

C.  Development of Animal Embryos

The shapes and body plans of animals vary enor-
mously.  Consequently, the study of embryonic devel-
opment of sea urchins, insects, frogs, chickens, mice,
and humans might appear to lead to quite unrelated
conclusions.  However, there are many similarities as
well as variety.

1.  Germ Cells and Gametes

Throughout the animal kingdom from protozoa to
human beings sexual reproduction predominates.  It is
true that there are about 1000 species that reproduce
asexually.242,243  Among them are ~ 350 species of all-
female rotifers242 and even a species of tiny mites, all
of which are haploid females.244  Nevertheless, sex
seems to have conferred some advantage on most
species.  There are two thories that may explain this:
(1) Sex brings different combinations of genes together,
allowing especially favorable combinations to survive,
when changing conditions make life difficult.242  (2)
Sex helps to remove deleterious mutations from a
population.243  A large fraction of human fetuses (at
least 10–25%) contain an “incorrect” number of chro-
mosomes and as many as 20% of oocytes are defective.
In contrast only 3–4% of sperm are chromosomally
abnormal.  Female meiosis I appears to be highly
error-prone.243a  Abnormal fertilized eggs or embryos
are eliminated later in development.

Sex determination.  The sex of an individual is
determined by the chromosomes.  In humans and
other mammals presence or absence of a Y chromo-
some determines the sex.  However, in many organ-
isms including C. elegans and Drosophila this is not
true.  Although Drosophila males like human males are
XY, it is the ratio of the number of X chromosomes to
the number of sets of autosome (A) that determines
the sex.  This is also true for C. elegans, which has no

Y chromosomes.244,245  Apparently because of the dif-
fering ratios of X:A in the two sexes, organisms utilize
a variety of dosage compensation methods.  In cells
of human females only one X chromosome is active.
In Drosophila the rate of expression of genes from the X
chromosome is roughly doubled in males.245–248  In C.
elegans the expression from both X chromosomes of the
(hermaphroditic) female is roughly halved.245,246,249,250

The biochemistry underlying these processes is quite
complex.

The mammalian Y chromosome.  The basic plan
of the gonads prior to differentiation is female.  How-
ever, if a Y chromosome is present (or if genes from
a Y chromosome have been translocated to other loca-
tions) testes develop and begin to secrete androgen
as early as the 60th day of gestation.  A male-specific
DNA sequence, SRY (sex determining region Y),
constituting the gene for the testes-determining fac-
tor, is located in the small arm of the Y chromosome
(Fig. 32-5).251–253  A small pseudoautosomal segment
at the end of the short arm of the Y chromosome car-
ries other genes and undergoes crossing-over during
meiosis.254,255  The SRY gene lies between this and
the centromere.  The SRY protein is a member of the
HMGA subgroup of HMG DNA-binding proteins
(p. 1535).256,257  It binds tightly to the sequence
AACAA(A / T)(G /C) broadening the minor groove
of the B-DNA and bending the DNA by more than
70°.252,258,259

Both SRY and the related SOX proteins are critical
developmental regulators.260  In early fetal life the
mammalian embryo contains an indifferent gonad,
able to differentiate into either a testis or ovary.  Adja-
cent to the gonad are two simple ducts, the Müllerian
(female) and Wolffian (male).261  In the male SRY acts
in the developing gonads to induce differentiation into
the Sertoli cells of the testis.  In the mouse the Sry gene
is active for only a brief period about ten days after
fertilization.  During that period cells of the genital
ridge start to differentiate.  In the absence of protein
SRY they develop into the female follicle (granulosa)
cells but in the presence of SRY into Sertoli cells.252,262

This is, in part, a result of production of the Müllerian
inhibitory substance (MIS), which induces regres-
sion of the Müllerian duct, and later production of tes-
tosterone.  MIS is a glycoprotein of the TGF-β family.
Binding of SRY to a site in the Mis gene promoter
appears to be involved in activation of the Mis gene.252

Recent evidence points to a role for both SRY and SOX
proteins in pre-mRNA splicing.260  At least 25 other
genes are also involved in spermatogenesis in the
mouse.263  Many of these testis-specific genes have
completely unmethylated CpG sequences.264,265  For
example, a cAMP-responsive element present in a
promoter sequence for a testis-specific subunit of
pyruvate dehydrogenase must be demethylated for

C.  Development of Animal Embryos
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transcription to occur.  The developing germ cells
interact with the surrounding Sertoli cells at every
stage both through direct cell–cell contacts and via
secreted signals.266  Interstitial cells of the testis differ-
entiate into Leydig cells, which secrete testosterone,
promoting development of the Wolffian duct.261  A
small population of germ-line stem cells provide for
continuing spermatogenesis.  In Drosophila their self-
renewal depends upon signals from special hub
cells.115,267  Other proteins needed for normal male
development include the X-linked androgen receptor,
whose absence causes testicular feminization, and
dihydrotestosterone reductase (Chapter 22).

The development of spermatozoa is unlike that of
somatic cells.  Extensive reorganization of chromatin
occurs under the direction of cis-regulatory elements
that are controlled by cells of the testis.267a  Among
specialized proteins that are synthesized is a testis-
specific polyadenylate polymerase.267b  During the
remodeling histones are replaced by arginine- and
cysteine-rich protamines.267a–c  In mammals this oc-
curs in two stages.  Small intermediate proteins (TP1
and TP2) replace histones in the first stage and are
displaced by protamines in the second.267a,d  Sulfo-
lipids, which are also present in myelin, are essen-
tial to spermatogenesis.267e  Both the sphingolipid
3-sulfogalactosylceramide and seminolipid, a sulfate
ester of monogalastosylalkylacylglycerol (structure on
p. 387) are present in large amounts.  However, their
functions are not clear.

Selenium plays a special role in development and
protection of spermatozoa (Chapter 15).  The seleno-
protein phospholipid hydroperoxide glutathione
peroxidase (PHGPx; Eq. 15-58, Table 15-4) has a high
activity in the testis and in spermatids.  However, in
mature spermatozoa it forms an enzymatically inac-
tive oxidatively crosslinked capsular material around
the midpiece of the cell perhaps providing mechanical
stability.268  A similar 34-kDa selenoprotein is present
in sperm nuclei and may be essential for condensation
of DNA.269  Sperm tails contain specialized cytoskele-
tal proteins which form “outer dense fibers.”270  In
contrast to mammalian spermatozoa, nematode sperm
move by ameboid motility that depends upon a spe-
cialized actin-like molecule.271  Sperm cells are unusu-
ally rich in polyamines, most of which are bound to
RNA and DNA (Chapter 24).

The X chromosomes.  The phenomenon of X
chromosome inactivation in mammalian female cells
is closely related to imprinting, which has been dis-
cussed in Section 1.  The inactivation process is quite
complex.  It involves methylation of 5'-CpG-3' se-
quences of DNA, as is described in Chapter 27, Section
B,6.  It also depends upon an inactivation center,
the Xist gene, which is expressed only from the inacti-
vated Xi chromosome, whose Xist DNA is unmethyl-
ated.  On the Xa chromosome this DNA is methylated,
and the gene is silent.272  The Xist transcript is a
long RNA that may bind to and coat much of the Xi

Figure 32-5  Schematic diagram showing crossing-
over between the human X and Y chromosome.  The
pseudoautosomal segment is that part of the X-Y
bivalent where there can be X-Y exchange by crossing
over.  X-Y homology in this segment is maintained by,
and may be necessary for, this crossing over.  There is
always one “obligatory” X-Y crossover, whose position
varies.  The length of the X-Y pairing segment varies
with meiotic stage and can extend well beyond the
pseudoautosomal segment into the Y long arm.  Much
(perhaps all) of the synaptonemal complex formed
outside the pseudoautosomal segment represents non-
homologous pairing.  From Burgoyne.254
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DNA.19,21,273–275  The associated chromatin is enriched
in a variant of histone H2A and is underacetylated on
the tails of histones H2A, H3, and H4 (Fig. 27-4).  Also
noteworthy is the fact that not all genes on Xi are
inactivated.  As many as 19% escape this control.276

Another gene Tsix, which is adjacent to Xist in the
DNA, is also involved. Tsix encodes an RNA that is
antisense to the Xist transcript21,275,277 but is transcribed
from the active X chromosome Xa. One hypothesis is
that the Xist transcript causes X inactivation and that
the Tsix transcript acts in an opposite way to favor
activation of the chromosome.  A transcription factor
known as CTCF has been identified as a possible
regulator of the inactivation process.21,277  This is a
trans-acting factor that is encoded on a chromosome
other than X or Y.  The process also depends upon
methylation of histone H3.278  Methylation of H3 may
also be a factor in gene silencing in other organisms.279

CTCF also regulates a number of other genes, e.g.,
those of the globin gene cluster (Fig. 27-10).  It binds to
60-bp sequences, perhaps in enhancer elements.

2.  Development of the Ovum

 In the early mammalian female embryo the ab-
sence of the Müllerian inhibitory substance MIS per-
mits continuing development of the Müllerian duct,
while the absence of testosterone permits the Wolffian
duct to degenerate.  However, positive developmental
signals are also required.  Among these is the protein
Wnt-4, a member of a large family of locally acting
signal molecules (Section 4).  Wnt-4 may be needed
both for oocyte development and for further suppres-
sion of male development.261

The earliest studies of oocyte development were
done with sea urchins (often S. purpuratus) and with
amphibians (often the South African clawed toad
Xenopus laevis) whose eggs are as much as 1000 times
larger than those of mammals.280  However, despite
the differences in size, modes of fertilization, and
ovary development, oocytes of nematodes, sea urchins,
frogs, insects, and mammals have much in common.
Oocytes of C. elegans and of most other animals under-
go a temporary arrest in development  at the prophase
stage of the first meiotic division (Fig. 26-12).13,281–283a

At this stage oocytes transcribe many genes.  In some
species chromosomes may develop a “lampbrush”
appearance (Fig. 27-6) as a result of the transcriptional
activity.  Many mRNA molecules are stored in the
expanding cytoplasm.  Proteins are also synthesized
and stored.284  Among these are specialized proteins of
yolk granules and proteins used to construct an outer
egg coat.  Surrounding follicle cells also contribute
nutrients to the oocyte.284a  In insects, whose early
embryonic development has some special characteris-
tics, 16 surrounding nurse cells are connected to the

oocyte by cytoplasmic bridges.285,286

Oocytes may remain in arrest at the beginning
of meiosis for prolonged periods before continuing
through the maturation stage to form an ovum (egg).
Women and other female mammals are born with
thousands of oocytes, but only a few at a time develop
into eggs.  Maturation is often delayed until sexual
maturity, when it is stimulated by hormones.13  In X.
laevis progesterone stimulates maturation.282,287  In C.
elegans and many other animals a signal from a sperm
cell is needed to induce maturation.281,283  Maturation
of the oocyte is often arrested again, this time at meta-
phase of the second meiotic division.  Transcription is
halted, and protein synthesis is slowed.  Fertilization
then induces rapid completion of meiosis.  Penetration
of the sperm leads to “activation” of the egg and com-
pletion of meiosis.  In lower organisms activation can
often be carried out by chemical or physical treatment
in the absence of a sperm cell, with formation of par-
thenogenetic offspring.

3.  Fertilization

Fertilization of the egg is a biochemically complex
process.35,288  It involves recognition of sperm and egg,
often in a species-specific manner.289  The jelly layer
around sea urchin eggs contains peptides such as the
sperm-activating peptide (speract; Table 30-4),
which stimulates increased respiration and motility of
the sperm cells.290  Additional chemotactic peptides
may also be released from the jelly layer of inverte-
brate eggs.  Chemoattractants for vertebrate eggs are
less well known, but a 21-kDa sperm attractant protein
from X. laevis egg jelly has been characterized.291  Both
in sea urchins and in mammals the jelly layer, which is
called the zona pellucida, contains sperm cell recep-
tors.288,292–295  These are glycoproteins that interact
with proteins (spermadhesins)296 of the sperm cell
membrane.  One of these is the integrin-associated
CD9, an integral membrane protein.297,298  Penetration
of the sperm through the zona pellucida often involves
a large specialized secretory vesicle, the acrosome, as
well as the enzyme hyaluronidase.298a  In some species
the acrosome releases a large amount of monomeric
G actin, which polymerizes suddenly into a tube of
polymeric F actin, which in some way assists the
penetration of sperm.35  In the horseshoe crab Limulus
polyphemus the acrosome in an unactivated sperm
cell contains a twisted bundle of as many as 120 cross-
linked actin filaments.  When the sperm is activated
by contact with the jelly coat of the egg, the acrosome
straightens into a 50-µm-long crystalline bundle,
which is driven into the egg coat.299  Of importance to
all types of sperm cells are proteases and other materi-
als that are also released from the acrosome and which
help to etch a hole that allows the sperm to enter the

C.  Development of Animal Embryos
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A B

Figure 32-6  Cleavage and gastrula
formation.  (A)  Fertilization and cleav-
age of an amphibian egg is illustrated at
the left.  Spiral cleavage, usual among
molluscs and other annelids,309 is also
shown.  The gastrula might be from an
echinoderm or some lower invertebrate.
(B)  An egg of the fruitfly Drosophila
melanogaster, showing early develop-
ment.  Anterior –posterior and dorsal–

ventral axes are labeled.  After Nüsslein-
Volhard (after a drawing by Laurie
Grace).9

ovum.300,301  The acrosome reaction also activates the
egg, a process that may depend upon NO.302  In the
sea urchin the acrosome contains a large amount of
the protein bindin, which mediates a species-specific
adhesion of the gametes and presumably fusion with
the egg membrane.302a

Fusion of the sperm membrane with that of the
ovum causes a rapid depolarization of the membrane
of the ovum and an influx of calcium ions.303,304  This
causes an immediate block to the entrance of any other
sperm cells in most species.  It also causes the fusion

of the membranes of cortical granules (several thou-
sand in a mouse ovum) with the cell membrane and
release of their contents.305  The material released to
the outside of the ovum includes various proteins and
enzymes such as a peroxidase that catalyzes crosslink-
ing of tyrosine side chains (Chapter 25) and hardens
the material immediately around the ovum into a
tough fertilization membrane.  Within the ovum a
respiratory burst resembling that of activated neutro-
phils (p. 1074) provides H2O2 to the peroxidase.

Fertilization also induces completion of meiosis
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and formation of a one-cell embryo containing a
maternal pronucleus contributed by the egg and a
paternal pronucleus derived from the sperm.  Each
pronucleus undergoes DNA replication and then
enters the first mitosis, which yields a two-cell embryo
containing one diploid zygotic nucleus per cell.283,306

Under the influence of the cyclin-dependent kinase
cdc2 (see Eq. 26-3) and a hyperphosphorylated form
of the protein nucleoplasmin, the chromatin of the
compact sperm nucleus undergoes decondensation.
The sperm basic proteins that coated the DNA are
replaced by histones H2A and H2B.307

Although an amphibian egg is nearly spherical,
there is already a strong polarity.  The nucleus lies
nearer to the animal pole than to the vegetal pole,
which in many eggs is rich in yolk granules.  In eggs of
amphibians the animal pole is highly pigmented, but
the vegetal pole is less so.  On one side above the
equator, there is a gray crescent.  In some animals this
marking appears on the opposite side of the egg from
the point of sperm cell entry (Fig. 32-6).  The gray cres-
cent marks the future back (dorsal) side of the organ-
ism and the opposite part of the cell, the future ventral
side.280  The point of sperm entry also marks the ven-
tral side for the mouse, a fact that suggests that the
plan of development of mammalian embryos may be
basically the same as that of frogs.308  However, it is
the internal components of the cell that actually deter-
mine the cell’s axes.  The cytoplasm of the mature
ovum contains an unequal distribution of many mate-
rials with a well-developed bilateral symmetry.  That
this distribution is important is seen from the fact
that centrifugation of eggs prior to fertilization often
leads to formation of abnormal embryos because of

displacement of preformed ribosomes and other mate-
rials.  It is probably gradients in the concentrations of
dormant mRNAs284 and other metabolites that lead to
uneven growth of cells and to the indentation of cells
at the vegetal pole, a process that initiates the forma-
tion of the endodermal layer of the gastrula (Fig. 32-6).
In insects the polarity of the developing ovum (the
oocyte) is established by the cytoplasmic bridges from
surrounding nurse cells, which are asymmetrically
arranged (Fig. 32-6B).285

4.  Embryonic Development

The fertilized (activated) ovum rapidly undergoes
several mitotic divisions, known as cleavage, during
which no overall growth occurs.  The number of cells
increases and the DNA replicates at each division, but
the overall size of the resulting cell cluster is the same
as that of the original ovum (Fig. 32-6).  Further devel-
opment leads quickly to a stage in which a layer of
cells (called blastomeres at this stage) surrounds an
internal cavity forming a blastula.  In the sea urchin
the blastula, which is released from its protective
fertilization membrane ~11h after fertilization,310a

consists of a single layer of cells  In frogs and many
other organisms there are two or more layers.  In X.
laevis about 4000 cells are formed in eight hours.307,310

In mammals a solid cell mass (morula) forms first and
is later transformed to a blastocyst, a hollow ball with
an internal cavity.

Early mammalian development has been hard to
study because of two facts: the ovum is very small, and
a first priority is development of the placenta and of
the layers of tissues that surround the embryo.308,311,312

This occurs in humans within the first week after fer-
tilization.  Both the trophectoderm and cells of the
inner cell mass (Fig. 32-7) contribute to the extra em-
bryonic tissues.

Development of a mouse beyond the one-cell
stage is dependent upon a regulatory gene of the Oct
family (see p. 1631).  The Oct-3/4 protein, which binds
specifically to the DNA motif 5'-ATTTGGAT, consists
of two domains, both of which are essential for tight
binding to this sequence.  One domain is a 75-residue
POU domain that consists of a helix–turn–helix motif
with an amino acid sequence that is highly conserved
among mammalian Pit and Oct regulatory proteins
as well as some Unc proteins of C. elegans.313  The
second domain is a 60-residue homeodomain (see
p.1900).313,314  Oct-3/4 appears to be essential not only
for cleavage of a one-cell egg but also for progression
from a two-cell to a four-cell egg (Fig. 32-7) and also in
other embryonic cells.315  Up to the two-cell stage very
little transcription of zygotic genes is observed but
further development requires zygotic genes and by the
8-cell stage protein synthesis from maternal mRNAs

Figure 32-7  Expression pattern of Oct-3 mRNA during
mouse development.  The green boxes indicate those stages
in which Oct-3 is expressed, while the white boxes at the
right indicate all types in which little or no Oct-3 mRNA is
formed.  After Rosner et al.314
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ends.283  Oct-3/4 continues to be synthesized in the
embryo and is necessary for establishment of pluripo-
tent stem cells in the embryo.315

Development in Drosophila and other insects fol-
lows a somewhat different pathway, as is indicated in
Fig. 32-6B.  The egg, which is surrounded by follicle
cells and 16 nurse cells, does not divide.  However,
its nucleus divides repeatedly, about once every nine
minutes, to form ~6000 nuclei.  Only then do separat-
ing membranes form to give individual cells.9,285,316,317

During the first two hours the nuclei form a syncy-
tium, in which they are embedded in a common
cytoplasm, that allows free diffusion of signaling com-
pounds.  At first the nuclei are in the center, but later
most migrate to the periphery and form a single layer
of cells comparable to the blastoderm of amphibian
cells.  A few nuclei remain in the central cavity to
become yolk cells, and some at the posterior pole
become separated into pole cells.

The next stage in embryo formation, which occurs
universally, is the invagination of the blastula at the
vegetal pole to form a gastrula.  At this stage the
embryo has distinct ectoderm and endoderm cell
layers.  The cavity, formed in the gastrulation process
and connecting to the outside, is referred to as the
archenteron and is the forerunner of the gastrointesti-
nal tract or enteron.  Gastrula formation is more com-
plex in the frog embryo and still more so in the human
embryo.  In all but the most primitive of animals a
third layer of mesosomal cells is formed between the
endoderm and ectoderm.  These three germ layers
differentiate further as follows.  The ectoderm yields
the skin and nervous sytem; the mesoderm the skele-
ton, muscles, connective tissues, and circulatory sys-
tem; and the endoderm the digestive tract, lungs, and
other internal organs and germ cells.

Organ development occurs largely by infoldings
of cells from the endoderm and ectoderm.  These in-
foldings appear to be induced by chemical substances
secreted by cells of an adjacent germ layer.  Thus,
ectodermal cells form the neural plate, the prospec-
tive brain, and spinal cord in response to induction by
mesodermal cells lying beneath the neural plate area.
The mammary glands also arise from interactions of
mesodermal and ectodermal cells, while the formation
of the pancreas, liver, and lungs depends upon inter-
actions of groups of cells from endoderm and meso-
derm.  Because of their transparency zebrafish are
especially useful for study of organ formation.318–321

During the early stages of embryo growth, devel-
opment seems to be directed largely by the polarity
and gradients of the large amounts of mRNA, yolk
and other constituents, which form a prepattern in the
ovum.321a  However, even at very early stages signal-
ing from the nucleus of the ovum to surrounding cells
is a necessary part of establishing the cell axes and
developmental pattern.

The anterior–posterior axis.  Only recently has
it become possible to identify some of the specific
mRNAs, the signaling molecules, and receptors that
are involved in establishing the principal axes of the
ovum (Fig. 32-6).  Even for this aspect of development
the genetic program is very complex, there are many
uncertainties, and the details go far beyond the scope
of this book.  Much of the most important work has
been done with Drosophila for which numerous mu-
tants have been identified and characterized.  Many
names of genes and of proteins are derived from a
description of the phenotype of a mutant fly.  These
same names are often used for the corresponding
genes or proteins in other organisms.  However, a
protein may be known by more than one name,
depending upon the species.

A Drosophila mother deposits mRNA for ~80% of
all of her genes in the egg, but not all of the encoded
information is used.  Because genetic experiments can
be done so readily with Drosophila, it is possible to ask
what maternal effects do come from this mRNA and
what effects come from the genes of the zygote.9,88,316

For example, the bicoid mRNA that accumulates at the
anterior end of the Drosophila egg is produced by nurse
cells and is transported into the ovum.  If the mother
has defective bicoid genes the eggs die.  A normal bi-
coid gene present in the father does not prevent death.
Another maternal effect protein is encoded by nanos,
whose mRNA accumulates at the posterior pole of the
ovum.  The maternal torso gene, which acts on follicle
cells, is also needed for the anterior–posterior axis
formation.316  About 30 of these maternal effect genes
are active in organzing the pattern of the embryo.

The Drosophila bicoid mRNA forms an anterior–

posterior (A-P) concentration gradient, which controls
early development along the axis.  Another protein
called Staufen, which forms a complex with the bicoid
mRNA, assists in moving the RNA along on microtu-
bules to form the gradient.321b  The microtubules,
together with associated transport proteins, are also
essential to the prepatterning of the ovum.9,88,285,322,323

Bicoid protein is a transcription factor that is synthe-
sized at the sites of its mRNA accumulation.  It is
absent from the eggs when they are laid but soon
appears.316  Bicoid binds to the CRMs of target genes
and activates them.  Cooperative binding of multiple
copies of the transcription factor may be necessary to
provide the observed sensitivity to concentration.  A
transcription factor may bind at many sites on the
DNA of the zygote or of nurse cells.  For example, a
gene called even-skipped (eve) is expressed in seven
stripes in the blastoderm embryo.  The enhancer that
controls eve’s second stripe contains at least five bind-
ing sites for Bicoid as well as others for the Hunch-
back, Giant, and Krüppel proteins.44

A different gradient along the A-P axis is formed
by the Nanos protein, whose mRNA localizes in the
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cytoplasm of the posterior part of the ovum.  Like the
bicoid mRNA, nanos mRNA forms a complex with the
Staufen protein.  Messenger RNA transcribed from a
gene called oskar is also necessary for development of
the posterior region of the ovum.  An additional gene,
called gurken, is also involved in establishing the A-P
axis.  The nucleus of the ovum secretes gurken mRNA
(Fig. 32-6), which is translated to the protein Gurken,
a TGF-α-like protein that carries signals to follicle cells.
They, in turn, help to organize the microtubules in the
ovum.  The nucleus of the ovum moves, sending the
Gurken signal first to the posterior pole cells, then to a
position that marks the dorsal side of the ovum.  Thus,
it participates in establishing both the A-P and dorsal–

ventral axes.324

The animal–vegetal axis of sea urchin eggs is
established during oogenesis, but the mechanisms are
still unclear.  After fertilization a distinct pattern along
the axis is established by the 60-cell stage.  Signaling
from the vegetal pole appears to play an important
role.89  In the presence of lithium chloride, which is
known to affect inositol triphosphate (InsP3) metabo-
lism (Fig. 11-9), embryos develop an excessive fraction
of endoderm and mesoderm (tissues of the vegetal
half) at the expense of ectoderm (tissues of the animal
half).89,325  Some data suggest that this effect impli-
cates the Wnt signaling pathway and the protein β-
catenin. This is the same protein that links C-terminal
tails of cadherin to the actin cytoskeleton.60  Its cyto-
skeletal and signaling functions seem to be controlled
separately.

In the frog Xenopus the ovum accumulates an RNA
(Vg1 mRNA) that encodes a growth factor of the TGF-
β family (Chapter 30, Section A,6).280  Initially present
throughout the ovum, it moves and forms a gradient
of concentration that is highest at the vegetal pole.

The dorsal–ventral (D-V) and right–left axes.
Establishment of the D-V axis in Drosophila requires
the participation of several genes.  As mentioned
above, gurken affects follicle cells.  These cells cooper-
ate with the ovum to set up a concentration gradient of
the maternal gene Dorsal, the protein encoded by the
dorsal gene.9,280,326–328  Dorsal is a transcription factor
related to NF-κB (Fig. 5-40).  In the early embryo of the
fly it forms a gradient in which it remains largely in
the cytoplasm on the dorsal side but is mostly taken
up into the nuclei on the ventral side.  There it binds to
a series of complex enhancers, each 300–1000 kbp in
length, which act along the D-V axis.  The enhancers
interpret the concentration of Dorsal at five different
threshold levels.328

The establishment of a second axis in vertebrate
embryos is a complex process, which depends upon
prior formation of a mesoderm layer.  Development of
mesodermal cells (not shown in the more primitive
gastrula illustrated in Fig. 32-6) is induced by diffusion

of a growth factor from the vegetal pole.329–331

Activin, a member of the TGF-β family, has been
proposed as the natural inducer of mesoderm.  More
recently nodal, a different TGF-β-like protein, has
been suggested.332  The fact that induction can occur
through thin (20 µm) filters without any cell–cell
contact indicates that specific chemical agents are
responsible.  Induction of the mesodermal layer in X.
laevis appears to be an effect of an epidermal growth-
factor-like protein.  Additional factors are also needed
to establish the D-V axis in vertebrates326 in which the
dorsal side is homologous to the ventral region in
Drosophila.

Expression of another set of genes establishes the
right– left axis and characteristic asymmetries of the
body.333–336  In the chick activin 2β, also a member of
the TGF-β family, as well as Nodal and Sonic hedge-
hog (Shh) participate in control.  The gene Pitx2 is a
downstream transcription target for this signaling
cascade in vertebrates.

Spemann’s organizer.  In 1924, the German
physiologist Hans Spemann with Hilde Mangold
transplanted a small piece of tissue from the dorsal lip
of a newt blastula to a site on the ventral side of an
early blastula of a differently colored species.  The
embryo developed a small secondary embryo, most of
the tissues of which came from the host, not from the
transplanted piece.  It was concluded from this famous
experiment that the transplanted vegetal tissues had
supplied a diffusible inducer.13,14,337–339  This morpho-
gen caused the cells of the ventral surface of the
blastula to secrete other morphogens.  The signaling
center in this part of the blastula surface is known as
Spemann’s organizer, or simply the organizer.  It
utilizes more than one inducer and a complex set of
signaling interactions.340  The cascade that induces
formation of the organizer involves the Wnt –β-catenin
and TGF-β pathways and the transcription factor
Smad4.41,341,342  The organizer secretes protein such
as noggin, folistatin, and chordin, as well as nodal
and other members of the TGF-β family.332,343,344

They establish the D-V axis and also direct the devel-
opment of the head and the initial patterning of the
central nervous system.  Noggin seems to be a neural
inducer.338

Patterns, signaling pathways, and homeotic
genes.  While gradients in Drosophila eggs establish
the anterior–posterior axis, products of other genes
specify the developmental fates of cells of specific
lineages and of cells found in particular spatial
domains.  Many Drosophila genes are needed to estab-
lish patterns, e.g., spacings of similar elements such
as hairs, components of compound eyes, and whorls
of plants.345  Insects are organized into a pattern of
consecutive segments from head to tail along the A-P

C.  Development of Animal Embryos
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axis.13,14  In Drosophila there are typically 17 of these
segments, some carrying appendages such as antenna,
legs, and wings.  Each segment develops under a dif-
ferent set of influences from neighboring cells.  Devel-
opment is controlled by ~30 segmentation genes,
which determine the number of segments and their
internal organization.  Of these genes one set of at
least six gap genes, among them hunchback (Hb) and
Krüppel, are expressed first.  Both of these genes en-
code zinc-finger transcription factors (see Fig. 5-38).
The Hunchback protein acts mainly on head parts and
upper thorax, while Krüppel influences development
of the thorax.  Also among the segmentation genes are
eight “pair-rule” genes and at least 16 segment polar-
ity genes.  The interactions of the products of these
genes creates a prepattern that provides positional
information and guides further development.346

Somewhat similar to the segmentation of the insect
body is the development of skeletal muscle from a
series of mammalian embryonic blocks known as
somites.13,347,348  In Drosophila signaling pathways
involving the secreted proteins EGF, Decapentaplegic
(Dpp),349 Wingless (Wg), Hedgehog (Hh),349,350 and
Notch are used repeatedly to provide positional
information.  The names of these proteins describe
effects of mutations on the limbs of the insect, but the
proteins have a much broader significance.  They
represent an evolutionarily conserved set of intercellu-
lar signaling pathways.346  Wingless is the first mem-
ber of the previously mentioned Wnt family.  Proteins
of the Hh family, including the vertebrate Shh, control
a large variety of processes that include development
both of limbs and of the nervous system.351– 355  The Hh
and Shh proteins all carry a molecule of cholesterol
covalently bound in ester linkage to the C termini of
the biologically active N-terminal domains of these
proteins.350,353  Defects in Shh signaling causes some
human birth defects, and it is possible that drugs that
inhibit cholesterol synthesis may have adverse effects
on embryonic development.352,355

The Drosophila Notch 1 is a 300-kDa integral
membrane protein that contains 36 EGF-like repeats.
Its activation by proteolysis produces a 200-kDa N-
terminal portion and a 120-kDa C-terminal fragment,
which contains a transmembrane domain.  The small
intracellular domain of this fragment is then released
by protease action and travels to the nucleus where
it activates several target genes.356–358  The Notch
signaling pathway is conserved in all metazoans and
influences many interactions that control cell fate dur-
ing development.359  The proteolytic cleavages of the
Notch protein parallel those of both the ErbB-4 growth
factor receptor (see Table 11-3) and the amyloid pre-
cursor protein APP that is pictured in Fig. 30-34.  The
same type of protease (γ-secretase or presenilin in the
human brain) cleaves all three of these proteins.359–361

Actions of Notch are modulated by posttranslational

alteration, e.g., glycosylation by a fucosyltransferase
encoded by gene fringe.362,363  A homolog of fringe,
called lunatic fringe, encodes an essential component of
somite formation in the mouse.348,364

Functioning together with the signaling pathways
are selector genes that determine which specific
pathway is to be influenced.  For example, eyes,
antennae, legs, or wings of a fly may be selected.346

Antennapedia (Antp) is one of these genes.  Several of
the Drosophila selector genes as well as some pair-rule
genes365 are also known as homeotic genes (see also
Chapter 28, Section C,6).  Homeotic genes were first
recognized by the fact that mutation causes conversion
of one segment of an insect’s body into the homolo-
gous tissues of another segment.366,367  For example, a
mutation in antennapedia (ante) changes the antenna
into a leg.  Similar genes are also active in vertebrates,
e.g., in the development of the chick embryo limb bud,
the very tip (the last 20 cell diameters of length) con-
tains cells that differentiate into the various elements
of the limb in a relatively autonomous manner.  If this
progress zone from one limb bud is grafted onto the end
of another limb bud, the bones and cartilaginous ele-
ments of the limb are repeated.  Both the number and
morphology of fingers and toes are determined by
homeotic genes367a as is the formation of sphincters in
the developing gut.367b  Homeotic genes (also known
as Hox genes) contain a conserved sequence of 180 bp
that specifies a 60-residue protein homeodomain (also
known as a homeobox).  The homeodomain  folds into
a helix–turn–helix motif characteristic of many tran-
scriptional regulators (Figs. 5-35, 28-3, p. 1631).365,367–371

Hox genes are found among all forms of life.  Hun-
dreds have been described.372  They include genes for
the previously mentioned transcription factors of the
Oct and Pit families as well as for the yeast mating
type proteins MATa1 and MATα2 (p. 1880).17  The
Drosophila genome contains eight Hox genes, while
the human genome has ~ 40, which are organized
into  Hox clusters.373  Hox genes are also abundant in
plants.345,372,374

Despite intense interest the role of homeodomain
proteins in development is not well understood.  The
highly conserved motif binds to DNA at many places
in the genome.  Current thinking is that homeodomain
proteins interact with other regulatory proteins, and
that various combinations of these proteins provide
the information needed to direct development.375

D. Specialized Tissues and Organs

Here are a few details about development of
mammalian tisssues.  We’ll begin with the blood and
connective tissues, which arise from embryonic
mesodermal cells.
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1.  Blood Cells and the Circulatory System

Every second of life a human must produce about
2.5 million red blood cells, about 2 million granulo-
cytes, and many lymphocytes as well as other less
numerous leukocytes.  All of these arise from multi-
potential stem cells found in the bone marrow.376–379

Each of these stem cells divides to form one daughter
stem cell and one progenitor cell.380  The progenitor
cells are also stem cells but have differentiated into
myeloid,381 erythroid, and lymphoid382,383 cells.
These differentiate further as is indicated in Fig. 31-2.
Mature blood cells of most types have short lifespans
and must be regenerated from stem cells continuously.

At all stages the differentiation process is regu-
lated by the microenvironment which is rich in specific
protein growth factors, several of which have been
discussed in Chapter 30.  Among the 20 interleukins,
three stimulate growth of both multipotential progeni-
tor cells and erythroid progenitor cells.380,384  The
acetylated tetrapeptide Ac-Ser-Asp-Lys-Pro inhibits
stem cell proliferation.  Granulocyte-macrophage
colony-stimulating factors stimulate proliferation of
both granulocytes and macrophages.  The kidney
cytokine erythropoietin, a 30.4-kDa glycoprotein,385

is a primary regulator of red blood cell formation.  Its
action on a differentiated stem cell initiates massive
hemoglobin synthesis and terminal differentiation of
the erythrocyte.  Thrombopoietin promotes forma-
tion of megakaryocytes and also their maturation and
release of platelets to the blood.386 Thymopoietin
promotes early T-cell differentiation.  Activated
macrophages secrete interleukin-1, which stimulates
maturation and proliferation of B lymphocytes.
Interleukin-2 (T-cell growth factor; Fig. 30-8) is pro-
duced by activated T lymphocytes and is needed by
T lymphocytes for long-term helper and cytotoxic
functions.  Differentiation of the stem cells into the
erythroid lineage requires transcription factor GATA-1,
development into erythrocytes requires GATA-2, while
development into T lymphocytes requires GATA-3.387

Globin genes. The genes that encode the human
globins from which hemoglobin is formed are found in
two clusters, the α-like genes on chromosome 16 and
the β-like on chromosome 11.  They are developmen-
tally regulated, different genes in the clusters being
active at different stages of development.  Mammalian
hemoglobins (Chapter 7) each contain two α chains or
two related ζ chains and two other chains, β, γ, δ, or ε.
Adult hemoglobin is mainly α2β2 but contains small
amounts of α2δ2.  In early embryos the hemoglobin is
ζ2ε2, but during the second to sixth weeks of embry-
onic life the two fetal hemoglobin chains γG and γA

replace the ε chains.  The switch from fetal to adult
hemoglobin begins a few weeks before birth and is
complete by about ten weeks after birth.   The β-like

gene cluster contains five genes encoding globins ε, γG,
γA, δ and β (Fig. 27-10).  Each gene consists of three
exons separated by two introns and has rather simi-
lar control signals.  These include CACCC at ~–100,
CACA at ~– 92, CCAAT at ~– 75, and ATAAAA (TATA
sequence) at ~– 30, as well as AATAAA (cleavage and
polyadenylation).  The CCAAT sequence appears
twice in the γA promoter.  A variety of transcription
factors and chromatin modifiers influence the expres-
sion of these genes.388,389

Only a small amount of fetal hemoglobin ( α2γ2) is
produced after infancy.  There are two genes, γG and
γA, for the β-like chains of fetal hemoglobin.  A few
adults make large amounts of fetal hemoglobin and
this hereditary persistence of fetal hemoglobin has
survival value for persons carrying thalassemia genes.
This condition may result from a single base change in
the CCAAT sequence found upstream (~75 bp) of the
globin genes.  Many other genes are also preceded by
the same sequence, which in extended form is often
TTGGPyCAAT.  In one individual with persistence
of fetal hemoglobin the first G in this sequence was
replaced by A in one of the two CCAAT sequences
present in the γA gene.

Thalassemias.  In these important hemoglobin
diseases the α or β chain either is absent or is present
in far less than stoichiometric amounts.14,390  About
40 point mutations in the β globin gene have been
described among patients with β thalassemia, in which
β chains are missing (β0 thalassemia) or are present in
reduced amounts (β+ thalassemia).  These mutations
sometimes occur in control regions at the 5' end of the
gene.  For example, a change of the TATA sequence
from ATAAAA to ATACAA causes decreased tran-
scriptional efficiency and β+ thalassemia.  Other
mutations result in abnormal splicing or in instability
of the β globin.  Deletions may result in the complete
absence of the gene or in a frameshift that results in
nonfunctional globin and β0 thalassemia.

How do embryonic cells choose to transcribe only
the embryonic globin genes?  The decisions to switch
from embryonic to fetal and from fetal to adult at appro-
priate times appear to be controlled by interactions with
appropriately expressed transcription factors.  Especially
impressive is the total and permanent cessation of tran-
scription of the embryonic globin ε gene at about the
seventh week of gestation.  Transcription of the β globin
gene cluster is controlled by a powerful enhancer, the
locus control region ~6–22 kbp upstream of the pro-
moter.391  In addition, ~270 bp upstream of the ε gene
promoter is a silencer, a DNA sequence to which
inhibitory proteins may bind and, in cooperation with
the enhancer, may completely silence the ε gene while
allowing transcription of  other genes in the cluster.392,393

The ζ gene, in the α globin cluster, is silenced by the
binding of an NF-κB transcription factor to a 108-bp

D.  Specialized Tissues and Organs
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segment of DNA located 1.2 kbp to the 3' end of the
gene.394  The globin genes are shielded from action of
nearby enhancers by insulators, DNA sequences that
often contain CpG islands.395

Blood vessels: vasculogenesis and angiogen-
esis.  Early in development of an embryo a network of
blood vessels is formed from mesenchymal progenitor
cells (vasculogenesis).396–398  Later, in either the em-
bryo or the adult, new capillaries are formed (angio-
genesis).  As the organism develops these new vessels
are “pruned,” and the vascular bed is remodeled to
a tree-like form with vessels of both large and small
diameter.399,400  A key activator of angiogenesis is
the vascular endothelial growth factor VEGF.401,401a

However, a number of other proteins including endo-
glin, a TGF-β binding protein,402 the clotting factor
thrombin,400,403 and the ribonuclease angiogenin
(p. 648) exert their influences.404  There are diseases
that result from defective angiogenesis.  However, a
major interest in this process arises because of the
essential role of angiogenesis in the growth of cancer405

and as a complication of inflammatory processes.
Angiogenesis in the retina is a major cause of blind-
ness resulting from diabetes mellitus or from macular
degeneration.405,406  There are natural antagonists of
angiogenesis,407–409 and efforts are being made to
utilize them in therapy.  A related project is develop-
ment of completely tissue-engineered blood vessels
for surgical use.410

2.  Cartilage, Tendons, Bone, Muscle, and Fat

Mesenchymal cells differentiate into cartilage,
bone, muscle, adipose, and other connective tissues.411

Chondrocytes synthesize the variety of collagens
(pp. 431–426) that are needed for synthesis of cartilage
and other connective tissues. The 32 or more genes
encoding the polypeptides needed for synthesis of the
19 types of vertebrate collagens (Table 8-4) are devel-
opmentally regulated in a complex manner.411  Their
promoters contain TATA and CCAAT sequences as
well as other presumed regulatory codes.  The first
intron of several collagen genes has also been identi-
fied as a control region containing enhancers.412  The
elastic fibers (p. 436) owe their properties in part to
elastin.  The control region of elastin genes lacks the
TATA sequence but has SP1 binding sites.  As with
many other mammalian genes, a diversity of protein
products, many in small amounts, are made by
alternative splicing.

Collagen fibrils provide the scaffolding for forma-
tion of bone, whose composition is considered on pp.
440–443.  Bone develops under the influence of bone
morphogenic proteins BMP-2 to BMP-7.413–415  Most
of these are cytokines of the TGF-β family.  Noggin

(p. 1899) antagonizes the action of the BMPs.344  A
characteristic of bone is rapid remodeling (p. 441) by
which ten per cent of skeletal bone is replaced every
year.  The balance between action of the bone-forming
osteoblasts and the bone-resorbing osteoblasts is regu-
lated by surface proteins responding to c-Fos and to
interferon-β.416

Muscle, whose structure and function are dis-
cussed in Chapter 19, develops in response to four
members of the myoD family.  These include myoD,
myogenin, myf5, and MRF4.417– 419  All are muscle-
specific transcription factors of the basic helix–loop–

helix class.  An unusual aspect of muscle development
is formation of multinucleate myotubes (muscle
fibers; p. 1096).420  Apoptosis plays an important role
in muscle development and can present significant
complications in damaged cardiac muscle.421  Defects
in several developmental control genes are responsible
for congenital heart diseases.422

3.  Epithelia

Epithelial tissues, which line both internal and
external surfaces, arise from all three cell layers of the
blastula.  The epidermis (Box 8-F) arises from ecto-
derm, while the lining of the digestive tract is formed
by endodermal cells.  Mesoderm provides the linings
of blood vessels.  About 60% of differentiated tissue
types in the mammalian body are epithelia.123  Stem
cells or progenitor cells are present and provide for
renewal.123,124  While epidermal stem cells are located
in deep layers of the skin, keratinocytes are readily
cultured in vitro and can give rise to fully differenti-
ated multilayered skin.423  Development appears to
require transcription factors related to Oct-2424 as well
as p63, a homolog of the tumor suppressor p53.425,426

Mice deficient in the aspartyl protease presenilin 1
(which is defective in some forms of Alzheimer dis-
ease, Chapter 30) develop characteristic epidermal
skin tumors.  The β-catenin– Wnt signaling pathway
(p. 1899) seems to be involved.427  The gastrointestinal
endoderm develops its highly convoluted surface
under some control by the Notch signaling path-
way.428,428a  Endothelial progenitor cells (angioblasts)
are responsive to many signaling molecules429 includ-
ing thrombin.430  The Drosophila eye develops from the
epithelium, again through signaling via Notch and
other morphogens.430a  Of outstanding importance to
epithelial cells in general is their ability to form com-
plex communicating junctions.430b

4.  The Nervous System

Development of the vertebrate central nervous
systems is initiated during gastrulation through an
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interaction between the dorsal ectoderm and an in-
folding of the dorsal mesoderm.  Several different
diffusible inducers are involved.  These include nog-
gin,344 folistatin, and other members of the TGF-β
family as well as thyroid hormones, basic fibroblast
growth factor (bFGF), and sonic hedgehog.329  The
nervous system develops over a period of a few days
with differentiation of precise numbers of neurons,
astrocytes, and oligodendrites in successive waves.
The order in which various cell types arise is deter-
mined by the order in which transcription factors such
as Hunchback, Krüppel, and others are expressed.431

Multipotential neural stem cells provide the new cells
that are required.432,433  Neural tissue from a region
called the neural plate develops into a neural fold.
The latter is closed to form the neural tube,434 within
which the notochord, the precursor to the spine, as
well as the neurons, glia, and other cells grow.  The
neural crest forms as an outgrowth from the dorsal
surface of the neural tube under the influence of in-
ducers of the Wnt and BMP families.434a  Cells migrate
from this crest to form the peripheral nervous system,
melanocytes, and cranial cartilage.434b  The pituitary,
a central component of the neuroendocrine system,
develops from tissues from the midline part of the
anterior neural ridge.435

The floor plate, which develops along the midline
of the vental surface of the neural tube, is the source
of Sonic hedgehog,436,437 netrin-1, and other secreted
molecules.436  Some of these participate in axon guid-
ance by which the growing tips (growth cones) of
axons are able to connect to the correct “targets.”437a

For example, every visual receptor cell in the retina
must send its signal to the correct locations in the
visual cortex of the brain.438  How can this be accom-
plished?  Over a century ago Ramon y Cajal proposed
that chemoattraction, analogous to chemotaxis of bac-
teria, might be involved.439,440  A hundred years later
Tessier-Lavigne and coworkers isolated the first of
these attractants, netrin-1 and netrin-2, from 25,000
pulverized chick brains.441,442  Of these two closely
related 75- and 78-kDa molecules netrin-1 is produced
only in the floor-plate cells.  Like the less well under-
stood nerve growth factor (Fig. 30-7), netrins induce
outgrowths of neurites and also are chemoattractants
for nerve growth cones.443  The netrin receptor is
known as DCC (Deleted in Colorectal Cancer).444  A
nematode protein UNC-6 is related to the netrins.445

Growth cones are subject to both chemoattractant
and chemorepellent effects of guidance molecules and
also to attraction or repulsion resulting from cell–cell–

contacts.  To complicate the picture further, the netrins
and also the brain-derived neurotrophic factor BDNF
(see Fig. 30-6D) may first attract, and then after a
period of adaptation or desensitization, repel a growth
cone.443,444,446–448  Consecutive phases of desensitiza-
tion and resensitization may result in a zig–zag path of

growth.  The netrins were recognized first by observ-
ing growth of commissural neurons.  These neurons
originate within the spinal cord on one side or the
other or the midline.  They grow down toward the
floor plate attracted by the netrin-1 or BDNF pro-
duced there.  The neurons then cross the midline
before turning and growing toward the brain.  After
crossing the midline the growth cones become insen-
sitive to netrin but are repelled by a molecule (first
recognized in Drosophila) called slit.  Its receptor is
appropriately named roundabout (Robo).449  A similar
receptor in zebrafish (called astray) is required for
retinal axon guidance.449  An important aspect of
neuron guidance is apoptosis induced by misdirected
growth.450  The Notch receptor apparently participates
in this decision in the mammalian CNS.357  Positive
signals for axon growth often involve the MAP kinase
pathways, while inhibition may involve INS-2P–Ca2+

signaling.451

Chemoattractants that function in development
of the cerebral cortex include several semaphor-
ins.445,452,453  A separate family of attractant and repel-
lant compounds, the semaphorins have been identified
in insects, chickens, and mammals.  They play a role
in regulation of communication between neurons.
Because of the complexity of the brain, the study of
growth of neurons with the brain is difficult.  The
>1012 neurons each contact, on the average, 100 differ-
ent cells.  Some insight comes from mutant mice with
names such as reeler, scrambler, stargazer, and Yotari
(Japanese for tottering).454  The single defective gene in
these mice can be identified and studied.  For example,
reeler mice are defective in reelin, a large glycoprotein
of the extracellular matrix (ECM).366,379,455,456  The reeler
phenotype can also result from mutation of the gene
disabled-1, which encodes a cytosolic tyrosine kinase.
Other mutations in mice implicate VLDL and apoE
receptors (Chapter 21) in these developmental abnor-
malities.379,455

The stargazer mutant mouse is ataxic and epileptic.
It lacks functional AMPA receptors (Fig. 30-1), which
apparently are not delivered successfully to the syn-
apses in the cerebellum in which they function.380,386

Mutation of a transmembrane protein stargazin,
which may interact with the AMP receptor, causes the
symptoms.457,458 NMDA receptors (Fig. 30-20) are
involved in synapse formation in the brain.  Filopodial
extensions on dendrites, triggered by electrical activity,
are essential for synapse formation,459 which occurs
rapidly.459a   Activation of NMDA receptors is appar-
ently also necessary.379,460  Without this stimulation the
excitatory glutamatergic neurons of the developing
brain undergo apoptosis.

Why do neurons grow in the embryo but not in
most parts of the adult CNS?  Two proteins called Nogo
were isolated from bovine brain.  Their sequences were
utilized in identifying the Nogo gene and three human

D.  Specialized Tissues and Organs
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isoforms of the protein.389,461  The large 250-kDa
Nogo-A is present both in myelin and in the endoplas-
mic reticulum.  Both Nogo-A and the diffusible 35-kDa
Nogo-B are inhibitory of neurite outgrowth.462  This
effect, as well as the crowding of regenerating neurons
by the chondroitin and other matrix components,396

may provide obstacles to nerve regeneration.463

E.  Development of Green Plants

Green plants may have diverged from a common
ancestor with animals ~1.6 billion (1.6 x 109) years ago.
How do the genomes of present-day plants and ani-
mals compare?  There are many similarities in basic
metabolism.  These arise from the intrinsic chemical
properties and reactivities of cellular components and
from the coevolution of plants and animals.  Plants
and animals also utilize similar structures and similar
control of chromatin.  However, in the control of de-
velopment there are great differences.464  For example,
the Arabidopsis genome contains no relative of the
Drosophila Gurken, no receptor tyrosine kinases, no
relatives of transcription factor NF-κB.  However, there
are similarities in parallel pathways utilized by plants
and animals.

The structures and life cycle of angiosperms465 are
described briefly on pp. 29–30.  The alternating hap-
loid (n, gametophytic) and diploid (2n, sporophytic)
phases of the life cycle466,467 are diagrammed in Fig.
32-8A.  Following flowering a diploid mother cell
within the ovule undergoes meiosis to form four
haploid megaspores.  After mitosis a single egg cell
is formed.  Within pollen sacs in the anthers of each
mother undergoes meiosis to yield four haploid mi-
crospores.  Following mitosis these develop into
pollen grains each of which contains two sperm cells
as well as a vegetative nucleus.  After falling upon the
stigma surface and growth of the pollen tube, one of
the sperm cells fuses with the egg to give the diploid
zygote.  The other sperm unites with the specialized
diploid central cell in the ovule to form a triploid
(3n) endosperm nucleus, which develops into the
endosperm, the food storage tissue of the seed.  En-
dosperm contains two tissues, a starchy inner layer
and a protein- and oil-rich outer layer.468

Variations of the life cycle occur.   For example, a
process called apomixis leads to asexual formation
of seed.469  In many plants, including maize, separate
flowers form the ovule and the pollen.  This is one
mechanism for avoiding inbreeding.470  In many plants
systems of self-incompatibility have evolved.471  In
some, e.g., Arabidopsis and other crucifers, pollen
germination is disrupted unless it falls on a stigma
possessing a different allele-specific receptor.  In other
cases development of the pollen tube is disrupted at
a later stage.  In maize and in more than 150 other

species a mitochondrial and therefore maternally
inherited trait prevents formation of a functional
pollen.472,473  Male-sterile plants, which carry this trait,
are very useful in plant breeding.  However, a near
disaster occurred in the United States in 1970 when the
fungal disease Southern corn leaf blight attacked the
male-sterile maize that had been used for production
of 85% of commercial hybrid maize.  The mitochon-
drial defect in pollen formation also resulted in an
increased sensitivity to the fungal toxin.  The target of
the toxin is a 115-residue pore-forming polypeptide in
the inner mitochondrial membrane.474  The male steril-
ity can be reversed if the plant carries two nuclear
restorer genes.472  One of these encodes an aldehyde
dehydrogenase, but its mechanism of action is unclear.

The plant embryo is a juvenile form, the seedling.
In Arabidopsis the zygote, which is surrounded by
maternal diploid tissue, divides asymmetrically.  The
resulting apical and basal cells (Fig. 32-8B) differ in
several ways.  The small cytoplasm-rich apical cell is
partitioned into eight proembryo cells by two rounds
of vertical division and one horizontal division.  The
larger basal cell contains a vacuole and divides repeat-
edly horizontally to give 7–9 aligned cells.  Only the
uppermost of these becomes a part of the embryo.
The others form an extra-embryonic suspensor (Fig.
32-8B).475  The apical part of the embryo develops the
shoot meristem and the central part the radial pattern
of tissue layers characteristic of plants.  The root mer-
istem develops from the basal portion of the embryo.
Movements of proteins that provide positional cues
are involved in the development of the embryo.476,477

Early embryonic and endosperm development is
largely under maternal control.  Most paternal genes
may be initially silent.478

Many angiosperms develop fruit from tissues of
the ovary (Fig. 32-8A).  The development and ripening
of fruit is also complex and highly regulated.479,480

Formation of seeds is a slow process.  For exam-
ple, in wheat the mature embryo, which  consists of
~105 cells, develops over a seven week period.  Seeds
may live from a few years to 1000 years or more.481

Subsequent germination of the seed into a seedling
requires only two days.482  The very dry embryo is
converted into a highly hydrated plant whose further
growth requires uptake of very large amounts of
water.  Many plants also synthesize large amounts of
oxalic acid.  This may arise from ascorbate (p. 1135) or
via oxidation of glycine (Fig. 24-20).  One of the earli-
est mRNAs to appear during seed germination en-
codes a 125-kDa glycoprotein called germin.  This
protein, which exists as multiple isoforms, is a copper-
dependent oxalate oxidase (Eq. 32-1) which generates
hydrogen peroxide.  The latter is probably needed to

C2O4
2– + 2 H+ + O2 → 2 CO2 + H2O2

(32-1)
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Figure 32-8  (A) The life cycle of a flowering plant with emphasis on egg-cell formation and seed development.  (B)
Some further details of embryo development.  T, terminal cell; B, basal cell; C, cotyledon; A, axis; SC, seed coat; En,
endosperm; EP, embryo proper; S, suspensor; SM, shoot meristem; Pd, protoderm; RM, root meristem.  From Goldberg
et al.466 with modification.

crosslink cell-wall polymers.  Germin may also be use-
ful to plants in defense against oxalate-forming fungi.482

The rapid vegative growth, which includes devel-
opment of shoots, leaves, and flowers, is controlled by
a variety of transcription factors.483  Among these are
homeodomain proteins that control differentiation of
meristem cells.484–486  The induction of flowering is

especially complex, involved day length, light quality,
and effects of gibberellins.486  At the ends of their
lives plant cells die slowly from senescence.  In this
process many materials are recycled for use by new
cells.  Other plant cells die via the hypersensitive re-
sponse, a form of programmed cell death.486a

E.  Development of Green Plants
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F.  Aging

Why do we age?  This question is often asked but
the answers are not simple.  Do our tissues deteriorate
with age as a result of damage to proteins?  From an
accumulation of mutations in our DNA?  From attacks
by free radicals?  From loss of hormone receptors?
From misregulation of mitosis?487  From loss of telo-
meres on the ends of replicating DNA (Chapter 27,
Section C,8)?488,489  From an internal genetic program
that dictates our life span?  All of these possibilities
may be partially correct.  The simple answer is that
“we just wear out.”  However, different parts wear out
at different rates and in different ways.

Perhaps we should be amazed that the human
body can live for an average of 75–80 years.490,491  If we
all avoided accidents and could cure all recognized
diseases we might live an average of ~90 years.492  A
few very healthy people live for 100 years or more, ~20
years longer than average.493  The maximum lifespan
at present seems to be ~114 years.  Long life tends to
run in families, indicating a genetic component that
can be identified.493  However, this component is
relatively small.494

Why do small rodents live only 2–3 years while
we often live nearly 100 years?494,495  Is it because their
rate of metabolism is high?  But bats have a compara-
ble metabolic rate to mice, yet live ten times longer.496

Nematodes live only ~20 days and fruitflies ~10 days.
At the other extreme fish and some reptiles continue to
grow throughout their lifetimes, surviving even longer
than mammals.495  Except for their germ cells nema-
todes, rotifers, and many insects have no dividing cells
in their adult bodies.  Their lifespan is presumably
determined by the loss of cells through injury or death.
In contrast, some simple animals, such as Hydra, other
coelenterates, and flatworms maintain a pool of pluri-
potent stem cells that, except for accidental death,
seems to make them immortal.495

Considerations such as these have helped move
contemporary thinking toward an evolutionary
view.488,489,495– 499  If the mortality of an animal in the
wild (extrinsic mortality) is high it will evolve to
have rapid development, good reproductive ability,
and a short lifetime.  If the extrinsic mortality is low
the lifetime will be long.  Such animals will require
development of good protective functions including a
highly developed brain.

Many factors must affect aging.  It is generally
agreed that one of these is the deleterious effects of
free radicals derived from oxygen500– 503 (see pp. 1074,
1075).  The lowered turnover rate of aging tissues may
allow the damage to become lethal.  According to this
theory we might anticipate that free radical scaven-
gers such as vitamin E could prolong life as might a
restriction in food consumption.504  For example,
decreased fat intake might cut down on production of

malondialdehyde (p. 1205) and lipid peroxides that
may be especially damaging to cell membranes.  The
life of rodents can be prolonged substantially by a
semi-starvation diet.  Although there are uncertainties,
a convincing case can be made for humans to keep
food intake to a minimum and to eat foods rich in
antioxidants and other nutrients.491,504a

For many years after techniques of cell culture
had been developed it was commonly believed that
cells in tissue culture were potentially immortal.505

Challenging this idea, Medvedev506 and others pro-
posed that cells are internally programmed for a
certain lifetime.  This might explain why we have
short-lived mammals as well as long-lived mammals.
Support for the idea was supplied by Hayflick,507,508

who observed that animal cells in culture have a
limited potential for doubling.  For example, normal
human diploid embryonic fibroblasts grow in culture
and double their number aproximately 50 ± 10 times.
Regardless of cultural conditions, the cells die after
this number of doublings.  Cells taken from older
humans undergo a smaller number of doublings be-
fore dying, as do those taken from shorter lived ani-
mals such as the mouse (14 – 28 doublings).508  These
experiments suggested that there is an internal pro-
gram by which cells are scheduled to die from repli-
cative senescence.509– 511  Malignant transformation
overrides this program and transformed cells appear
“immortal.”512  However, unlike fibroblasts some glial
stem cells have been identified as possibly having
unlimited proliferative capacity.  These include cul-
tured rat oligodendrocyte509 and Schwann cells.513

These results suggest that replicative senescence may
not be inevitable.

As mentioned in Chapter 27 (p. 1568), “erosion”
of the telomere ends on chromosomes is thought to be
a major cause of cell senescence.  Old cells have little
or no telomerase.  However, most human cancer cells,
as well as those from immortalized cell cultures, do
synthesize telomerase and maintain telomeres of
adequate length.514,515  Inhibition of telomerase activity
in immortalized cells causes telomere shortening and
cell death.516  A second pathway for telomere mainte-
nance is based upon homologous recombination.517

Experimental elongation of telomeres extends the
lifespan of cells in culture.518  Furthermore, apparently
healthy calves have been produced by nuclear transfer
cloning from senescent fibroblast cells for which four
or fewer cell doublings were expected to be possible.
The cells of the cloned animals had the capacity for 90
or more cell doublings.519

What information about aging can we obtain by
study of the “model” organisms S. cerevisiae, C. elegans,
D. melanogaster, and the mouse?  In every case a vari-
ety of mutations may shorten or lengthen the lifespan.
In every case dietary energy restriction can lengthen
life.  Yeast cells grown on 0.5% glucose instead of 2%

F.  Aging
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glucose may undergo ~25% more cell doublings before
a culture becomes senescent.  However, mutant strains
with a defect in the SIR2 gene have a shortened life-
span, which is not increased by caloric restriction.520–522

SIR2 encodes Sir2p, an NAD+-dependent histone
deacetylase (p. 1626).522,523  It is likely that caloric
restriction causes the yeast to switch from anaerobic
fermentation to oxidative metabolism.  The resulting
increase in the [NAD+] / [NADH] ratio activates Sir2p,
thereby altering chromatin and silencing a group of
genes.  Mechanisms by which this shift in metabolism
decreases deleterious mutations, even though respira-
tion is increased, are probably complex.523

Nematodes (C. elegans) usually live about three
weeks but the simultaneous presence of life-extending
mutations in two different groups of genes lengthen
the lifespan as much as fivefold.524  One of the genes
is the maternal-effect Clock gene Clk-1.  It has been
found to code for a hydroxylase involved in the final
step of synthesis of ubiquinone-9 (p. 1429, Fig. 25-4).525

The lifetime of wild-type nematodes is lengthened by
~60% by elimination of ubiquinone from the diet.526

The second group of genes that affect longevity regu-
late an insulin-like signaling system.527–529  In every
case metabolism is slowed, an effect which may reduce
the rate of harmful mutations.  However, mutant
animals may not be healthy.  Some of these mutations
induce formation of long-lived “dauer” larvae, pro-
viding a means for the larvae to survive for up to two
months during periods of starvation.527,530  Others
affect sensory cilia.531  Mutation of a cytosolic catalase
gene reduces the lifespan.530  The nematode’s lifetime is
also affected negatively by its own germ cells, perhaps
via a steroid hormone.532  The heat shock proteins (p.
1630), by chaperoning newly synthesized proteins and
preventing aggregation, also increase life span both in
C. elegans and Drosophila.532a,b

Some mutants of D. melanogaster with extended
lifespans have a defective insulin / IGF signaling
pathway.526,533  The methuselah mutant, whose
lifespan is 35% greater than average, appears to in-
volve a G-protein-coupled transmembrane receptor.534

Mutation of an insulin receptor homolog extends
lifespan, apparently by causing a juvenile hormone
deficiency.535 Drosophila lifespan is also lengthened
by mutation of a transmembrane dicarboxylate trans-
porter536 or by overexpression of a protein repair
carboxyl methyltransferase (p. 594).537

Some mutant mice have extended lifespans.  The
Ames dwarf mouse has a mutation in p66shc, a cell-
surface protein that contains both Src-homology and
collagen-homology domains.  It lives almost one-third
longer than do wild-type mice.538  Mice deficient in
methionine sulfoxide reductase have a reduced life-
span539 but fruit flies with overexpressed activity of
the enzyme are more resistant than wild-type flies to
oxidative damage.540

In humans 100 or more years in age some mito-
chondrial mutations are associated with good health
and longevity.541  Dietary factors doubtless play a role.
For example, supplementation of rats’ diet with lipoic
acid improved mitochondrial function and increased
the metabolic rate of old animals.542

A number of genetic progeroid diseases result
in premature aging.543,544  Several of these arise from
deficiencies in repair of DNA (Box 27-A).  Among
them are some types of cancer, and Werner syn-
drome, which arises from a defect in a 1432-residue
protein with a central domain homologous to the
RecQ family of DNA helicases (p. 1550).545  Defects in
other RecQ homologs cause Hutchinson–Gilford
progeria as well as the Bloom syndrome (see Box
27-A).546  Yet another DNA helicase, a subunit of tran-
scription factor II (TFIIh, p. 1628), is defective in tri-
chothiodystrophy (TTD, see Box 27-A).547,548  Another
gene which helps to prevent aging is KLOTHO.  First
identified in mice, it encodes a transmembrane protein
that has sequence similarities to β-glucosidases.549,550

Some mice with mutations in the tumor suppressor
p53 (Box 11-D) have enhanced resistance to tumors
but age rapidly.551,552

Aging seems to be inevitably linked to an increase
in the incidence of cancer.  This uncontrolled growth of
cells appears to be allowed by the stepwise accumula-
tion of mutations that affect growth, differentiation,
and survival.553  Several aspects of cancer are dis-
cussed in other chapters of this book (see Box 11-D).
However, the topic is so complex and research so
active that it is hard to give even a thumbnail sketch of
more recent discoveries.

Much effort is being dedicated to identifying the
many signaling pathways that control growth, the
mechanisms that cells employ to recognize problems
in the control of growth, and the means by which cells
can correct the problems or undergo apoptosis and
avoid cancer.553–558  Some of the complexity arises
because of the large number of signaling pathways
in which mutations may produce activated proto-
onco-genes or faulty tumor suppressors.  A large
network  of these suppressors is present in human
cells.553,559  Among the relevant signaling pathways are
the following:

RAS – RAF – ERK (Fig. 11-12)553–555

p53556–558

the PtdIns 3-kinase – PKB/Akt pathway (Fig
11-9), which is opposed by PTEN560,561

EFG receptor (EFGR) signaling
Wnt-Catenin signaling559,562

E. Cadherin559,563

The importance of oncogenes and tumor suppressors
has been demonstrated by conversion of human cells
in culture into tumor cells in vitro.564  Introduction of

F.  Aging
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an activated ras gene, an SV40 viral protein that
inhibits formation of both p53 and the Rb gene (Fig.
11-15), and an active telomerase gene sufficed.  How-
ever, there is some doubt about the relevance of this
work to human cancer.

Most cancerous cells have extra chromosomes.
The karyotype (p. 1472) is rarely normal.565  This and
other evidence suggest that genomic instability may
be the major cause of cancer.566,567  In healthy cells
stalled RNA polymerase is removed by transcription-
coupled repair and lesions in DNA are either repaired
(Chapter 27) or the cell undergoes apoptosis.  Telo-
mere dysfunction is also a factor.567  The two breast
cancer susceptibility genes BRCA1 and BRCA2 are
apparently responsible for about half of all hereditary
breast and ovarian cancers.568,569  Protein BRCA1 is an
1863-residue nuclear protein, which is thought to func-
tion in transcription.  However, recent evidence indi-
cates that BRAC2 is directly involved in repair of
double-strand breaks in DNA by homologous recom-
bination.569,570  Other data implicate the Neu-Ras path-
way, proto-oncogenes c-myc and Wnt-1, and cyclin D1
in breast cancer.571

Yet another aspect of cancer is the aberrant
glycosylation observed for many proteins.572  The
state of glycosylation of cell-surface proteins is one of
many factors that affect metastasis, which is critical to
growth of tumors.573–575 The recognition that causes of
cancer are numerous has led to a new large-scale proj-
ect to identify as many cancer-associated mutations as
possible within the entire human genome.  One early
success from this effort is identification of mutations
in the gene BRAF, one of the three human RAF genes.
These mutations are present in 15% of human malig-
nant melanomas.555,576

G.  Ecological Matters (Author’s Personal
Postscript)

The final section of this chapter deals with inter-
actions among different species.  As humans, beset by
problems arising from our inability to communicate
with other humans, we may feel that ecological rela-
tionships are relatively unimportant.  However, any
careful look at what can be regarded as an extension of
metabolic cycles into the biosphere should convince us
of the significance of this aspect of biochemistry.

Recall that the original development of eukaryotic
creatures may have started with a symbiotic relation-
ship between two prokaryotes and that symbiosis
between algae and nonphotosynthetic organisms may
have led to development of higher plants.  Associa-
tions between species are still important today.  For
example, the bacteria in the protozoa of the digestive
tract of ruminant animals are essential to production
of meat.  Our own bodies play host to bacteria, fungi,

and other organisms with whom we have to try to
maintain friendly relations.  We depend upon antibi-
otics produced by bacteria or by fungi to fight our
bacterial infections.  Plants provide both essential
nutrients and oxygen.  Our environment has been
created in large part by other living forms that coexist
with us and which are subject to ecological checks
and balances.  It is therefore important that we learn
more about the effects of one group of organisms on
another and also about the effects of human activities
on plants and animals of all degrees of complexity.
This includes the poorly understood world of soil
microorganisms.  The consequences of environmental
pollution, of depletion of atmospheric ozone or other
alterations that affect the radiant energy reaching us,
and of the availability to humans of excessive amounts
of energy must all be considered.  Just as a steady state
within cells is often essential to the life of organisms,
maintenance of a steady state in the chemical cycles of
the biosphere may also be a necessity.

Biochemists and molecular biologists are being
called upon to play an increasing role in medicine,
agriculture, and industry.  As such, they must be pre-
pared to help in the making of decisions that may
affect the future of life on earth.  Biochemical ap-
proaches will be required to cope with many impor-
tant problems.  Among these are the long-term effects
of the growing number of synthetic compounds in the
environment, problems of antibiotic resistance, and
effects of bioengineering of plants, fishes, and other
organisms in the biosphere.  Some of these scientific
and ethical questions have been discussed in Chapter
26, and more are considered in the Study Questions
that follow in this chapter.

Despite attempts to ignore it, we cannot avoid
facing the war problem.  The possibility of virtually
total destruction of the more complex forms of life by
genetic damage from radiation is real.  That we have
lived with nuclear weapons as long as we have is
encouraging but continuing threats to use them as a
last resort may bring eventual castastrophe.  A race to
put weapons into space might result in having com-
puters decide to fight a war in which all people could
be destroyed, but one computer might win!  Perhaps
biochemists, who understand the technical problems
of radiation damage and mutation, have a special
obligation to point out the hazard to others.

Just as threatening is the possibility of biochemical
warfare, e.g., the use of artificial viruses.  Biological
weapons have been little used because of their lack of
discrimination between friend and foe.  However, our
increasing knowledge of molecular biology makes
possible insidious attacks on a population of unvac-
cinated persons.  Since biochemical work does not
require elaborate facilities, the development of biologi-
cal weapons can be carried on by small groups in a
clandestine manner.  The recent assembly of a viable
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polio virus from oligonucleotides purchased from a
commercial supplier emphasizes the ease with which
virus warfare might be launched.  Finding a way to
protect ourselves may be more difficult.

Should we really worry about such matters?  Since
biochemistry is unable to ascribe any purpose to life,
shouldn’t we scientists stick to science?  Science is
amoral, isn’t it?  And besides, won’t society do just
what it wants to regardless of our opinions?  Ques-
tions like these will always be with us, but most of the
best scientists in the world seem to act with a great
deal of responsibility.  Not only do they want the
pleasure and excitement of discovery and recognition
for their work, but also they want a world for their
children and grandchildren.  They tend to feel com-
passion for other human beings.  Many of them will
give as a principal motivation for becoming biochem-
ists the desire to contribute to the understanding of
living things for the purpose of improving health,
medical care, nutrition, etc.  Most of them would not
like to see the evolution of human beings ended
through a disaster with nuclear or biological weapons
or by irreversible pollution of land and sea.  It will be
a strange irony if we use our marvelous inquisitive,
ingenous, inventive, and compassionate brains, the
pinnacle of biological evolution, to destroy our envi-
ronment and ourselves.

At a conference in Berkeley in 1971,577 Joshua
Lederberg, discoverer of genetic recombination in

bacteria, talked about these matters.  Lederberg asked
if fairness and objectivity are possible outside the
laboratory.  He thought so.  He pointed out that the
nations of the world agreed to stop production of
biological weapons and that genuine steps had been
taken to decrease some of the hazards facing us.  Nev-
ertheless, progress is slow.  Some insist on inspection
for violation of agreements.  But how can one inspect
thoroughly enough?  Lederberg suggested that the
only possible form of control is now evolving.  It must
come from scientists themselves who must step out of
their roles as “pure” scientists and accept the responsi-
bility of preventing foolish uses of new biological dis-
coveries.  It may seem impossible that there could be
a scientific community which could be counted on
always to act in a responsible way, but it may be the
only way that the human beings can survive for long
on this planet.  Lederberg believes it possible (and so
do I).

If this book has helped to bring to the reader some
awareness of the knowledge and power of molecular
biology, I hope that these final words may lead the
reader to heed the advice of Professor Lederberg.  I
sincerely hope that all the young people now studying
biochemistry and modern biology will commit them-
selves to using the fantastic new knowledge available
to us for the betterment of mankind and to proceeding
with caution and responsibility as they move into
positions of influence in the scientific community.
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1. Discuss the roles of the following proteins in
development: receptors, transcription factors,
protein kinases, histones, DNA methylases, adhe-
sion molecules, ubiquitin.  How do small RNA
molecules participate in development?

2. Are all body cells totipotent?

3. Discuss the roles of apoptosis in various groups of
organisms.

4. Compare signaling between bacteria and other
unicellular organisms with signaling in higher
eukaryotes.

5. Are human beings the most highly developed
organisms?  If so, in what ways?  Has evolution
of humans stopped or will it continue?  Will it be
upward?

6. Is it important for the world to achieve a sustain-
able state in which the population is constant and
the environment stable?578  How will the world
support a projected increase in population from
the present 6 billion to 9 billion in 50 years?579,580

7. How seriously is the earth’s ecosystem dominated
by human activity?581,582  Human activities have
greatly reduced the amount of area available to
wild species.  Will the ensuing extinction of many
organisms impoverish future diversity?583–585 Can
the world’s fisheries become sustainable?586,587

8. Is science losing its objectivity because of an
emphasis on monetary gain rather than on meet-
ing social needs?588
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characterization of  556
toxic  548
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functions of  655
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Adenylate system 302 – 304, 1034
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Adenylosuccinate lyase  685
Adenylylation  545
Adenylyl cyclase. See Adenylate cyclase
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Adenylyl sulfate  977
Adenylyltransferase (AT)  1370
Adherens junctions  1883
Adhesion, cell surface  1883, 1884
Adhesion discs (septate desmosomes)  29
Adhesion proteins  187
Adipocyte  379s
Adipokinetic hormones  1760
ADP (Adenosine diphosphate) 536,

1752, 1794
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complexes with metal ions  296
dissociation as acid  288
intracellular concentration  304
P-31 NMR spectrum  642
pKa value of  293

in regulation  535
ADP-glucose

formation of  1320
ADP-ribose (ADPR)  315, 778, 780
ADP-ribosylation  545, 778
ADP-ribosylation factors (ARFs)  559
Adrenal cortical steroid hormones 1252 –

1254, 1747
Adrenal gland, formation of noradrenaline

1064
Adrenaline (epinephrine)  534, 542, 553s, 999,

1431s, 1433, 1741– 1743, 1789, 1790s, 1791
bound to adrenergic receptor  535, 555

α-Adrenergic receptors  553, 558, 563
β-Adrenergic receptors  553, 554, 1741

in asthma  553
in heart failure  553
receptor kinase  553
structure (proposed)  534, 555
topology  555

Adrenergic synapses  1789
agonists of  1791
antagonists of  1791

Adrenocorticotropin (ACTH)  54s
Adrenodoxin  1065
Adrenodoxin reductase  764, 788
Adrenoleukodystrophy  945
Adsorption chromatography  103
Adsorption isotherm  326
Aequorin  314, 1342
Aerobes, obligate  8
Aerobic respiration, energy source  1013
Affinity chromatography  104 – 106
Affinity labeling  127, 477, 623
Affinity maturation  1862
Aflatoxin  1217, 1588s
African sleeping sickness  787
Agammaglobulinemia  572
Agar-agar  170
Agarose  177s

activated  105
double helices in  177
gel networks of  175

Agglutination  1839
Agglutinins (lectins)  427, 1883
Aggrecan  181, 1154
Aggregation of cells  187
Aging  1906 – 1908

cancer in  1907
of nematodes  1907
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Aglycone  167
Agmatine  1440
Agonists  479
Agrin  437, 1154, 1781
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HIV
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Alamethicin  414, 1774, 1842
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pKa values of  293

L-Alanine (Ala, A)  52, 52s
binding constants to metal ions  311
biosynthesis  517
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L-Alanyl-L-alanine
pKa value of  293

D-Alanyl-D-alanyl carboxypeptidase  625
N-β-Alanyldopamine  1434
L-Alanyl-L-valyl-L-methionine 57s
Alarmone  1454, 1636
Albinism  887
Alcohol

addition to carbonyl  677
dehydrogenation of  765 – 774

Alcohol dehydrogenase(s)  479, 766 – 774
isoenzymes  774
stereospecificity of  479
structure  773
zinc in  680, 772 – 774

Alcoholic fermentation  966
Alcoholic liver cirrhosis  1378
Alcoholism  1797
Aldaric acid  164
Aldehyde(s)

covalent hydrates  775
dehydrogenation of  766
oxidation of  775

Aldehyde dehydrogenases  776
Aldehyde oxidases  794, 890
Aldehyde oxido-reductase  891s
Aldimines.  434s  See also Schiff bases

from pyridoxal phosphate 740s – 742s
Aldo-keto reductases  774
Aldolase(s)  527, 679, 699 – 703

Schiff bases in  732
type I  699
type II  699, 700

Aldolase A
enzyme-substrate complex  699

Aldol cleavage  698, 742
in epimerization  778

Aldol condensation(s)  527, 699, 700
drawing  529
sugar formation mechanism  1136 –

1138
Aldonic acid  164
Aldose-ketose interconversions  692
Aldose reductase  774
Aldosterone  1253, 1256s, 1261
Algae  20 – 22
Algin  21
Alginates  170, 178
Alginic acid  1130
Alkali metal ions 206
Alkaline phosphatases  645, 1491

active site of  645
occurrence  645

Alkaloids  1443, 1444, 1447– 1449
formation, scheme  1444
from tryptophan  1447– 1449

Alkanes  382
hydroxylation of  1057

Alkaptonuria  1430
Alkenes, hydration of  683
Alkoxy-phospholipid  1200s
Alkylated bases  1583
Alkyl cobalamins  869, 870
Alkyl cobalt  867
Alkyl ethers  382
Alkyl radicals, table of names  380
Alkyl shift, rearrangements with  527
Allantoate  1368, 1368s
Allantoic acid  1421, 1458s, 1460
Allantoin  1368, 1368s, 1421, 1458s, 1459
Alleles  184
Allelic exclusion  1858, 1862

Allene oxide  1212
Allene structure  1240
Allergens  1862, 1863
Allergy  1862 – 1864
Allicin  1408
Alliin (garlic) 1408, 1408s
Alliinase  742, 1408
Allolactose  168, 1604
Allophanate  1378, 1378s
Allophycocyanins  1305
Allopurinol  1074, 1459, 1459s
Allose (All)  163s
Allosteric activation  475 – 477, 539 – 541
Allosteric constant  476
Allosteric control

of enzymes  475 – 477, 539 – 541
Monod-Wyman-Changeux model   349
of repressor protein  539

Allosteric effectors  357, 475 – 477, 536
Allosteric inhibition  475 – 477, 539 – 541
Allosteric sites  473
Allostery (allosterism)  475
Alloxan  121
Alloxanthin  1240, 1240s
Allylic rearrangement  527, 712

with condensation  527
Allysine  429
Alpha-carbon plot  64
Alpha effect on reaction rates  590
Alpha oxidation. See Oxidation, alpha
Alport disease  438
Alternan  175, 1152
Alternative oxidase, in plants  1023
Alternative splicing of mRNA  538
Altman, Sidney  84
Altrose (Alt)  163s
Alu family  1538
Aluminum

hydroxide complex, soluble  310
toxicity of 658

Alzheimer disease  1718, 1812, 1902
Amadori  rearrangement  169, 1427, 1460
Amanitins  1618, 1625, 1627
Amantadine  1655s
Amber mutations  1606
Ameba  18
Amebic dystentery  187
Amebocytes  23, 25
Ameloblasts  442
Amelogenins  442
Amicyanin  817, 883
Amides

displacement reactions of  608
linkages in proteins  55 – 57
mechanism of formation  661, 662,

1672, 1698 – 1709
resonance energy  299
vibrational frequencies of  1277
weak basic properties  56

Amidination  124
Amidino transfer  1379
Amidotransferases  1368, 1376
Amiloride  421s
Amine(s)

addition to carbonyl  677
dehydrogenation of  766

Amine oxidases  766, 782
Amino acid(s) 51– 55

abbreviations of, table  52, 53
alpha (s)  41
aromatic, light absorption  749
branched chain  1391– 1397

catabolism of  1393 – 1397. See also
Specific amino acids

configurations 42
C-terminal  57
dehydrogenation of  775
as dipolar ions  42, 51
essential  52, 53, 1369
glucogenic  1397
ketogenic  1397
metabolism of, 1359 – 1410
N-terminal  57
pKa values of  52, 53, 55
residues (definition)  57
separation by ion exchange

chromatography  104
sequences of  57
side chain structures  55

table  52, 53
uptake by cells  1369

Amino acid decarboxylase  744
Amino acid dehydrogenase  766
Amino acid oxidases  782
D-Amino acid oxidase  478, 790, 791s, 1370

of kidney  781
Amino acid sequence  57– 59

of aspartate aminotransferase  57, 202
of insulin  118
methods of determination  118, 119

Amino acid side chains
torsion angles of  61, 62

Aminoacrylate  744s
Aminoacyl (A) site in ribosome  1672
Aminoacyladenylate  1672, 1695, 1696
Aminoacyl-tRNA

codon-specific binding of  1702
modification reactions of  1697

Aminoacyl-tRNA synthetases  662, 994,
1694 – 1698, 1696s

action  1696
functions of  1698
proofreading  1695
reaction mechanisms  1695
recognition of tRNA  1694
structures  1694

α-Aminoadipate  1386s
α-Aminoadipate pathway  1383
α-Aminoadipate semialdehyde  1386s
para-Aminobenzoate  473s, 1422s, 1425 – 1427
para-Aminobenzoate synthase  1425
Aminobutanol  1382s
4-Aminobutylcadaverine  1380s
γ-Aminobutyrate (GABA)  744, 1785, 1786,

1788
antagonists of  1788
concentration in brain  958
cycle  958, 959
drugs binding to receptors  1788
shunt reactions, scheme  959

Aminocyclopropane carboxylate (ACC)
744s, 1390

Aminoglycoside  1426s
antibiotics  1139

Amino group reactions  123
α-Amino-3-hydroxy-5-methyl-4-

isoxazolepropionic acid. See AMPA
5-Aminoimidazole-4-carboxamide  1449s
5-Aminoimidazole ribotide (AIR) 1464s
β-Aminoisobutyrate  1453s
α-Aminoisobutyric acid  69
δ-Aminolevulinate  1400s
5-Aminolevulinate dehydratase  1400s
δ-Aminolevulinic acid  742, 745s, 1399
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biosynthesis  742, 745
formation from glutamate-1-

semialdehyde  742
Aminomutases (vitamin B12)  872, 874
8-Amino-7-oxo-nonanoate  718, 742
Aminopeptidase(s)  117, 609, 627
β-Aminopropionitrile  438
Aminopterin, inhibition of dehydrofolate

reductase  805
Aminotransferases  737, 740 – 743, 747– 753

half reactions  737
3-Amino-3,4,6-trideoxyhexose  1138
5-Aminovalerate  1374
Ammonia

binding constants to metal ions  311
excretion of  1378
incorporation into amino acids  1367–

1372
pKa value of  99, 293

Ammonia oxidation system
diagram  1052

Ammonium ions  1359, 1366, 1367
Amnesia  1801
Amniocentesis  1172
Amoeba proteus  19
AMP (Adenosine 5'-phosphate)  203, 1455s

in adenylate system  302 – 304
dissociation as acid  288
pKa value of  293
as protein handle  719
receptors  1786

AMPA  1786, 1786s
AMPA receptors  1786, 1903
Amphetamine (benzedrine) 1791s, 1796, 1810
Amphibolic sequences  952
Amphikuemin  1759, 1759s
Amphipathic character  380, 401
Amphotericin  1216s, 1217
Ampicillin  1164  1164s
Amplification

of DNA  260, 1881
by polyploidy  1881
of signals  567

Amygdalin  1442, 1442s
α-Amylase 605 – 608

action patterns of  606
calcium and chloride ions in  606
catalytic groups  603
pancreatic, 606s
pH profile of  471
subsites  606

β-Amylase  603, 608
Amylin  1719

cause of diabetes  1004
Amylo-1,6-glucosidase/4-α-

glucanotransferase  1144
Amyloid diseases  1718 – 1720, 1812 – 1814
Amyloid precursor protein (APP)  1812
Amyloid β-protein (Ab)  1812
Amylopectin  165, 170, 172, 173s, 1144s
Amyloplast  1144
Amylose  165, 170, 172, 173, 1144

double-helical form  173
Amylo-(1,4 → 1,6)transglycosylase  1143
Amyotrophic lateral sclerosis (ALS) 1789,

1812
Amytal  1021s

inhibition of electron transport  1020
Anabolism. See Biosynthesis
Anacardic acids  1213, 1216s
Anaerobes

facultative  8

obligate  8
Anaerobic nucleotide reductases  864
Anaerobic respiration  1013, 1054 – 1057
Analgesic agents  1797
Anandamide  1758, 1794s, 1795
Anaphase  1501, 1503
Anaphase-promoting complex (APC)  1503,

1504
Anaphylaxis  385, 1863
Anaplerotic pathways  952
Anatoxin-a  1776, 1783s
Anchors, membrane for proteins  402

diphytanylglyceryl  402
glycosylphosphatidylinositol (GPI,

phosphatidylinositol-glycan)  403s,
523, 1722

myristoyl  402, 522
palmitoyl  522
polyprenyl  402

Androgenic (male) sex hormone  1254
Androgens  1254

anabolic effect  1255
Androstenedione  1254, 1256s, 1259, 1260s
Anergy  1850, 1859
Anesthetics  1788, 1789
Angel dust (phencylidine)  1798s
Angioblasts  1902
Angiogenesis  1902
Angiogenic factors  1755
Angiogenin  648, 1755, 1902
Angiosperms  29

embryo development, diagram  1905
life-cycle, diagram  1905

Angiotensin II  563, 1261
Angiotensin-converting enzyme  625, 1261
Anharmonic motion  1276
Anhydrobiotic organisms  168
1,5-Anhydro-D-glucitol  165s
Anhydroretinol  1242s
1-Anilinonapthalene-8-sulfonate  1294s
Animal cells, surroundings of  431– 443
Animal embryo development  1893
Animal pole in egg  1897
Animal tissue, composition of  31
Animal-vegetal axis  1899
Anisotropy (R)  1291

equation (polarized light)  1291
Ankylosing spondylitis  1854
Ankyrin  405
Annelida (segmented worms)  24
Annexins  316, 422, 571
Anomeric carbon atom  162
Anomeric effect  166
Antagonists  479
Antamanide  414, 1625

Na+ complex 415s
Antennapedia gene  1900
Anterior-posterior axis  1898
Antheroxanthin  1319
Anthocyanidins  1214, 1215s
Anthocyanins  1214
Anthranilate synthase  1425
Anthranilic acid (anthranilate) 747s, 1422s,

1425 – 1427
Anthrax  548
Antianxiety drugs  1788, 1789
Antibiotic(s)  414, 479, 1164 – 1166, 1616, 1618

aminoglycoside  1690
anthracycline  223
inhibition of protein synthesis  1689 –

1692
macrolide  1690

steroid  1266
tetracyclines  1691
thiopeptide  1691

Antibiotic resistance  1166
Antibodies  1831. See also Immunoglobulins

catalytic  1842
monoclonal  1841

Anticoagulation systems in blood  634
Anticodon  231, 1672, 1687

pairing with codon  1693, 1694
Anticodon-dihydrouridine stem loop  1692
Anticodon loop in tRNA  1688

hypermodified base in  231
Anti conformation of nucleosides  211, 212
Anticooperativity  352

in binding  329, 497
to metal ions  307
of protons  330

Antidotes for organic phosphates  636
Antienzymes  539
Antifreeze proteins  191
Antigen(s)  427, 1130

presentation  1855, 1856
figure  1857

receptor  1840
O-Antigen(s)  428, 1161

of Salmonella  180
Antigen-presenting cells (ACPs)  1831, 1851,

1857
Antigenic determinants  427
Antihemophilic factor  632
Antihistamines  1863
Antiidiotype set  1858
Antimetabolites  473
Antimycin  1029
Antimycin A  1021s
Antioxidants  818 – 820, 822 – 824, 826, 1075

vitamin E  721, 818, 819s, 822, 823
Antioxidant systems, of cells  1074
Antiparallel β structures  62
α2-Antiplasmin  634
Antiport process  410
Antisense RNA  1614
Antitermination proteins  1616
Antithrombin  634
Antitrypsin  58
Antiviral compounds  1654
Antizyme  1382, 1713
AP-1 (Activator Protein)  576, 577, 1633
Aphidocolin  1561, 1561s
Aplasmomycin  1151
Apoferritin  842
Apolipoprotein(s)  1181– 1185

functions of  1182
properties of, table  1183

Apolipoprotein A-I  1182
Apolipoprotein B-100  1182
Apolipoprotein E  1182, 1814
Apomixis  1904
Apoptosis  574, 619, 1881, 1888 – 1890, 1902

in mammalian cell, figure  1889
Apoptosome  1890
Apoptotic systems

components of, table  1889
Appican  1813
Apple motif of proteins  367
Apurinic acid  250
Apurinic/apyrimidinic DNA endonucleases

1581
Apyrimidinic acid  255
Aquaporins  411, 412
Aquired systemic resistance  1440
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Ara-A  1655s
Arabidopsis thaliana

genome  12, 29, 1511, 1512
Arabinan  177, 1168
Arabinogalactan  431, 1150
D-Arabinose (Ara)  163s, 1138
L-Arabinose (Ara)  163

binding protein  418
L-Arabinose isomerase  693
Arabinose-phosphate  1136
Arabinose utilization operon  1613
araCBAD operon

regulatory region, scheme  1614
Arachidonate  1863
Arachidonate cascade  1206
Arachidonic acid  381s, 565, 1190s, 1206s
Arachidonoylglycerol  1794s, 1795
Arachidonoyl glyceryl ether  1794s, 1795
Arachidonoylphosphatidylethanolamide

1794s
Arachnoid membrane  1765
Aragonite  440
ArcA  1614
Archaea  8
Archaeobacteria, thermophilic  7, 815

CO2 and sulfur, sources for life  1057
Archaeosine  1693
Archenteron  1898
Area detector for X-rays  134
Arg-Gly-Asp (RGD) sequence  408
Arginase  888, 1378

 manganese in  888
Arginine (Arg, R)  53s, 745, 1680

biosynthesis of, scheme  1375
catabolism of  1378
insecticidal analogs of  1379
synthesis of 1374 – 1379

Arginine dihydrolase pathway  1378
Arginine kinase  656
Arginine phosphate  303
Arginine vasopressin  1748
Argininosuccinate  1376, 1377, 1378s
Argininosuccinate lyase  685, 1378
Argininosuccinic aciduria  1378
Arginyl-tRNA protein transferase  1728
Aristolochene  1234, 1235s
Aristolochene synthase  1234
L-Arogenate (pretyrosine) 1422s, 1425, 1425s
Aromatase  1260
Aromatic clusters in proteins  75
Aromatic compounds

catabolism, bacteria, scheme  1436
catabolism, microbial  1434
metabolism of, 1421– 1464

Aromatic groups, formation by elimination
689

Arrestin  1331, 1792
Arrhenius activation energy  483
Arrhenius equation  483
Arrhenius, Svante A.  9, 83
Arrows, drawing  528, 529
Arsenate

phosphorylation, uncoupling of  596
similarity to phosphate  596

Arsenic compounds  387, 596, 597
toxicity of  596

Arsenicals in treatment of syphilis, 597
Arsenite, reaction with thiols  596
Arsenolysis  596

of glucose 1-phosphate  595
Arsenophospholipid  387s
Arseno-ribofuranoside  596s

Arthritis  1854
Arthropods  24
Aryl azides  1297
Arylsulfatase A, B  1171
Ascaris  25

chromosome number of  18
Ascarylose (3,6-dideoxy-L-mannose)  180s

from CDP-glucose  1138
Ascomycetes  20
Ascorbate antioxidant  1066, 1075
Ascorbate oxidase  887
Ascorbate peroxidase  852
Ascorbic acid  721, 1066s, 1066, 1067, 1132 –

1135, 1134s
in adrenal gland  1064
biosynthesis in plants  1134
and common cold  1067
dietary requirement  1066
free radical form  1066
healing of wounds, effect on  1066
metabolism of 1132 – 1135

scheme  1133
metal complexing properties  1066
pKa  1066
nutritional requirement  756

Ascus  20
Ash, amount from tissue  31
Asialoglycoprotein (Gal) receptor  1160
Asparagine (Asn, N)  53s, 1383
Asparagine synthase  1368
Aspartame  1800s
Aspartase  526
Aspartate  737s, 1378, 1793, 1794. See also

Aspartic acid
binding constants to metal ions  311
biosynthetic reactions  711, 1383 – 1391

scheme  1384
effect on biotin requirement  724
formation by transamination  952
metabolism of  539
residues  312

Aspartate aminotransferase  57s, 135s, 742 –
744, 747– 753

absorption spectra  749
active site structure  744
atomic structure  750
catalytic intermediates, models  752
NMR spectra  149
polarized spectra  1283
quinonoid intermediate  750
Ramachandran plot  61
sequence  57
transamination  742

Aspartate ammonia-lyase  685
Aspartate carbamoyltransferase  348s

active sites  348
difference spectrum  1285
regulation  540

Aspartate α-decarboxylase  753, 755
Aspartate β-decarboxylase  746
D-Aspartate oxidase  1370
Aspartate racemase  741
Aspartate semialdehyde  1384s
Aspartate semialdehyde reductases  1383
Aspartic acid (Asp, D)  52, 53s

biosynthesis  517
pK

a
 value of  293, 487

Aspartic proteases  621– 625
Aspartokinases  1383
β-Aspartyl adenylate  1368s
Aspartyl aminopeptidase  621
Aspartylglucosaminidase  1170, 1171

Aspartylglycosaminuria  1171
β-Aspartyl phosphate  539, 540s, 1384s
Aspirin  1211, 1211s, 1440
Assays of enzyme activity  456
Assembly core of virus shell  365
Assembly pathway

Bacteriophage T4  367
for virus φX174  366
of 30S ribosome  1682

Assimilatory nitrate reductases  1366
Association constant. See Formation constant
Astacin  627
Astaxanthin  1240, 1240s
Asthma  26, 385, 1862, 1863
Astrocytes  1781

micrograph  1778
Asymmetric unit of crystal  134
Asymmetry (handedness) of molecules

41– 43
in oligomers  344

Ataxia  1812
Ataxia telangiectasia (AT)  566, 574, 1585
Ataxin-2  1702
Atheromas  1249
Atherosclerosis  1249, 1250
Atmungsferment  1022
Atomic force microscope diagram  131
Atomic force microscopy  131, 179, 392
Atomic structures of macromolecules.  See

Three-dimensional structures of
Atoms, table of sizes 41
Atopy  1863
ATP (Adenosine triphosphate)  536, 719, 720,

1043 – 1046, 1672, 1752, 1776, 1794
in acetylation of sulfanilamide  720
in adenylate system  302 – 304
analogs of  655
binding constants to metal ions  311
in biosynthesis 973 – 978
in chloroplasts  1318
cleavage  977
as coenzyme  719
complexes with metal ions  296
coupling of hydrolysis  977
discovery of  1022
dissociation as acid  288
exchange-inert complex  643
formation during fermentation  967
formation during oxidation of

aldehyde, scheme  775
formation by substrate oxidation  962
hydrolysis of  507

enthalpy of  296
Gibbs energy of  293, 297

pK
a
 values of  293

proteases, ATP dependent  627, 628
proton pumps  1045, 1046
in regulation  535
screw-sense isomer  643
synthesis of  303, 507– 515

ATP, biosynthesis of  303, 1014 – 1016, 1032 –
1046

in fermentation reactions  661
uncoupling  636, 1046, 1047

ATP-citrate lyase  703
ATP cleavage in Calvin – Benson Cycle  984
ATP sulfurylase  1056
ATP synthase  425, 514, 659, 1014, 1041– 1045,

1042s, 1093
Boyer’s binding change mechanism

1044, 1045
chloroplast  1039
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genes  1041
mechanism  1043, 1044
model of  1042
rotational catalysis  1044
structure  1041 – 1044

ATPase  638, 1042s
Ca2+  424, 425s
gastric H+, K+-  424
H+, K+-  424
Na+, K+- [ (Na+ + K+)-activated ]  423
P-type  423
traffic  417
vacuolar  425, 1046

Atractyloside  1049
Atrazine  1263, 1299s
Atrial natriuretic factor (hormone)  561, 1262,

1753
Atropine  1783s, 1784
Attenuation (transcription)  1615

mechanism  1393
trp operon  1617

Aurocyanin  883
Autoantibodies  1641
Autoantigens, human  1159
Autocatalytic reaction  470
Autocrine effect  385, 574
Autoimmune diseases  1856, 1864 – 1867

table  1864
Autoinducers  1891
Autonomic system  1767
Autonomously replicating sequences (ARSs)

1562
Autophagosome  1728
Autophagy  1728, 1888
Autophosphorylation of receptor  562
Autoradiography  1543
Auxilin  427
Auxins  1390, 1446, 1447s, 1761
Auxotrophs

nutritional  1478
Average oxidation state

of compounds, scheme  983
Avermectin  1217, 1788s
Avery  1473
Avidin  257, 728
Avirulence (Avr) proteins  1869
Avogadro’s number  283
Axial element  1506
Axis (axes) of symmetry  322, 323, 327– 338
Axon  11, 1763, 1903
Axonal transport  1119, 1776
Axon hillock  1763
L-Azaserine  1371, 1371s
Azide, as respiratory inhibitor  1021
Azoferredoxin  1361
Azotoflavin  1362
Azurins  883

B
Bacillus, definition of  6
Bacillus subtilis

genome  12
Bacillus thuringensis

as insecticide  1868
Baclofen  1787, 1788s
Bacteria  2. See also Specific genus and species

acetic acid  8
aerobes  10
anaerobic  8

autotrophic  8
binding to cells  186
branched fatty acids of  381
chemoheterotrophic  7, 8
chemolithotrophic  7
chemotaxis 1093 – 1096
classification of 6 – 8
coats  431
composition of  31
denitrifying  1054, 1359
electron micrograph of  4
flagella of  6, 1089 – 1093, 1090s
gram-negative  6, 7, 180

transporters in 416 – 420
gram-positive  6, 7, 185, 190, 428, 1161
green sulfur  1306
hydrogen-oxidizing  1051
invasion by  1120
largest  8
L forms  6
methane  1057
methanogens  7

coenzymes of 813 – 815
methylotrophic  985
motility 1089 – 1095
nitrifying  1051, 1052
nonsulfur  1306
nutrition of  8
photoautotrophic  8
photosynthetic  7, 9, 982, 1298 – 1320
pili  335
purple photosynthetic  1306
purple, reaction centers of  1310 – 1315
sensing  1798
signaling among  1891
with stalks  1890
sulfate-reducing  1056, 1057
sulfur-oxidizing  1052 – 1054
sulfur-reducing  1056, 1057

Bacterial cell walls
biosynthesis  1160 – 1168

Bacterial dehydratases
Fe-S clusters in  861

Bacterial diseases  7
Bacterial operon(s)

control of  1611– 1613
inducible  1612
repression  1611, 1612

Bacterial sex factors  1482, 1483
Bacteriochlorophylls  1303s, 1304, 1307, 1308,

1310 – 1313, 1311s
biosynthetic pathways  1403

Bacteriocins  1842
Bacteriohopanetetrol  1244, 1245s
Bacteriophages

antibacterial medicine  1167
chromosome mapping  1477
filamentous (fd, f1, M13)  129, 334, 335,

1494
helical  244
mutant  1477
recombinant  1478
temperate  248, 1483 – 1486

Bacteriophage φ11 plaques, figure  1477
Bacteriophage φX174  244
Bacteriophage MS2 RNA model  1714
Bacteriophage Mu  1576
Bacteriophage P22 tailspike protein  66, 66s
Bacteriophage Plkc, transducing  1479
Bacteriophage T4, linkage map  1481
Bacteriophages, T-even  244, 363
Bacteriophage T4(s)  363s

assembly pathway  367
lysozyme  599

Bacteriorhodopsin  71, 1039, 1325, 1333 –
1337

photoreaction cycle of  1335
structure  1327, 1334

Bacteroids  1360
Bactobilin  1405
Bactoprenol  1152
Baculovirus  247, 1498
Baculovirus vehicles  1498
Baltimore, David  84
Band 3 protein  404

of erythrocytes  420
Barbital  1788s
Barbiturates  1788, 1789, 1796
Barrels

α,α  71
α/β  77
β  65

Basal body of flagella  15, 1089
electron micrograph  1091

Basal ganglia  1765
Basal metabolic rate  283

relationship to surface area  283
Basal stem cells  439
Base(s)

of nucleic acids  199
strengths of  95, 96

Base catalysis, general  487– 491
Base composition of DNA and RNA  239
Base pairs 207– 211

base inclination  217
of DNA  200
Hoogsteen  207, 231
propeller twist  217
strength of  209
tautomerism  211
thermodynamics of  209
Watson–Crick  207, 231
wobble  209, 231

Base quartets  207– 211
Base triplets  207– 211
Basement membrane  15, 72, 431, 436
Basic fibroblast growth factor (bFGF)  1903
Basidiomycetes  20
Basophils  26, 188

in blood  1863
Bathochromic shift  1283
Bathorhodopsin  1329, 1330
Batrachotoxin  1265, 1265s, 1775
B cell. See Lymphocytes
bcl1 (cyclin D1)  572
Bdellovibrio  3
Beer–Lambert law  1275
Beggiotoa

sulfur precipitates from  1053
Behavior  1805
Bence-Jones proteins  1836, 1837
β Bend 72 – 74
Benzaldehyde, resonance energy  299
Benz(a)anthracene  1588
Benzene, resonance energy  299
Benzoate  1437, 1437s, 1439s
Benzoic acid  1438

acidity of  308
pKa value of  309

Benzophenones  1297
Benzo(a)pyrene  1588
Benzoquinone  1438
Benzoylformate  1437s
Benzoylformate decarboxylase  734
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Berenil  225s
Bergmann glia  1781
Beriberi  721
Beryllium, toxicity of  299
BES buffer  99
Beta carotene, as antioxidant  1075
Betacelulin  1753
Beta cleavage. See Cleavage, beta
Beta condensation. See Condensation, beta
Beta helix. See β Helix
Betaine  1388, 1389s
Beta oxidation  511– 513.  See also Oxidation,

beta
of fatty acids  511, 512, 939 – 944
Knoop’s theory 513
pathway 506

Beta propeller  67, 560, 764
Beta ribbons  241
Beta sheet  64
Beta spiral  74
Bicarbonate ion

from carbon dioxide  677
in carboxylation  710, 711
incorporation  710, 711

Bicarbonate sensor  557
Bicinchoninic acid  102
BICINE buffer  99
Bicuculline  1787, 1788s, 1789
Biglycan  1154
Bile acids

formation of, scheme  1252
metabolite of cholesterol  1251

Bile pigments  1404
Bile salts  1251
Biliary cirrhosis  1865
Bilin  1304
Bilin pigments, table  1305
Bilirubin  1404, 1404s
meso-Bilirubinogen  1404
Biliverdin  852, 1404, 1404s
Binding

cooperative processes  330 – 332
equilibria 325 – 332
by macromolecules  327– 330
of metal ions 307
multiple sites of  327– 330
ordered  464
of oxygen. See oxygen (O

2
), binding of

random order  464, 467
Binding constants  325 – 327. See also

Formation constant
anticooperativity  329, 330
intrinsic  328
for metal complexes, table  311
microscopic  328, 329
of protons to dianions, table  328

Binding curves  326
sigmoidal  331

Binding energy
relation to maximum velocity  617

Binding equilibria  325 – 332
dimerizing protein  350 – 352

Binding proteins  418
for histidine  419s
for hormones  536
single-strand  1549

Binding sites, multiple  327
Bioactivation of insecticides  636
Biochemical equilibria 304 – 316
Biochemical reactions

table of types 526, 527
Biocytin  724, 724s

Biodegradative threonine dehydratase  1391
Biological recognition  29

glycoproteins in  186
Bioluminescence  1340 – 1346
Biomineral precursor  843
Biopolymers, hydrolysis of  292
Biopterin  803, 804s, 1460

as hydroxylation coenzyme  803
Biosensors  122
Biosynthesis  507, 515 – 517, 972 – 996. See

also Specific compounds
activated groups used in, table  975
carbonyl groups in  982
of fatty acids  990
of hydrocarbon chains  990
of isoprenoid compounds  689
parallel with biodegradation  973
reducing agents for; use of NADPH

978 – 982
regulation of  996 – 1005
scheme  506, 509

Biosynthetic pathways
committed step  535
feedback inhibition  535
relationship to catabolism  973
schemes  506, 509, 974

Biosynthetic threonine dehydratase  1391
Biotin  515, 516, 711, 721, 723 – 730, 723s, 950,

1393
biosynthesis of  718, 745
in enzymes, table  724
mechanism of action  725 – 729
nutritional requirement  756

Biotin-binding proteins  728
Biotin carboxylase  724
Biotin carboxyl carrier protein  724
Biotin holoenzyme synthetase  724
Biotinidase  725
Bipolar disorder  1810
2,5-Bisoxo-D-gluconate 1134s
Bisoxogulonic acid 1133s

from dehydroascorbic acid  1134
1,7-Bisphosphatase  1320
1,3-Bisphosphoglycerate  596s

in glyceraldehyde-3-phosphate
dehydrogenase  775

2,3-Bisphosphoglycerate  357s, 361
effect on hemoglobin  357

Bisphosphoglycerate mutase  654
BIS-TRIS buffer  99
Bisulfite  779

effect on yeast fermentation  967
reaction with uridine  251
             with thiamin  731

Biuret  102s
Biuret method  102
BK virus  247
Black membrane  393
Blanching hormone  1760
Blastocyst  1897
Blastula  1897
Bleomycin  225s, 1589
Bleomycin hydrolase  619
Blood

carbonic anhydrase  678
cell(s)  26, 110, 1900, 1901
complement system  58, 414
glucose, control of  997– 999
lipid carriers of  1184
pressure, regulation of  1261, 1262
proteins of   58

Blood-brain barrier  29, 1765

Blood cells
development of  1901, 1902
globin genes  1901
types of  110, 1834, 1835

Blood-cerebrospinal barrier  1765
Blood clotting 631– 634

anticoagulation systems  634
cascade mechanism  632
cofactors  631
inhibition of  622
intrinsic mechanism  633

Blood glucose  997– 999, 1742
Blood group determinants  182, 183, 1155

ABO system  184, 185
Cad antigen  185
Kell antigens  185
Lewis blood group  184, 185
MN antigens  185
P group  185
Rh antigen  185

Blood plasma
electrolyte concentrations  206
proteins  58

Blood platelets  26, 384
Blood type. See Blood group determinants
Bloom syndrome  1550, 1585
Blue denim  1448
Blue-green algae. See Cyanobacteria
Blue light responses  1338 – 1340
Blue multicopper oxidase  887
Bohr effect  357
Boltzmann constant  283, 284
Bombardier beetle  1048

reaction vessel (figure)  1049
Bombesin  1750
Bombyxins  1760
Bond

angles 39 – 40
energies, table  299
lengths 40

Bonding
heterologous  333, 334
isologous  338
nonsymmetric  344

Bone  26, 440, 441
development of  1902
morphogenic proteins  1902

Bone-derived growth factors  1755
Bone morphogenic factor  443
Bongkrekate  1049
Bordetella  548
Boric acid,  99
Borneol  1233s

biosynthesis  1234
Bornyl diphosphate  1234s
Borohydride

in carbohydrate analysis  190
reduction by  124, 190

Boron, functions of  1151
Boronic acids  622
Botulinum toxin  1776
Bouton  1777
Bovine spongiform encephalopathy

(BSE). See Mad cow disease
Boyer, P.  1044
Boyer’s binding change mechanism

ATP synthase  1044, 1045
Bradford method  102
Bradykinin  1262, 1752
Brain  1804

alpha waves  1802
conscious thought  1802
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human (figure)  1742
imaging  1801, 1802
interconnections of, diagram  1766
limbic system  1767
lipid mediators  1795
mesolimbic dopamine system  1796
of molluscs, organization  24
nucleus accumbens  1797
organization of  1765, 1766
peptides  1749, 1750
PET image  1806
pleasure centers  1767
punishing centers  1767
rat, diagram  1766
reticular system  1767
rhythms  1802, 1803
stem  1765
temporal lobe  1801
transporters in  416, 417, 420
ventral tegmental area (VTA)  1797
visual cortex  1798

Brain-derived neurotrophic factor (BDNF)
1812

Branch migration in DNA  229
Branched carbon chains

formation of  992, 993
scheme  992

Branched chain fatty acids  942
Branching enzyme  994

deficiency of  1144
Brassinolide  1246, 1248s
Brassinosterols  1761
Breast cancers  572
Brefeldin A  1159
Brevetoxin  1770s, 1775
Brevican  1154
Brine shrimp  168
Bromelain  618
Bromoperoxidase(s)  856
Brönsted equation in basicity  490
Brönsted plot  309, 490
Brown, Michael S.  84
Brown fat  1048
Brownian movement  461
Brucellosis  7
Bryophyta  29
Bt toxin  1868
Buchner, Edward  83, 456, 960
Buffer(s)  97, 98

redox  980
table  99
volatile  98

Buforins  1843
Bufotenin  1811
Bufotoxin  1265s, 1266
β Bulge  66, 67s
Bundle sheath  1322
Bungarotoxin  1776, 1785
Burkitt’s lymphoma  572, 576
Bursin  1756
Butadiene  1283
Butanol-forming fermentations  971
Butyric acid, fermentation  971, 972
γ-Butyrobetaine  1063s

hydroxylation of  1063
Butyrylcholinesterase  634

C
C1q  1839
C

4
 compounds, export from mitochondria
981

C
4
 cycle

for CO
2
 concentration  1322

scheme  1323
Cachetin. See Tumor necrosis factor (TNF)
Cachexia  1756, 1849
Cacodylic acid  99
Cadaverine  1380s
Cadherin 187, 407, 1883

domains 408s
Cadmium  317

toxicity of  680
cADP ribose (cyclic ADP ribose)  564s
Caenorhabditis elegans

apoptosis  619
cuticle  440
development  1893
genome  12, 1507
number of cells  24

Caffeine  1458s, 1459
Cage effect  462, 463
Caged phosphate  137
Calbindins  313, 1258
Calcein  1294
Calciferol (vitamin D)  1257
Calcineurin  646
Calciosomes  314, 563
Calcite  440
Calcitonin  314, 1258, 1750
Calcitonin gene-related polypeptide

(CGRPP)  1750
Calcitriol  1257
Calcium 314, 315

fluorophores  1294
oscillations  315
release channel  314
in signaling 563 – 566

Calcium-binding proteins  312
Calcium-binding sites  312
Calcium carbonate  443
Calcium ion(s)  31, 314, 315

activation of metabolic processes  314
concentration

in tissues  314
in serum  314

effects on equilibria  297
interaction with carboxylate groups  47
in muscle  1114
rapid uptake mode  1047

Calcium ion channel(s)  422, 1772
dihydropyridine-sensitive  1772
release channels  1115
voltage sensitive  1114, 1772

Calcium phosphate granules  1014
Calcium uniporter  1047
Caldesmon  1117
Callose  170, 174, 1148
Callus  1885
Calmodulin  313, 315, 317s

in phosphorylase kinase  544
Calnexin  188, 520
Caloric values of food  282, 283

table  283
Calorie, definition of  282
Calorimeter

bomb  282
differential scanning  285

Calorimetry
animal  283
differential scanning of membranes

394
Calpactin  316
Calpains  619
Calreticulins  313
Calsequestrin  313, 314, 1114
Calvin–Benson cycle 985, 986, 1319 – 1321
Calvin, Melvin  84
Cambium layer  29
Cambrian explosion  9
cAMP  536, 544, 544s, 556, 557

second messenger  557, 1743
cAMP receptor protein (CRP or CAP)  1604,

1612
Campesterol  1246, 1248s
Camphor  1233s
Camptothecin  1552, 1552s
Canaline  1379, 1379s
Canavanine  1379, 1379s
Canavanine hydrolase  1379
Cancer 573 – 575, 1297, 1907, 1908

of breast  1263
chemotherapy  224, 812
p53 as suppressor  581

Cancer cells
communicating junctions in  29
lack of contact inhibition  29
promoters  573

Candida albicans  1891
Cannabidiol  1794s
Cannabinoid receptors  1795
Canthaxanthin  1240, 1240s
Capsaicin  1794s, 1800
Capsid  244
Capsomers  244
Capsule  6
Captopril  624, 1261s

for high blood pressure  1261
Carbamate group.  80  See also Carbamino

group
in ribulose bisphosphate carboxylase

707– 709
Carbamate in proteins  80
Carbamic acid  1376s
Carbamino groups.  678  See also  Carbamate

group
in hemoglobin  358
in regulation  543

Carbamoyl aspartate  1451s
Carbamoyl phosphate  975s, 1376s
Carbamoyl phosphate synthetases  1376,

1377
Carbamoylation (carbamylation)

of ribulose bisphosphate carboxylase
707

by sodium cyanate  124
Carbamylation. See Carbamoylation
Carbanion mechanism of flavin dehydroge-

nase  790
Carbapenems  1164
Carbinolamine(s)  677

configurations  680
formation of  526

4a-Carbinolamine dehydratase  1061
Carbocation(s)

from alkenes  683
oxocarbenium ion  598s

Carbocation mechanism of fumarate
hydratase  684

Carbocationic intermediate  595
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Carbodiimide  105s
Carbohydrate(s)

analysis  188
biosynthesis, 994, 1000, 1001, 1129 –

1172
as biosynthetic precursors  982
caloric value  283
content, in tissues  31
hydrolysis of  189
insertion mechanism in growth  1152
metabolism, 1002, 1129 – 1172
methylation of  189
NMR spectra of  190 – 192
periodate oxidation of  190

Carbohydrate-binding proteins. See Lectins
Carbon-14

Calvin–Benson cycle  985
properties of  110

Carbon-carbon bonds
addition to  681 – 683
cleavage of  530, 982
formation  982
reduction of  777

Carbon dioxide  358
as biosynthetic precursor  982 – 985
carbon units, source of  810
hydration of  677, 710
photosynthetic reduction of  977
reduction of  881
reduction, scheme  814
resonance energy  299
stability of  690

Carbon monoxide  553, 1756, 1795, 1796
guanylate cyclase activation  1757
heme iron, binding  1757
in hemoglobin  358
oxidation of  881, 1051
resonance energy  299
as respiratory inhibitor  1021
vasodilation  1757

Carbon monoxide dehydrogenase/acetyl-
CoA synthase  881, 882

Carbon monoxide oxidase  893
Carbon skeletons, assembly of  982
Carbonic acid   99
Carbonic anhydrase  443, 676 – 678, 710

active site structure  679
mechanism  678
turnover number of  458, 678

Carbonium ion. See Carbocation
1,1'-Carbonyl-diimidazole  105s
Carbonyl group(s)

addition of enolate anion  699 – 704
addition to  677
in chain formation and cleavage  982
in displacement reactions 608 – 637,

698
facilitation of addition or elimination

681
in metabolic sequences  681
reactivity  608
transient formation of  777, 778

Carbonyl oxide  1060s
N-1'-Carboxybiocytin

in action of enzyme  725
N-1'-Carboxybiotin  725, 726, 726s, 970

dimethyl ester of  725
intermediate  725

γ-Carboxyglutamate  821, 821s
binding of calcium ions  80
formation of  820 – 822

Carboxyl (carboxylate) groups

formation 723 – 730
in proteins  312
reduction of  776
resonance  967
resonance energy  299, 967

Carboxylation  978
beta  527, 727– 729
in biosynthesis 977– 980
biotin-assisted  724
driven by cleavage of ATP  705
reductive pentose phosphate pathway

986
Carboxylesterases  635
Carboxylic acid

activation of  507
dehydrogenation of  766

Carboxylic acid reductase  893
Carboxyltransferase  724, 971

of propionic acid bacteria  725
Carboxymethylation of proteins  594
Carboxypeptidase(s)  117, 609, 625

zinc ion in  625
Carboxypeptidase A  64s

active site 626s
pKa values of  626

Carboxypeptidase Y  610
Carboxyphosphate  726, 726s
Carcinogenic compounds

adducts with nucleic acids  235
Carcinomas  573
Cardiolipin  384, 1028, 1198, 1198s
Cardiomyopathy  1113
Cardiotoxins  1775
Caricain  618
Caries  442
Carnitine  944s, 1063s, 1383 – 1386

formation  1063
mitochondrial permeability  944

Carotene(s)  1237, 1304
functions  1243
oxidized  1240
photoprotection  1243
from phytoene, scheme  1238
properties  1243

β-Carotene  10, 390s, 1239s
antioxidant  1243

Carotenoid(s)  1227, 1237 – 1243, 1303, 1304,
1306, 1308, 1309, 1319

color  1243
Carotenoid compounds

biosynthetic pathways  1239
structures  1239

Carpal tunnel syndrome  756
Carrageenan(s)  170, 177, 178s
Carrageenin  22
Cartilage  26, 436

articular  182
development of  1902, 1903
matrix protein  437

Cartilage-inducing factor  1755
Carvone  1233s
Casbene  1235s, 1236
Cascades

blood clotting  632
dephosphorylation  542
MAP kinase  576 – 578
pancreatic proteases  609
phosphorylation  542
regulatory  566, 567

Casein kinase  544
Caspase family  619, 1516, 1888, 1889
Cassava  1442

Catabolism  536
and ATP synthesis  507– 515
pathways of  506, 509
of propionate, scheme  948
of propionyl-CoA, scheme  948
of sugars  960 – 966

Catabolite gene activator protein (CAP)
1604, 1613

Catalase(s)  844, 852 – 855, 853s
catalytic cycles, scheme  855
compounds I, II  853 – 855
function of  852
hereditary deficiency  852
iron properties  853
mechanisms of catalysis  853 – 855
molecular activity of  852
turnover number of  458

Catalysis (acid, base)  469, 486
Catalysis (enzymatic)

acid and base  469, 486 – 491
covalent  494
mechanisms of 482 – 497
microenvironment  495
microscopic reversibility  486
multiple attack  606
nucleophilic  494
proximity factor  495
stereoelectronic effect  495
strain and distortion in  496, 497
tautomeric  490, 491
transition state  482 – 486

Catalyst, polyfunctional  490
Catalytic antibodies (abzymes)  1842
Catalytic cycles. See also Other specific

enzymes and cell cycle
for catalase  855
for coenzyme M reductase  880
common features of  952
for copper-containing hydroxylases

1064
for cytochrome P450  1068
for glycine decarboxylase  809
for lysozyme  599
for α-oxoacid dehydrogenases  798
for peroxidases  855
for serine protease  613
for vitamin B

12
-dependent isomerases

872
Catalytic dyad  620
Catalytic subunits  348
Catalytic triad  134, 611– 614, 619, 635

of serine proteases  611– 614
Cataracts  169, 1131, 1333
Catchin  1117
Catechol  838, 1436s, 1438
Catechol 1,2-dioxygenase  1057
Catechol O-methyltransferase (COMT) 591,

592, 1434, 1790
Catecholamine(s)  553, 1432 – 1434,

1789, 1792
metabolism pathways  1790

β-Catenin  1883, 1898
Cathepsin(s)  619, 621

G  610
K, in osteoclasts  619

Cations. See also Individual ions
active transport  422
channels  421, 422

Cauliflower mosaic virus  247
Cayenne pepper  1439s
CD (Cluster of Differentiation)  187, 407, 1850
Cdc20  1504
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CDK-activating kinase (CAK)  1502
CDK2  1502
CDP-diacylglycerol  1197, 1198s
Cech, Thomas R.  84
Cecropins  1843
CED-3  619
Celiac disease  1854, 1865
Cell(s)

aggregation of  187
columnar epithelium  26
composition of 30 – 33
doubling time  470
fractionation of  98 – 100
junctions  28
metal binding sites in  311, 312
migrations  1884
sizes of  11
squamus epithelium  26

Cell adhesion molecules (CAMs)  406
Cell-cell recognition  1883, 1884
Cell constant organisms  24
Cell contacts  28, 29
Cell culture  26
Cell cycle 578 – 581

checkpoints  1502
figure  580

Cell differentiation antigens.  See CD
Cell division

asymmetric  1879, 1884, 1885
in bacteria  1885
directionality (polarity)  1879

Cell membranes  3
anions  420, 421

Cell migration  1883, 1884
Cell recognition  29
Cell respiration, inhibition  636
Cell signaling, table of abbreviations  577
Cell structure, compartments  552
Cell types

animal  25
plant  29, 30

Cell wall  5, 10, 15, 427– 441
of bacteria  427– 431
of plants  5, 177, 179, 443

in micrograph  13
Cellobiohydrolases  602
Cellular adhesion molecules (CAMs)  1883
Cellulases 602, 603

in bacteria  1148
genetic engineering of  1148
structural features  602

Cellulose  170, 171s, 172
biosynthesis of  1130, 1146 – 1150
content in spinach  31
enzymatic degradation  1148
in plant cell walls  1149
synthesis in bacteria, regulation  1148

Cellulose I  171s, 172
Cellulose II  172
Cellulose-binding domains  602
Cellulose microfibrils

dark field light micrograph  1146
formation by bacteria  1146
in plant cell wall  1146

Cellulose synthases  1146
Cellusome  602
Cementum  442
Centipedes  24
Centrifugation  100

in CsCl gradients  249
density gradients  101
zone  101

Centrins  1503
Centrioles  10, 15, 1502
Centromeres  1502, 1537

DNA of  228
Centromeric proteins  1538
Centrosome  627, 1119
Cephalopods, mesozoa in kidneys of  23
Cephalosporin  1164, 1713
Cephalosporin C  1164, 1164s
Ceramidase  1171
Ceramide(s)  389s, 1168, 1202, 1203s
Ceramide aminethyl phosphonates  389s
Cerebellum  1765
Cerebral cortex  1765

diagram  1767
Cerebral ganglion in Platyhelminthes  23, 25
Cerebrosides  388, 389s, 1168, 1169
Cerebrotendinous xanthomatosis  1251
Cerebrum  1765
Ceruloplasmin  58, 633, 839, 883, 887
CFTR  417
CG doublets  1541
cGMP  561, 1330
Chagas disease  787
Chain elongation process  700
Chain-terminating inhibitors for DNA

sequencing  262
Chain termination codons  1475
Chalcones  1214, 1215s, 1217
Channeled substrates  552
Chaperone (chaperonin)  339, 1856

calnexin  188
DnaK  518
GroEL  518
GroES  518
heat shock proteins  518

Chargaff, Erwin  200, 1474
Charge, effect on metal binding  311
Charge-relay system  612
Charon series  1496
CheA  1094
CheB  1095
Chelate complexes  310s
Chelate effect  310
Chelate stability  311
Chemiautotrophic organisms  1057
Chemical force microscopy  131
Chemical shift  138

hydrogen bonding, effect of  139
prediction  139
shielding of nuclei  138
table of NMR spectra  141
units of  138

Chemiluminescence  1340
Chemiosmotic theory  1037, 1038
Chemoheterotrophic bacteria  8
Chemokines  1753, 1848
Chemolithotrophic bacteria

(chemolithotrophs)  7, 1050
electron transport in  1050
slow growth of  1050

Chemoprevention  575
Chemoreceptors  562s, 1742

bacterial  561– 563, 1093 – 1095
Chemostat  470
Chemotactic factors 1753

in inflammation  1122
Chemotaxis  1122

of bacteria  1091, 1093 – 1095
carboxylmethylation in  548, 563
CheA  562, 563
CheB  563

CheR  563
CheW  562, 563
CheY  562, 563, 1094
CheZ  563, 1094
human leukocytes 1122

Chenodeoxycholic acid  1251
Chiasmata  1504
Chiral acetates  704, 705

nonenzymatic preparation  704
Chiral methyl group  591
Chirality  42
Chitin  19, 170, 175, 1148, 1884

biosynthesis of  1130, 1146, 1148, 1149
in exoskeleton of arthropods  24
microfibrils from tube-worm  1146

Chitinases  599 – 602, 601, 603, 1149
Chitosan  175, 1148
Chl a/b binding proteins  1308
Chlamydomonas  20, 22
Chloramines  1073
Chloramphenicol  637s, 1444s, 1690
Chloramphenicol acetyltransferase (CAT)

637
Chloramphenicol erythromycin  1703
Chlordiazepoxide  1788s, 1788, 1789
Chlorella  17, 22
Chloride ion, activation of α-amylases  606
Chloride ion channels  420, 421

band 3 protein  420
neurons, ionic environment  1773, 1774

Chlorin(s)  843
biosynthesis of, scheme  1401
ring system  1302

β-Chloroalanine  739
Chlorobenzoyl-CoA dehalogenase  682, 683
Chlorocruorins  362
Chlorocruoroheme  845s
bis-(2-Chloroethyl)sulfide  1584
Chlorogenic acid  1440, 1440s
Chloroperoxidase(s)  855
Chlorophyll(s)  13, 943

absorption spectrum of  1304
accessory pigments  1302 – 1305
biosynthetic pathway  1403
chelate effect  310
light-harvesting  1310
structures of  1303
synthesis  1402

Chlorophyll a  10, 843s
Chlorophyllide(s)  1303s
Chlorophyllide a  1403s
Chlorophyllins  1303s
Chlorophyta  20
Chloroplast(s)  10, 14

ATP formation in  1318
Calvin cycle in  984
composition of, table  1302
electron micrograph of  1302
ferredoxin  1317
genomes  1301
membranes  1301
metabolism  1320
in micrograph  13
oxygen protection  1319
radiation protection  1319
ribulose bisphosphate carboxylase in

706
structure  1301– 1305

Chlorosomes  1308
Chlorpromazine  1809s, 1810
Chlorsulfuron  1392s
Cholecalciferol (vitamin D3)  1257
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Cholera  7
Cholera toxin 546 – 548, 546s

in ADP-ribosylation  546
AMF images  131

Choleragenoid  333s
Cholestanol  1243
Cholesterol  390s, 392, 946, 1243s, 1246s, 1256s

abundance of in humans  1247
elevated  16
esterases  1248
formation of  1245
gallstones  1251
lanosterol converted to  1246
metabolism of 1247– 1252
metabolism of, abnormal  1251
metabolism to bile acids  1251
metabolism to steroid hormones  1252,

1253
as precursor of steroid hormones
   696
from reduction of desmosterol  777

serum  1248
sterols, precursor to  1244

Cholesteryl ester storage disease  1251
Cholesteryl ester transfer protein  1248
Cholic acid  1251, 1252s
Choline  1199, 1398

phosphorylation  995
Cholinergic synapses  1777, 1785

inhibitors of  1783
Chondroadherin  1154
Chondrocytes  1902
Chondroitin  1130
Chondroitin sulfate(s)  170, 175, 176s
Chordata  25
Chorion  1881
Chorionic gonadotropin  1745
Chorismate  485s, 690s, 1422s, 1424, 1424s,

1426s
biosynthesis of  689, 690

Chorismate mutase  485, 1424
Chorismate mutase-prephenate dehydroge-

nase  1425
Choroidemia  1332
Choroid plexus  1766
Christian, W.  767
Christmas factor  632
Chromaffin cells  1767
Chromatids  1501

electron micrograph of  1532
figure  1506

Chromatin  11
active  1533
fiber models  1533
remodeling  1626

Chromatography  102 – 105. See also specific
types

Chromatophores  1318
Chromatosome  1531
Chromium  888, 889

complex with ATP  643
Chromophore(s)  1280

visual  1326 – 1329
Chromosome(s)  11, 17, 1534

artificial  1562
bacterial  3, 1530
crossing over, diagram  1894
homologous pair  18
homopolymeric tails  1491
human, numbering, staining patterns

1512
human, structure  1543

lampbrush  1534
mapping of  1477, 1486 – 1490
master  1017
metaphase  1533
micrograph of  371
numbers of  18
optical mapping  1490
physical mapping by electron

microscopy  1489, 1490
physical maps  1488
polytene  1506
restriction mapping  1488
sizes of  18
X-chromosome, defects  1512

Chromosome map
E. coli  1486
morgan, unit of distance  1504

Chronic granulomatous disease  1072
Chronic wasting disease (CWD)  1718
Chrysanthemic acid  1237s
Chylomicron(s)  1181– 1185

composition of, table  1183
Chylomicronemia  1185
Chymopapain  618
Chymosin  621
Chymotrypsin  66, 609

inhibition by TPCK  477
specificity  117
turnover number of  457

Chymotrypsinogen  609, 613, 615
activation of  609, 615
hydropathy index  78

Cibachron blue in affinity chromatography
106

Cilia  10, 15. See also Flagella
cross-sectional views  1121
eukaryotic structure  15, 1121

Ciliophora  19
Cineole  1233s
Cinnamate  1429s, 1439s
trans-Cinnamate  1438
trans-Cinnamic acid  756s, 1214
Cinnamic aldehyde  1439s
Cinnamoyl-CoA thiol esters  682
Circadian cycle  1339, 1793, 1805 – 1808
Circular dichroism (CD)  1286, 1287

of bound PLP and PMP  750
graph  1287
intensity of bands  1287
sign of bands  1287

Circulatory system  1901, 1902
Circulin  1800
Cisplatin  218, 224s
Cisternal maturation model  1159
Cistron  1478
Citramalate  1372
Citrate  480s, 506s, 515, 516s, 686s

binding constants to metal ions  311
prochiral centers  480

Citrate cleaving enzymes 703, 704
Citrate synthase  527, 676, 700 – 703, 702s

active site  703
mechanism  700

Citric acid  99
synthesis of  700

Citric acid cycle  506, 508, 515, 950 – 960, 981,
1436

catabolism of intermediates  957, 958
control of  953 – 957
discovery of  516
in mitochondria  1015
priming of  711

related oxidative pathways  958 – 960
scheme  516, 951

Citronellal  1233s
Citronellol  1233s
Citrulline  80, 1376

biosynthesis of, scheme  1375
Citrus bioflavonoid  1215
Citrus fruit, cure for scurvy  1066
Citryl-CoA  703
Claisen condensation  699, 946
Claisen rearrangement  485
Clathrin  426, 1781

light chains  313
Cleavage

aldol  698
alpha  730

in dicarboxylic acid cycle  960
of amino acid side chains  745
beta 698 – 711

in dicarboxylic acid cycle  960
of ovum  1897

Clonal selection  1858
Cloned genes  260 – 264

expression of in bacteria  1497
Clones of cells  26, 1478
Cloning  1885

of DNA  201, 1490 – 1500
scheme  1495

nuclear transplantation  1886
positional  1500

Cloning plasmids, genetic map of  1493
Cloning vehicles (vectors)  263, 1490 – 1500
Clostridium acetobutylicum  705
Clostripain, specificity  117
Clozapine  1809s, 1810
Clp (caseinolytic protease)  628
Cluster of differentiation, CD  187, 407, 1850
Clusterin  1721
CMP (Cytidine 5'-phosphate)  203, 995, 996
Cnidaria (Coelenterata)  23
Coated membrane  426s
Coated pits  426
Coated vesicles  426
Coatomer  426
Cobalamin  867. See also Cyanocobalamin,

Vitamin B12
in ribonucleotide reductase  871

Cobalamin-binding proteins  58
Cobalophilin  869
Cobalt 866 – 877

complex with ATP  643
Cobaltochelatase  1402
Cobra venom  1775
Cocaine  1793, 1793s, 1796
Cocarboxylase  721
Coccidia  19
Coccus, definition of  6
Co-chaperones  1721
Cockayne syndrome  1585
Cocoonase  610
CO dehydrogenase/acetyl-CoA synthase

881
Coding strand (non-transcribing) of DNA

204, 237
Codon(s)  4, 236, 1672

chain termination  1480
initiation  236
pairing with anticodon  1693, 1694
stop  236
tables of  236, 237

Coelenterazine  1342
Coenzyme(s)  511, 719 – 757, 765 – 829
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ease of dissociation from proteins  719
oxidative  719

Coenzyme A (CoA)  507, 720 – 723, 722s
biosynthesis of, scheme  1392
functions of  722
transferase  970

Coenzyme A persulfide  790
Coenzyme A transferases  662
Coenzyme F420  788
Coenzyme M  813s, 814, 815, 1410
Coenzyme M reductase

mechanism  of  881
scheme  880

Coenzyme Q.  See Ubiquinones
Cofactor F430  879 – 881, 880s
Cofilin  1119
Coherent light  1275
Coiled coil

helical wheel  70
heptad repeat  70
superhelix  70

Cointegrate molecule, unknotted
resolution of, scheme  1577

Colchicine  371, 371s, 1443
Colicin(s)  414, 418, 1482, 1565, 1842
Colicin E1 (ColE1) 248, 1774

plasmid  418, 1493
control by antisense RNA  1615

Colicin E3  1686
Colipase  635, 1181
Colitose  180s
Collagen  15, 72, 181, 409, 432 – 441

alternative splicing  436
amino acid composition  72
biosynthesis of  433
characteristics, table  434
crosslinking  433, 434
gene location, table  434
genetic defects 438
hydrogen bonds in  72
location, table  434
sequence  72
structure  72, 432, 433
vertebrate types, table  434

Collagen, type IV
electron micrograph of  437
structural model of  437

Collagen fibril, electron micrograph  73
Collagenases  627
Collagenlike peptide  73s
Collenchyma  30
Colominic acid

biosynthesis of  1130
Colony-stimulating factors (CSF)  1755
Color reagents  120
Color vision  1328
Combinatorial libraries  128, 129
Combustion, Gibbs energies of  297, 298
Commissural neurons  1903
Communication between cells  26 – 29, 553 –

581, 1740 – 1814
Competitive inhibitors  471, 472

slow, tight-binding  472
Complement 1844 – 1846

alternative pathway  1844
chemotactic factors  1844
classical pathway  1844
cofactor I  1846
lectin pathway  1844
receptor 2  1846
recognition component C1  1844

Complement system  1832

activation pathways  1845
of blood  72, 414
proteins  1831
thioester-containing proteins  630

Complementarity
of amino and carbonyl  679
of enzyme surfaces  478
of substrate  478

Complex V. See ATP synthase
COMT. See Catechol O-methyltransferase
Concanavalin A  186, 342
Concatemers  1558, 1559
Concentration gradient(s)  289, 410
Concerted mechanism  490
Condensation

aldol  699, 700
alpha  730
beta  527, 698 – 711

Cone cells, of eye  1324
Configuration

of amino acids 41– 43
entgegen (E)  43
rectus (R)  42
RS  notation 42
sinister (S)  42
of sugars  163
zusammen (Z)  43

Confocal micrograph
of a cerebellum  130
of metaphase chromosomes 361

Confocal scanning microscopy  129, 1292
Conformations of molecules 43 – 45

anti  43
anti-periplanar  43
boat (B)  166
C1 of sugars  166
chair  166
eclipsed  44
envelope  166
Fisher projection  42
gauche  44
of 5- and 6-membered rings  166
Newman projection  44
of nucleotides  211
of polysaccharide chains  170
quasi-equivalence  348
random coil  69
sickle  44
skew (S)  166
twist (T)  166

Conformational changes
cooperative 349 – 353
during dehydrogenase action  773
in enzymes  481
in proteins  81
role of buried hydrogen bonds  81
slow  477

Conformational coupling
ATP synthase  1044

Conformational maps  60
Conformational substates in proteins  496
Congenital adrenal hyperplasia  1253
Conidia  20
Coniferyl alcohol  1439s, 1440
Conjugate bases  486
Connectin. See Titin
Connective tissue  72, 431
Connexin images  1782
Connexons  29, 1781, 1782
Conotoxin(s) 1770s, 1775, 1783
Consensus sequences in DNA  265
Constitutive enzyme  538

Contact inhibition  573
of cells  29

Contig  1508
Contraceptive pills  1262
Control elements of metabolic reactions  536
Controllability coefficient  537
CooA  1613
Coomassie brilliant blue  102, 122s
Cooperative binding  352

of protons  331
of substrate  476

Cooperative changes in conformation 349 –
353

Cooperative processes  330 – 332, 334
Copper  65, 514, 882 – 887

concentration in mitochondria  1019
in cytochrome c oxidase  1028 – 1032
hydroxylases, containing  1064,1065
as nutritional essential  882, 883
uptake regulation  883

Copper amine oxidases 816, 817
mechanisms  817

Copper oxidases  885 – 887
Copper proteins, electron-transferring  883,

884
Copper – sulfide cluster  884s
Coproporphyrin III  843, 845s
Coproporphyrinogen  1400
Coproporphyrinogen oxidase  1400
β-Coprostanol  1244s
Cori cycle  966, 989
Cornified cell envelope  439
Corpus callosum  1765
Corpus luteum  1253
Corrin(s)  1402

in transmethylation  592
Corrin ring  867, 868
Corrinoid-dependent synthesis

of acetyl-CoA  876, 877
Cortical granules  1896
Corticosterone  1256s
Corticotropin (adrenocorticotropin, ACTH)

1252, 1742, 1743
Corticotropin-releasing hormone  1746
Cortisol  1253, 1256s
Cortisone  1254, 1256s
Cosmarium  22
Cosmid vectors  1496
COSY-NOESY diagram  143
Cotransport (symport) process  411, 416, 417
Cotton effect  1286
Coulomb  283

definition of  47
Coulomb’s law  47
Coumarate  1429s
Coumarin  1439s
Coumaroyl (4-hydroxycinnamoyl) group

1336
Coumaroyl-CoA  1440
p-Coumaroylagmatine  1440s
Countercurrent distribution  102
Coupled enzyme assay  768
Coupling constants. See NMR spectroscopy
Coupling factor(s)

(F1)  1014, 1041
oxidative phosphorylation  1041

Coupling membrane, in mitochondria  1038
Covalent catalysis  494, 591
Covalent modification

in control of metabolism  541– 545
by dephosphorylation  541– 545
by phosphorylation  541– 545
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reactions, table  543
Covalent radii  40
Covalent structure of proteins  57
Cow, genome  12, 1510
Cozymase  767
Crambin, amide exchange rate  149
Crassulaceae

acid metabolism, scheme  1324
metabolism in  1323

C-reactive protein  1850
Creatine  1379

synthesis  1379
Creatine kinase  656

transition state structure  640
Creatine phosphate  303, 1117, 1379
Creatinine  1379, 1379s
Crepenynic acid  381s
Cre recombinase  1501, 1570
Cresol  1436s
Cretinism  31, 1432
Creutzfeldt-Jakob disease (CJD)  248, 1718

sporadic  1718
Crick, Francis H. C.  84, 200, 1474, 1475
C-ring  1093
Cristae  1014

of mitochondria  14
Crohn disease  1855
Crossbridges, skeletal  1104
Crossing-over  18, 1504, 1505

unequal  1568
Crosslinking  79
Cross-β structure  1719
Crotonase (enoyl hydratase)  681
Crotonyl-CoA  1386s
Crotoxin  1775, 1776
Crowfoot Hodgkin, Dorothy M.  84
Crown galls  1497
Cruciform structure in nucleic acids  229
Crustacea  24
Cruzain  619
Cryo electron microscopy  130, 1669, 1679
Cryoenzymology  469

elastase  616
Cryoprotectants  191
Cryptochromes  1320
Crystal systems  133
Crystallins  169, 1333
Crystallography  131 – 137

electron  131
X-ray  132 – 137

Crystals, liquid  392 – 394
Cubic symmetry

of oligomers  342
of pyruvate dehydrogenase  796

Cucurbitacin B  1248s
Cupric ion, complexes with ammonia  307
Curdlan  170, 174
Cuticle

of invertebrates  440
in micrograph  13
of plants  15, 30

Cutin  1196
Cutinase  134s, 635
Cyanase  717
Cyanate, carbamoylation by  360
Cyanide  1408

as respiratory inhibitor  1021
Cyanide ion

adduct with NAD+  779
complex with hemoglobin  358
reactivity of  590

Cyanin  1214

β-Cyanoalanine  438, 1407
Cyanobacteria  7, 10

genome  12
photosynthesis  1305, 1313 – 1315

Cyanobacterial heterocysts  1365
Cyanoborohydride  124
Cyanocobalamin  867s, 869. See also

Vitamin B12
reduction  869, 870

Cyanogen bromide  117
agarose, activation of  105

Cyclic adenosine 3',5'-monophosphate
as attractant for Dictyostelium  20

Cyclic ADP ribose  778
Cyclic AMP. See cAMP
Cyclic AMP–protein kinase A cascade  1505
Cyclic diguanylate (c-di-GMP)  1148
Cyclic GMP. See cGMP
Cyclic photophosphorylation  1314
Cyclic symmetry  333
Cyclin(s), mitotic  580, 1502, 1503

cell cycle  524
D1  572, 1908
G1 or start  580

Cyclin-dependent protein kinases (CDK’s)
1502

Cyclitol  1131
Cyclization

PLP-dependent enzymes  741
Cycloartenol  1245s, 1248s

in sterol biosynthesis  1244
Cyclocreatine  1379
Cyclocreatine phosphate  1380s
Cyclodextrins  171
Cyclodextrin glucanotransferase  603, 607
Cyclodienes  1788
Cycloglutamate inhibitors  739s
Cycloguanil  805
1,2-Cyclohexanedione, reaction with

guanidinium groups, 126
Cyclohexanone oxygenase  1060
Cycloheximide  1216s
Cyclooxygenases (COX)  1207, 1208, 1211
Cyclophilin  488, 1867

human 488s
D-Cycloserine  739s
Cyclosporin  488, 488s, 1713, 1867
β Cylinders  65, 66, 686
Cystathionine, 746s, 1383, 1388

formation  746
Cystathionine β lyase  742, 1388
Cystathionine γ-lyase  1388
Cystathionine β-synthase  744, 1388
Cystathionine γ-synthase  743, 746, 1388
Cystatins  622, 629
Cysteamine disulfide (cystamine)  549
Cysteic acid  1407
Cysteine (Cys, C)  52, 53s, 1398

catabolism  1407
metabolism, scheme  1406
microscopic pKa values  306
synthesis of  1407
zinc complex  680

Cysteine desulfurase  1410
Cysteine proteases  618, 619
Cysteine residues  53

crosslinking of  80, 521, 522, 786, 787
Cysteine string proteins  1780
Cysteine sulfinate  1407, 1408
Cysteine synthase  1407
Cystic fibrosis  16, 421, 1513

alginate-forming bacteria  1153

transmembrane conductance regulator
421, 1513

Cystine residues, beta elimination  85
Cystinosis  1407
Cystinuria  16, 417, 1407
Cytidine (Cyd)  203

absorption spectra of  205
reaction with hydrazine  252

Cytidine diphosphate choline  720, 995
Cytidine diphosphate-glucose  1138
Cytidine 5'-phosphate. See CMP
Cytidine 5'-phosphate-N-glycolylneuraminic

acid  1137
5'-Cytidylic acid. See CMP
Cytoadhesins  409
Cytochalasin B  416s
Cytochrome(s)  845 – 848, 1022

content in mitochondria  1019
Cytochrome a  1019, 1027. See also Cyto-

chrome c oxidase
Cytochrome a3  

1019
Cytochrome aa3 terminal oxidase  1025
Cytochrome b  847, 1019, 1027
Cytochrome b5, 1016
Cytochrome b562  847
Cytochrome b6 f  1300
Cytochrome bc1 complex  1027, 1029s
Cytochrome c  846, 847, 847s, 1019

absorption spectra  846
structural studies  846

Cytochrome c1, 1019, 1027
Cytochrome c3  

847s
in sulfate reduction  1056

Cytochrome c6  1300
Cytochrome c oxidase (Complex IV) 513,

848, 887, 1021, 1022, 1028 – 1032, 1031s
catalytic cycle  1032
copper centers  1030s

Cytochrome c peroxidase  849s, 852
active site of  853

Cytochrome cd1 nitrite reductase  1055
Cytochrome oxidase.  See Cytochrome c

oxidase
Cytochrome P450  846, 1056, 1065, 1068, 1253,

1258
in cholesterol to bile acids  1065
heme active site  1068
in lignin synthesis  1065
in liver  1065
mechanisms  1068
stereoscopic view  1069
in phenylpropanoid pathway  1065
in steroid metabolism  1065

Cytochrome P450 hydroxylases  1253
Cytochrome P450nor  1056
Cytokines  188, 1753 – 1756, 1754s, 1832,

1846 – 1850, 1863
categories of  1847
in hemotopoeiesis  1847
in immune-mediated inflammation

1847
in lymphocyte regulation  1847
in natural immunity  1847

Cytokinin(s)  235, 1761
Cytolysins  1846
Cytomegalovirus

micrograph  246
protease of  614

Cytophotometry  1474
Cytoplasm, definition of  3
Cytoplasmic inheritance  1507
Cytosine (Cyt, C) 199s, 203

 Index DEC page Vol 2 2/14/03, 3:12 PM1929



1930 Volume 2 Index

acid–base chemistry  204, 205
infrared spectrum  1293

Cytosine nucleotides  1451
Cytoskeleton  15, 368 – 372, 405

intermediate filaments  369
microfilaments  369, 370
microtubules  370

Cytosol, definition of  14
Cytoxic (killer) T cell  1852

D
Daltons  4
Dansyl chloride  118, 118s
Dark current  1331
Darwin, Charles  9
Daughter chromosomes  1502
Daunomycin  222, 223s, 1589

intercalation with DNA, figure  223
Davydov splitting  1287
DDT dehydrochlorinase  551
Dead-end complexes  466
DEAE-cellulose  104
DEAE-Sephadex  106
Deamidation

of asparagine  594
of asparaginyl residues  84

Deaminase  1135
Death receptors  1889
5-Deazaflavin  1462

in hydrogenase  879
nonenzymatic oxidation of NADH  789

Deazariboflavin 5'-phosphate  789
Debranching enzyme  606

deficiency of  1144
Debye-Hückel equation  288
Decamethonium  1783s, 1784
Decapentaplegic (Dpp)  1900
Decaprenaoxanthin  1239s
Decarbonylation  1196
Decarboxylases 753 – 755

biotin-dependent  729
dialkylglycine  745
pyridoxal phosphate-dependent

enzymes  744, 745
pyruvoyl enzymes
Schiff bases in  732
thiamin-dependent  730 – 733

Decarboxylation  527, 705 – 710
in biosynthesis  977– 980
catalysis by amines  705
catalysis by metal ions  705
of α-hydroxy acids  943
initiating catabolism  1371
of β-oxoacids  698, 705, 742

Decarboxylation-transamination reaction
748

Decarboxylative elimination  526
Decoding center

of ribosomes  1672
Decorin  1154
Defective lambda phage  1483
Defensins  1774, 1832, 1842 – 1844
Deformylase  1721
Degree of hydration, effect on metal binding

311
Dehydration, of sugars  1137
Dehydroalanine  754 – 756, 757s
Dehydroascorbic acid  416, 787, 1064, 1066s,

1133s, 1134

transport  416
7-Dehydrocholesterol  1246, 1246s
Dehydroepiandrosterone (DHEA)  1255,

1256s
Dehydrogenase(s)  514, 765 – 802, 1025

conformational changes  771, 772
3-dimensional structures  768
mechanisms  768 – 775, 770, 771
nucleotide-dependent  777
stereospecificity  768 – 775

Dehydrogenase and oxidase complexes
1023, 1026 – 1028

Dehydrogenation  1022
of alcohols  765 – 767
of amines  775
of amino acids  775
reactions of flavoproteins, table  784
types of, table  766

Dehydrogenation- decarboxylation system
of pentose phosphate pathway  963

3-Dehydroquinate  1423s, 1424, 1424s
3-Dehydroshikimate  1423s, 1424s, 1438
Deisenhofer, Johan  84
Delayed hypersensitivity  1852
Delphinidin  1214
Dematin  405
Demethylation  1541
Denaturation of proteins  82

by guanidinium chloride  82
by sodium dodecyl sulfate  82
by urea  82

Denaturation loops in DNA  1490
Dendrites  1762, 1802

diagram  1763
Dendritic cell(s)  1832

drawing  1835
Denitrification 1054 – 1056
Denitrifying bacteria  1054, 1359
Dense-core vesicles  1762
Dental plaque  442
Dentin  442
5'-Deoxyadenosyl cobalamin  867, 867s, 872
3-Deoxy-D-arabino-heptulosonate 7-

phosphate (DAHP)  1422s, 1423
Deoxyazidothymidine (AZT) 1655s
Deoxyerythronolide B  1217s
Deoxygenase, NO-activated  1757
Deoxyhemerythrin, oxygenation of  862
Deoxyhemoglobin  850, 851
Deoxy-D-manno-octulosonic acid (KDO)

180s, 1136
2-Deoxy-2-methylamino-L-glucose  1139s
Deoxyribonuclease 652, 653
Deoxyribonucleic acid. See DNA
Deoxyribonucleotide(s)  995

in DNA synthesis  1452
2-Deoxyribose  200s
Deoxy sugars, synthesis of 1137– 1140
Deoxythymidine diphosphate  1138
DeoxyUTPase  1581
1-Deoxyxylulose 5-phosphate  735, 736, 1463,

1464s
Dephosphorylation, cascade  542
Depression  1808 – 1810

biogenic amine hypothesis  1808
monoamine oxidase inhibitors  1809
MRI images of brains  1810
serotonin reuptake inhibitor  1810

Depsides  23
Depsipeptide  414
Derepression of enzyme synthesis  536
Derivative spectra  1285

Dermatan, biosynthesis of  1130
Dermatan sulfate  170, 175, 176s
Dermatosparaxis  438
Dermis  439
Desaturases  863, 1192
Desaturation  1237
Desmid  22
Desmin  1099
Desmosine  436, 436s
Desmosome  10
Desmosterol  777s, 1246s

reduction to cholesterol  777
Desulforedoxin  859
Desulfovibrio desulfuricans

reduction of sulfate  1056
Desulfuration of insectides  636
Dethiobiotin  1393
Development 1879 – 1909

basic concepts  1879 – 1883
Developmental clock  1887
Developmental programs, alternative  1880
Dexamethasone  1254, 1254s
Dextran(s)  170, 174, 1152
Dextran sucrase  1152
Dextrin(s)  606
DHEA  1255
DHPG  1655s
Dhurrum  1442
Diabetes insipidus  1748
Diabetes mellitus  567, 1003 – 1005

ketosis in  946
type I (juvenile)  1864

Diabetic nephropathy  438
Diacylglycerol(s)  563, 564, 1204

scheme  565
in signaling  563 – 566, 1743

Diacylglycerol kinases  1204
Diadenosine-5'-tetraphosphate  1636s
Dialkylglycine decarboxylase  743, 745
Dialkylnitrosamines  254s
Dialysis  100
L-erythro-3,5-Diaminohexanoic acid  1388s
Diaminopimelate(s)  1385s
Diaminopimelate pathway

lysine synthesis  1383
scheme  1385

1,4-Diaminopropane  745
Diaminovalerate  1401s
Dianionic urate  1460s
Diastereoisomers (diastereomers)  43, 162
Diastereotopic atoms or groups  479
Diatomaceous earth  21
Diatoms  21

motion of  21
Diazepam  1788s, 1788, 1789
6-Diazo-5-oxo-L-norleucine (DON)  1371
Diazotrophs  1359
Dibenamine  1791s
Dibenane  1791
DIBOA  1449
1,2-Dibromoethane  1587, 1588
Dicarboxylate transporter  1907
Dicarboxylic acid(s)

transport in mitochondria  1047
Dicarboxylic acid cycle 958 – 960
2,6-Dichlorophenol-indophenol (DCIP) 1025s
Dichlorophenyldimethylurea  1299, 1299s
Dichrograph  1286
Dichromats  1328
Dicoumarol  821, 821s
Dictyosome micrograph  13
Dictyostelium discoideum  20, 1892
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cAMP as messenger  557
genome  12

Dicyanocobalamin  870
Dideoxyadenosine  1655s
3,6-Dideoxyhexoses, formation of  747
Dideoxy sugars  1138
Dielectric constant  47, 1275
Diethanolamine  99
Diethyl ether  1789
Diethylmalonic acid  99
Diethylpyrocarbonate reaction with histidine

126
Difference electron density map  136
Difference spectra  1285
Differential scanning calorimetric curves  395
Differentiation

of cells  1882
cluster of (CD)  187, 407
essentials for, table  1881
among prokaryotes  9

Differentiation antigens  1850
Diffractometer  134
Diffusion  109, 410

exchange  410
facilitated  410
mobile carrier  414
saturation effect  410
through membranes  410, 414

Diffusion constant  461
Diffusion-controlled limit on reaction rates

462
Digalactosyl diacylglycerol  1197s, 1301
Digestion  505, 507
Digitonin  1021, 1265, 1265s
Digoxigenin  257
Dihedral (D2) symmetry  338
Dihomolinolenic acid  1190
D-gluco-Dihydroacarbose  607s
Dihydrobiopterin  1061

quinonoid  1061s
Dihydrodipicolinate  1385s
Dihydrofolate reductase  804 – 808, 810, 811

active site structure  807
inhibitors  805
mechanism  805 – 808
structure  805 – 808

Dihydrolipoic acid amide  784s
Dihydrolipoyl dehydrogenase  785, 796
Dihydrolipoyl transacetylase  796s
Dihydroneopterin  1460
erythro-7,8-Dihydroneopterin triphosphate

1460, 1461s
Dihydroorotate  1450, 1451s
7, 8-Dihydro-8-oxoguanine  1582, 1582s
Dihydropteric acid  1461s
Dihydropteridine reductase  1062
Dihydropteroic acid  473
Dihydropyridine receptor  314, 1115
Dihydroriboflavin  794
5α-Dihydrotestosterone  1254, 1255s
Dihydro U loop of tRNA  231, 1688
5,6-Dihydrouracil  1453s
Dihydrouridine  234
Dihydroxyacetone  164s
Dihydroxyacetone phosphate  509, 694s, 961,

983, 985
reduction of  968, 1196

Dihydroxyacid  697
Dihydroxyacid dehydratase  1393

Fe-S clusters in  861
ortho-Dihydroxybenzene. See Catechol
Dihydroxybenzoate  1422, 1425 – 1427, 1426s

3,4-Dihydroxycinnamate (caffeate) 1439s
Dihydroxyindole  1433s, 1434
Dihydroxymandelic acid  1790s
Dihydroxyphenylacetaldehyde  1444s
3,4-Dihydroxyphenylalanine  See Dopa
2,3-Dihydroxyproline  80
Diimide  1364
Diiodotyrosine residues  1430
Diiron desaturases  863
Diiron oxygenases  863
Diiron proteins  862 – 864
Diiron-tyrosinate proteins  862, 863
Diisopropylfluorophosphate (DFP,

diisopropylphosphofluoridate)  610s
DIMBOA  1448, 1449
Dimethoxyphenylethylamine  1790s,  1811
Dimethylallyl diphosphate  712s, 1230
Dimethylallyl pyrophosphate, condensation

of  527
Dimethylarsine  876
Dimethylbenzimidazole  1460, 1462, 1463s

biosynthesis of  1463
Dimethylglutaric acid  99
Dimethylglycine  1389s, 1398, 1399
Dimethylimidazole  868s
6,7-Dimethyl-8-ribityllumazine  1462
N-Dimethylserotonin  1811
Dimethylsuberimidate  125s

crosslinking of proteins  125
Dimethylsulfoxide reductase family  836s,

890
Dinitrogen, formation by nitrification  1055
Dinitrogenase (nitrogenase)  1360 – 1366
Dinitrogenase reductase  1361
2,4-Dinitrophenol  1033
Dinoflagellate  19
Dioldehydratase  871

stereochemistry  872, 874
Dioxetane  820
Dioxygen  850s
Dioxygenases  1057– 1059, 1437
Dipeptidyl aminopeptidase  117
Dipeptidyl peptidase  619
Diphenylhydantoin  1809s
Diphosphatidylglycerol. See Cardiolipin
Diphthamide  1450, 1685, 1708, 1708s
Diphtheria, toxin  1685

ADP-ribosylation  548
Diphytanyl group  385
Diphytanyl tetraether lipids  387
Dipicolinic acid  1383 – 1386, 1385s
Diploid cell  17
Diploid phase  18
Dipolar ion  41
Disaccharides  167– 169

hydrolysis of, Gibbs energies  169
Discoidin(s) 186, 1892
Discriminator nucleotide  1694
Diseases See also names of specific diseases

atherosclerosis  1249, 1250
autoimmune 1864 – 1867
bacterial  7
genetic  216, 945, 1513 – 1517, 1585 –

1587, 1907
of glycogen metabolism  1145
hereditary, of muscle  1112, 1113
lysosomal storage  1170 – 1172
mitochondrial  1024
mucopolysaccharidoses  1171
progeroid  1907
sphingolipidoses  1171

Displacement reactions, nucleophilic  123,
482, 530, 589 – 670

on carbonyl groups  608 – 637, 698
on 5'-methylene group of ATP  977
multiple  660
on phosphorus atom  637– 657 See also

Kinases, Phosphatases, Transferases
 in-line  638
 permutational rearrangement  638

proteases  608 – 637
rates of 589, 590
on sulfur atoms  659, 660

Dissimilatory nitrate reductases  1367
Dissimilatory nitrite reductases  1367
Dissipative structures  289
Dissociation constant(s)  304

apparent  293
Disulfide bridges (crosslinkages)  65, 80

cleavage of  115, 116
locating  119
in proteins  80
reduction of  115, 785

Diterpenes  1234 – 1236
Dithioerythritol  115
Dithionite ion  779
Dithiothreitol  98, 115, 822
Dityrosine  1434, 1434s

linkages  81, 1074
DMSO reductase  890
DNA  198–270, 1528 – 1589

Alu sequences, structure  1538
base composition of  239
bending of  218
binding proteins  1551
cDNA  257, 1499
chains, elongation of  1556
chloroplast  1561
cistron  1478
cloning of  201, 1490 – 1500. See also

Cloning
clustered repeats  1539
coding capacity  16
coding strand of  204, 237
colinearity with protein sequences

1479
conformational flexibility  216
consensus sequences  265
content in tissues  31
damage to 1578 – 1584
denaturation of  255
denaturation loops  1490
density gradient centrifugation  101
discovery  1473 – 1476
dnaB hexamer, model  1551
double helical structure  201
electron micrograph of  213
electron transfer in  218
electrophoresis  221, 249
excision of  1564, 1570 – 1573
extraction of  249
fingerprinting  259
footprinting  266
germline rearrangements  1859
glycosylases  1581
G-segment  1552
gyrase  220, 1552
heteroduplex molecule  1489
Holliday junction 228 – 230, 1565 –

1568, 1571
hydration of  216
hydrolysis of  249, 251
hypersensitive sites  266
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interaction with spermidine and
spermine  218

intercalation  221, 223
intrachain NOEs  268
joining fragments  1490
kinetoplast  1561
knot, electron micrograph  219
ligases  1544, 1549, 1551
light absorption  209
linking number  220
long interspersed repeat sequences

(LINES)  1539
loss of  1881
major groove  201, 213
melting curve  256
methylation of  1541, 1542
minor groove  201, 213
minus strand  1482
mispaired bases in  218
mitochondrial (mtDNA)  14, 1016,

1561. See also DNA, mitochondrial
nanochemical scale construction  230
nearest neighbor analysis  265
negative strand  244
NMR spectroscopy of  266 – 270
non-coding (transcribing) strand  237
open reading frame  237
operator  237
of organelles  1540
organization of  1537– 1542
packing of, figure  1530
palindromes in  238
passenger (in cloning)  1491
plus strand  1482
polymerization chemistry  1543. See

also DNA polymerases
primer strand  1543
probes  1499
promoter sequences  1562
reassociation curves, figure  256
reassociation kinetics  255
repetitive  11, 1537– 1539
replication. See DNA replication
replicative form  244
rolling-circle synthesis  1558
satellite  1537
sequence, decoding  1672
sequence determination  260 – 266. See

also DNA sequencing
sequences, understanding  265
short interspersed sequences (SINES)

1538
SINES, CAT family  1538
SINES, homeosequence  1538
single-stranded binding (SSB) proteins

239
solenoidal  220
strand exchange mechanism  1567
strand-exchange proteins  1566
structures  214, 223, 225, 228, 229, 240 –

243
synaptic complex, figure  1572
template strand  1543
topology of 1529 – 1537
translesion repair  1583
transposition, chemistry of  1574
T-segment  1552
typing  259
in viruses  1529
Watson–Crick structure  200

DNA-binding motifs
in proteins  241

DNA-binding proteins  1551, 1632
helix-turn-helix motif  239

DNA, circular  218, 219
linking number  220
writhe  220

DNA, forms
A form  213, 214s

within conserved regions  9
B form  213, 214s

hydration of  213
right-handed helical structure  213
side-by-side structure  213

circular, in trypanosomes  219
colicin, chi form  1565
double helical structure  201
H-DNA, proposed structure  226
helix parameters  216

base inclination  216
base roll  216
helical twist  216
propeller twist  216

overstretched  217
plectonemically interwound  220
polymorphism  259
R-DNA  226
relaxed  221
supercoiled  219 – 222
superhelix density  221
tetraplex (quadruplex) structures  227
topological isomers  221
topology of 1529 – 1537
toroidal (solenoidal)  220
triplex  227
underwound  220, 221
Z form  214s, 215, 239

enhancers in  216
DNA glycosylase/AP lyases  1581
DNA gyrase  220, 1552
DNA, mitochondrial  14, 1016, 1561

defects of  1024
genomic map, figure  1017
physical map  262

DNA photolyase  794, 802, 1339
action mechanism, proposed  1341
E. coli  1340

DNA polymerase(s) 657, 1544 – 1549, 1556
action on nicked strand, fig.  1549
A family  1547
B family  1547
editing  1544
exonuclease activities  1544
families three and four  1548
Klenow fragment  1547
of phage T4  1548
polymerase I  1491, 1543

ribbon drawing  1546
polymerase III  1548, 1549, 1556, 1557
polymerase α, δ, ε  1545, 1548, 1581
polymerase β  1545, 1548
polymerase γ  1545, 1548
polymerase ζ, λ, µ, σ, Umu, η, ι, κ

1545, 1548
processive mechanisms  1547
proofreading  1544, 1547
in repair  1583, 1584
ribbon drawings  1546
table  1545
Thermus aquaticus (Taq)  260, 1545
zinc in  680

DNA-protein interactions  266
DNA recombination

cointegrate  1574

insertion sequences  1574
integration of  1564, 1570 – 1573
invertible sequences  1572
RecBCD recombination  1566
recombination of  1564
recombination mechanism, figure  1565

DNA repair  1578 – 1584
alternative excision repair  1581
base excision repair  1581
deficiencies in 1585, 1586
excision repair  1581
initiation (replicator) regions  1562
methyl-directed mismatch repair  1580
repair, deficiencies in  1585

of double-strand breaks  1583
DNA replication  1542 – 1552, 1561

bacterial 1553 – 1557
bidirectional, figure  1555
directions of  1554
discontinuous replication  1544
eukaryotic 1561– 1564
fork  1543
fragments  1544
initiation of  1555

bidirectional, scheme  1556
lagging and leading strands  1544
nuclear, replication of  1562
Okazaki fragments  1544
origin of  1554
origin recognition complex (ORC)

1562
proteins of, table  1551
replication licensing factor (LRF)  1563
replication of Drosophila genome  1563
semiconservative replication  1542
synthesis, priming of  1555
termination of  1557
viral  1557– 1559

DNA-RNA hybrids  257
DNA sequencing 260 – 266

chain-terminating inhibitors  262
method of Maxam and Gilbert  264
Sanger dideoxy method.  262
sequencing gel, figure  263

DNA supercoiling, estimating amounts  222
DNase. See Deoxyribonuclease
Docking protein for SRP  520, 1722
Docosahexaenoic acids  1190
Dolichols  1155, 1231
Domains in protein structure  74
Domoate  1786s
Donnan equilibrium  420, 1039
Dopa  80, 887, 887s, 1431– 1434, 1433s, 1790
Dopachrome  1433, 1433s
Dopachrome tautomerase  1435
Dopamine  744, 1064s, 1431s, 1433, 1444s,

1782, 1789, 1790s
Dopamine β-hydroxylase  1064
Dopamine β-monooxygenase  887
Dopaquinone  1433s, 1434
Dorsal protein  1899
Dorsal-ventral (D-V) axes  1899
Double displacement reactions  595

ping-pong mechanism  595
in ribonuclease  647

Double helices  201, 213 – 218
conformational flexibility  216
hybrid DNA-RNA  230

Double-layered membranes
in Nitrobacter  1052

Double reciprocal plot  460
Doxorubicin  1217
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Drawing arrows  528, 529
Drosophilia melanogaster  24

bicoid mRNA in  1898
development of  1898, 1899
epithelial cells of  1885
genome  12, 1507, 1511
maternal effects in  1898

Drosopterins  803, 804s, 1460, 1461s
Drugs

addictive  1796 – 1798
psychotropic  1796 – 1798
toxic  1796 – 1798
toxicity of  1070

DSS or Tier’s salt  138
Duty ratio, of molecular motors  1108
Dyad axis  134, 213
Dye, reducible  300
Dynamic equilibrium  289
Dynein(s)  370, 1119

arms, figure  1121
transport by 1119 – 1121

β-Dynorphin  1752
Dysentery, Shigella dysenteriae  7
Dystroglycan  1112
Dystrophin  405, 1112
Dystrophin-glycoprotein complex

drawing  1112

E
E (entgegen) configuration  43
E3 binding protein  796
Eadie-Hofstee plot  460
E-cadhedrin  574
Ecdysis-triggering hormone  1760
Ecdysone  1265s, 1266, 1760
Echinodermata  25
Eclosian  1760
Ecological matters  1908, 1909
ECoRI restriction endonuclease  1488s
Ectoderm  23, 1898
Ectoenzymes  409
Ectopic proteins  573
Eczema  1862
Edelman, Gerald M.  84
Edman degradation  118
EDTA. See Ethylenediaminetetraacetic acid
Effector(s) of allosteric enzymes  473 – 475
Efferent fibers  1766
Efflux carriers  1761
EF-hand motif  313, 317
EF-Ts  1702
EGF (epithelial growth factor), definition of

577, 1900
EGF-like domains  367
Egg

amphibian  1897
animal pole  1897
development, figure  1896
gray crescent  1897
vegetal pole  1897

Ehlers–Danlos syndrome  438
Eicosanoid  565
Eicosapentaenoic acid  1190
Eigen, Manfred  84
Einstein  1274
Elastase  66, 609, 610, 611s

cryoenzymology  616
β-cylinder in  78

Elastic fibers  436

Elastin  15, 72, 436
Electrical double layer  400
Electric field jump methods  468
Electrochemical gradient  410
Electrochemical transference  311
Electrode(s)

calomel  300
reference  300

Electrode potentials  300 – 302
measurement of  302
of mitochondrial electron carriers  1035
observed  301
standard, table  300

Electroencephalograms  1802
Electrogenic exchange  423, 1047
Electromagnetic spectrum, diagram  1274
Electromotive force of electrochemical cell

300
Electron acceptors, artificial, table  1025
Electron carriers  512 – 514, 767– 802, 843 –

850, 883
sequence of  1019 – 1026

Electron crystallography  131
Electron flow

cyclic, in bacteria  1313
reverse, thermodynamics of  1034 –

1036
Electron micrograph

of bacteria  4
of bacterial nucleoid  1531
of cell junctions  27
of chloroplast  1302
of chromatid  1532
of heteroduplex DNA  1489
of minichromosome  1532
of nuclear pores  1536
of plant cell  13
of rRNA precursor  1639
of starch granules  172
of transcription operon  1611
of viruses  246

Electron microscope tomography  130
Electron microscopy  129 – 131, 1777

of bacteriophage  1488, 1489
Electron-nuclear double resonance (ENDOR)

399
Electron paramagnetic resonance (EPR, ESR)

spectra 398, 399
first derivative plot  398
of putidaredoxin  860
of tetramethylpiperidine-1-oxyl  398

Electron transfer
biological, mechanism of 848 – 850
coupling  849, 850
gating  849, 850
ionic equilibria, effects of  850
pathways  848

Electron transferring flavoprotein (EFT)
514, 794

Electron transport  1019 – 1032, 1300, 1301
of bacteria  1025
in chemolithotrophic organisms  1050
equilibria  1035
in fungi  1023
Gibbs energy changes, table  1035
in plants  1023
proton pumps of  1039
system, composition of  1019

Electron transport chain  512 – 515, 1013,
1019 – 1032

components, table  1019
history of  1022

of mitochondria  513, 1019
diagram  1020

observed potential  1034
Electron-transport proteins  514, 767– 802,

819, 843 – 850
Electroneutral exchange  1047
Electronic absorption band

Gaussian curves, fitted with  1281
log normal distribution curve, fitted

with  1282
Electronic energy of molecules  1276
Electronic noses  122
Electronic transitions

classification of  1282
intensities of  1282

Electropherogram, single erythrocyte  107
Electrophilic center

definition of  589
in enzymes  754 – 757

Electrophilic reagents
reactions of nucleic acids  253 – 255

Electrophoresis  58, 106 – 108
agarose gel  106
capillary  106, 107
diagonal  120
pulsed field  249, 250
SDS-polyacrylamide gel  106, 113
zone  106, 249

Electrophoretic injection  1777
Electrophoretic molecular sieving  106
Electroporation  1498
Electrostatic effects

on pKa values  330
titration curves of proteins  330
transmission through aromatic rings

330
Electrostatic theory  311
Element(s)

essential  33
in human body  31
toxic  33

Elemicin (nutmeg) 1439s
Elicitin  1187
Elicitors  1149
Elimination reactions  526, 530, 677– 690

beta, of cystine residues  85
conjugative 689
decarboxylative 689
facilitation by carbonyl group  681
of γ substituent  746
of PLP-dependent enzymes  742
reversibility  690

Ellman’s reagent  125, 125s
Elongation factor  1673, 1685
Elongation factor EF-Tu  558, 1702
Elongin  1637
Elongin complex  564
Em, measurement of   1039

fluorescent probes  1039
microelectrodes  1039
permeant ion distribution  1039

Embden, G.  960
Embden–Myerhof–Parnas pathway  508, 510,

969
Embryo(s)

anterior-posterior axis  1898
dorsal-ventral (D-V) axes  1899
green plants  1904
homeotic genes  1899
patterns  1899
plant  30
right-left axes  1899
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signaling pathways  1899
Spemann’s organizer  1899

Embryonic development 1897 – 1900
Embryonic germ cells  1886
Emission spectrum

fluorescence  1288
riboflavin tetrabutyrate  1289

Emphysema  629
treatment of  631

Enamel  442
Enamelins  442
Enamelysin  627
Enamines  526, 528s
Enantiomers  41, 164
Enantiotopic atoms or groups  479
Endergonic reactions  286
Endocrine glands  1743
Endocytosis  13, 425 – 427
Endoderm  23, 1898
Endoglin  1902
Endoglucanases  602
Endoglycanases  593, 602
Endomorphins  1752, 1797
Endonuclease. See also Ribonuclease and

Deoxyribonuclease
homing  1717
restriction  652, 653, 1486 – 1489

Endonuclease III  1582
Endophilin I  1781
Endoplasmic reticulum (ER)  10, 13, 14, 521,

1098
cisternae of  14
definition of  14
in micrograph  13
rough  14
smooth  14

Endo ring conformation  212
Endorphin(s)  1797
β-Endorphin  1744, 1752
Endosomes  13, 426
Endosperm  30
Endothelial cell-derived relaxing factor. See

Nitric oxide, NO
Endothelins  1752, 1753s
Endothelium-derived relaxing factor  1756
Endotoxins  431
cis-Enediol  693s
Enediol; Enediolate  694s, 695s

intermediate  693
Energy (E)  282

from inorganic reactions  1050 – 1057
solar  289
sources of  507
storage and utilization of  302, 303
transfer, efficiency of, graph  1292

Energy-linked processes  1037
in mitochondria  1046

Enhancer(s)  576, 1535, 1628
bacterial  1614
elements  1631
figure  1632

Enkephalin(s)  54s, 1795, 1797
Enkephalin convertase (carboxypeptidase N)

625
Enolase  685, 962

active site 685s
metal ion requirement  685
relaxation of water protons  685
superfamily  686

Enolate anion  46, 46s, 681, 698 – 710
formation of  526
as nucleophile  527

from oxosteroid  696
phosphorylation of  706
resonance-stabilized  494

Enolic intermediates  530, 691– 699
Enoyl-acyl carrier protein reductase  777
Enoyl-CoA  940
Enoyl-CoA hydratase  940
Enoyl hydratase (crotonase)  681
Enoyl reductase  1194
5-Enoylpyruvylshikimate-3-phosphate

(EPSP)  687, 1424s, 1425s
EPSP synthase  1424

Entamoeba, PEP carboxytransphosphorylase
of  706

Entamoeba histolytica  19
Enterobactin (enterochelin)  838s, 1425
Enterokinase (enteropeptidase)  609
Enteron  24
Enthalpy change(s)  282, 283

of combustion  282, 283
estimation of  297
of dissociation, table  293

Entner–Doudoroff pathway  697, 965, 966
Entropy (S)  284, 285

of gases  284
from heat capacities  285
of racemization  284
relationship to microscopic disorder

284
table  285
units, definition of  284

Environment (thermodynamics), definition
of  282

Enzymatic reactions
catalysis  482 – 497
classification of  530
enolic intermediates 691– 699
first order  457
integrated rate equations  457– 460
pH, effect on  469 – 471
progress curve  456
reversible  458, 464 – 468
second order  458
stereoelectronic effect  495
velocity of  455 – 458

Enzyme(s)  1, 2, 455 – 503
activation of 471– 478
active site  491– 494
biotin-containing  724, 725

table  724
catalysis by  482 – 497. See also

Catalysis (enzymatic)
classification  497
conformational changes in  481
constitutive  538
dead-end complexes  466
debranching  606
effectors of  474
equilibrium  467
feedback inhibition, figure  540
history of  456
hydrogen bonding in  491– 494
induced fit  481
inducible  538
inhibition of 471– 478

competitive  471, 472
irreversible  477, 478
noncompetitive  473 – 475

inverting  593
isologous dimers  349
kinetic parameters  459
kinetics of action 455 – 471

lysosomal  1159
mechanism

iso  466
ping-pong  465
reciprocating (flip-flop)  497

modifiers of  474
molecular activity of  457
in molecular cloning  1491, 1493
molybdenum-containing  890 – 893

Fe-S clusters in  862
multisubstrate, kinetics of  464, 465
oligomeric  475, 497
pacemaker  535 – 537
processive action  602
prochiral centers  478 – 481
proofreading  482
pyridoxal phosphate, coenzyme table

743
rate of encounter with substrate  461–

464
rate equation for  460
reaction rate  455 – 458. See also

Kinetics
regulation. See Enzyme regulation
retaining  593
saturation of  457
selenium-containing  822 – 827
specific activity of  457
specificity of 478 – 482
starch-hydrolyzing  605 – 608
stereospecificity  478 – 481
substrate binding  463, 464
tetrameric  342
thiamin-dependent, structures  733
thiamin diphosphate-dependent, table

735
Enzyme-activated inhibitors  682, 864
Enzyme assay, coupled  768
Enzyme-inhibitor complex  472
Enzyme-linked immunoabsorbent assays

(ELISA)  1849
Enzyme regulation   535 – 537, 539 – 553,

571– 581
allosteric control  539 – 541
by allosteric effectors  475 – 477
by covalent modification  541– 545
by group transfer modification  545 –

549
by hormones  553 – 563
by ions  549
by thiol-disulfide equilibria  549

Enzyme-substrate (ES) complexes
formation and reaction of  458 – 461

Enzyme synthesis, genetic control of. See
Protein synthesis

Eosinophils  26, 188, 1074, 1843, 1863
Eotaxin  1754s, 1849
Eperimization

of UDP-N-acetylmannosamine (UDP-
ManNAc)  1136

Ephedrine  1791s
Epidermal growth factor (EGF)  544, 571,

1753
Epidermin  1722
Epidermis  439
Epidermolysis bullosa  440
Epigenetic inheritance  1881
Epigenetic markers  1881
Epigenetic reprogramming  1881
Epilepsy  1811
Epimer, definition of  163
Epimerases  692, 778, 1136
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Epimerization
of glycosaminoglycans  177
of UDP-galactose, mechanisms  778

Epinephrine. See Adrenaline
Epiregulin  1753
Episomes. See Plasmids
Epithelial cells  29

development of  1902
Epitheliocytes  25
Epitopes  1850, 1858
Epoxide, alkyation by  254, 1062
Epoxide hydrolases  591
EPR (electron paramagnetic resonance)

spectroscopy  398, 399
of glutamate mutase  873
in study of phosphotransferases  639

EPSP (enolpyruvoylshikimate-3-phosphate)
687s, 1424s, 1425s

synthase  687, 1424
Epstein-Barr virus  247
Equilibrium

in carboxylation reactions  725
of dehydrogenases in cytoplasm  980

Equilibrium constant(s)  304
for association 325 – 332
for binding of metal ions 307
for carboxylation of propionyl CoA

725
changes with temperature  289
from concentrations  288
effect of pH  293 – 297
for hydrolysis  292
prediction by Hammett equation  309
as ratio of rate constants  458
relationship to Gibbs energy change

287
stepwise, for complex formation  307

Erabutoxin  1770s, 1775
c-erb  571
v-erb  571, 572
Ergocalciferol (vitamin D2)  1257
Ergosterol  1246, 1248s
Erhlich, Paul  473
ERK  577– 579
Erucamide  1758
Erythrocruorins  68, 362
Erythrocytes  26, 404 – 406

cytoskeleton  405
defects  826
integrin  405, 406
membrane skeleton  406
NADP+ from  767
size of  11

Erythrocyte membranes
band 3 protein  420
proteins of  403

Erythroid cells  1901
Erythromycin(s)  1164, 1216, 1217s, 1690
Erythropoietin  1755, 1834, 1901
Erythrose  163s
Erythrose 4-phosphate  1136, 1422s

in biosynthesis  965
Erythrulose  164s
Escherichia coli 3, 628, 990, 1340, 1673

chromosome map  1484
composition of  31
DNA of  4
envelope structure  428
genes of, table  1485
genetic map of, figure  1484
genome  12, 1486
respiration with nitrite  1054

Essential amino acids  1369
Essential trace elements  31, 33, 837, 877– 881,

887– 894
Ester(s)

biosynthesis of  1185 – 1196
displacement reactions of  608
mechanism of formation  661, 662
resonance energy  299

Esterase(s)  526, 634 – 637
Estradiol  1256s
Estrogen(s)  1260

stimulates breast cancer  1263
target tissues for  1260

Estrone  1256s
Ethambutol  1194s
Ethanol  508, 1796, 1797

as fermentation product  966
Ethanolamine  99, 995, 1194s
Ethanolamine ammonia-lyase  871
Ether lipids  382
Ether phosphatides  383s
Ethidium  223s
Ethidium bromide  221, 222
Ethionamide  1194s
Ethylene  1761

plant hormone  1389
Ethylenediamine, binding constants to metal

ions  311
Ethylenediaminetetraacetic acid (EDTA)  98,

311s
Ethylene-responsive elements  1390
N-Ethylmorpholine  99
17-Ethynylestradiol  1262, 1262s
ets  576
Eubacterium  3, 6
Eugenol  1439s
Euglena  19
Euglenophyta  20
Eukaryote(s)

differentiation in  1890 – 1893
unicellular  18 – 22

Eukaryotic cells  11– 15
definition of  2
iron uptake  839
structure  10

Eukaryotic genes
cloning of  1497– 1499

Eukaryotic organisms, genetics of  1501–
1507

Eukaryotic plants  1308 – 1310
Eukaryotic polymerase β  1548
Eumelanin  1434
Europeum  1292
Evenimicin  1691
Evolution  9

of eukaryotes  15 – 18, 1510 – 1513
Exchange, across mitochondrial membranes

1047– 1050
Exchange diffusion  410
Exchange rates, amide protons  148
Exchange reactions of enzymes  595
Excisionase  1572
Excitation spectrum

riboflavin tetrabutyrate  1289
Exciton  1306
Excitotoxicity  1787
Exergonic reactions  285
Exocytosis  14, 427, 1779

control of  1780
Exoglycanases  593
Exons  1540, 1628
λ-Exonuclease  1491

Exo ring conformation  212
Expansins  1150
Exponential growth rate constant  470
Expression systems of cloned genes  1497
Exteins  1716
Extensins  1149

glycosylation of  181
in plant cell wall  72

Extracellular matrix (ECM)  406, 427–  441
reelin  1903

Extradiol aromatic dioxygenases
intermediates, scheme  1058

Extradiol dioxygenases
iron ions in  1058

Extrinsic mortality  1906
Eye  1324, 1333
Ezrin  1119

F
Fab fragments. See Immunoglobulins , Fab

fragments
Fabry disease  1170 – 1172
F-actin  1098
F-actin filament

with myosin heads  1103
FAD (flavin adenine dinucleotide)  511,

511s, 765, 780, 781s, 785, 980. See also
Flavin coenzymes

FADH2  529, 529s
F agent  1482

integration of, figure  1483
Familial adenomatous polyposis  574
Familial advanced sleep phase syndrome

1808
Familial British dementia  1812
Familial hypercholesterolemia  1249, 1251
Fanconi anemia  1586
Faraday, numerical value of  283
Farber disease  1171
Farnesene  1234, 1234s
Farnesyl diphosphate  1236
Farnesyl diphosphate synthase  1230
Farnesyl group  402, 559
Farnesyltransferases

structure of  1231
Fast axonal transport  1119
Fast-twitch fibers

of muscle  1096
Fasting state  1002, 1003
Fat(s). See also Triacylglycerol (triglyceride)

composition of  380
conversion to sucrose in oil seeds  988
development of  1902
formation from excess carbohydrate

1003
hydrolysis of  507
thermogenic  1048

Fatal familial insomnia (FFI)  1718
Fatty acid(s) 380 – 382, 1185 – 1196

activation of  512
acyl CoA, derivatives of  507
anteiso  1189
biosynthesis of  722, 977– 979, 1185 –

1196
biosynthetic reactions, scheme  1188
branched chain  381
branches  1189
control of chain length  1188, 1189
control mechanism, scheme  1001
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cyclopropane-containing  399, 1193 –
1195

essential  721, 1190, 1191
esters  1185 – 1196
human disorders  944
iso  1189
in lipids  380
names of, table 380
oxidation  511, 939 – 947

disorders  944, 945
pKa values of  380
polyunsaturated  1190
stability of  589
starter pieces for biosynthesis of  1189
stimulation by carbon dioxide  977

control mechanism, scheme  1001
synthesis by oxoacid chain elongation

1189
synthesis pathways  1192
unsaturated  1191– 1193

Fatty acid amides  382, 1756, 1792, 1793
Fatty acid amide hydrolase  1758
Fatty acid-binding proteins  1184 – 1186

figure  1184
Fatty acid esters 1186 – 1196
Fatty acid synthases  990, 1185 – 1187
Fatty acyl-CoA derivatives  507
Fatty acyl-CoA synthase

in outer mitochondrial membrane
1016

Fatty alcohols 380 – 382
Favin  64s
Fc fragment  1836
Fecapentaene  1587, 1587s
Feedback inhibition  536, 539
Feedback repression  536, 1612
Female sex hormone  1260
FeMo-coenzyme (FeMo-co)  1361
Fermentation(s)  8, 298, 508 – 511, 535, 966 –

969
butyric acid  971
coupling of oxidation and reduction

966
Embden–Meyerhof pathway  966 – 969
energy relationships  966
Entner–Doudoroff pathway  965, 966
of glucose, Gibbs energy change  298
of glutamate  1371
glyceraldehyde-3-phosphate dehydro

genase in  775, 776
heterolactic  972
homolactic  980
mixed acid  968 – 970
mixed acid products, table  968
pentose phosphate pathway  972
phosphogluconate pathway  972
phosphorylation  966
propionic acid  970, 971

Ferns  18
Ferredoxin  793, 857, 858s

from chloroplasts  859
in methane bacteria  1057
reduction potentials  857
in reductive biosynthesis  981

Ferredoxin/thioredoxin system
in photosynthesis  1320

Ferredoxin:NADP+ oxidoreductase  788, 794,
1317

Ferric-dioxoisobacteriochlorin  1055
Ferrichrome  838s, 839
Ferric uptake regulation protein  839
Ferriheme(s)  844

Ferritin  343s, 841s, 841, 842
Ferrochelatase  843, 1402
Ferroelectric crystals  486
Ferroheme(s)  844
Ferrous ion in aconitase  688
Ferroxidase center  843s

in ferritin  842
Ferrulate  1439s
Ferryl iron in peroxidase and catalase  854
Fertilization  1895 – 1897

meiosis  1895, 1896
membrane  1896

Fetal hemoglobin  362
α-Fetoprotein  573
Ffh (54 homolog)  520, 1722
FhuA, C, D  839
Fiber cells  30
Fibrillarin  1641
Fibrillin  440
Fibrin  631, 632

stabilizing factor  632
Fibrinogen  58, 409, 578, 632
Fibroblast(s)  25, 433

micrograph of  370
Fibroblast growth factors (FGFs)  1755
Fibrocytes  25
Fibromodulin  1154
Fibronectin  407, 409, 1883

domain structure  409
Fibrous dysplasia  576
Fibulin  437
Ficin  618
Field flow fractionation  103
Fifth disease  244
Filaggrin  370, 439
Filamin  370
Filaria worms  24
Fimbriae  6. See also Pili
Finasteride  1255, 1255s
Fingerprinting. See also Peptide mapping

of DNA  259
of proteins  118, 360

First Law of Thermodynamics  282
First order reactions  457
Fischer, Edmond H.  84
Fischer, Emil H.  42, 83
Fischer projection formula  42

of monosaccharides  163
Fission yeasts  1503
Five-carbon branched units, formation

scheme  992
FixL  1614
FK506  488
Flagella

bacterial  3, 6, 562, 1089 – 1093
eukaryotic, structure  15, 1121
growth of  1091
micrograph of  1090, 1091
rotation of  1091– 1093

Flagellar motor
bacterial, drawing  1092
drawing of rotor and stator unit  1093

Flagellin  1089
Flatworms  23
Flavanoid compounds  1365
Flavin(s) 1460

chromatography of  103
content in mitochondria  1019
electrophilic centers  790
fluorescence  103
half-reduced  791
isoalloxazine ring  790

metal complexes  794
properties of  793

Flavin adenine dinucleotide. See FAD
Flavin adenine diphosphate. See FAD
Flavin coenzymes  766, 780 – 795

modified  788, 789
reduced  794

Flavin cofactors  1059
Flavin radicals  792

color of  794
formation constant  794

Flavocytochrome b2  782, 794, 847
Flavocytochrome b558  

1072
Flavodoxins  793, 799, 800
Flavones  1214, 1215s
Flavonol(s)  1214, 1215s
Flavonol pigments  1214
Flavonones  1214, 1215s
Flavoprotein(s) 513, 788

dehydrogenation reactions  782 – 787
table  784

reduction potentials of  782
Flavoprotein dehydrogenases  789

free radicals  793
mechanisms  789 – 791

Flavoprotein oxygenases
free radicals  793

FliF protein  1093
Floor plate  1903
Florigen  1761
Flow cytometry  107
Flow of materials within cells  289
Flower pigments  1214, 1215
FLP (Flip) recombinase  1572
Flukes  24
Fluorescamine  120s
Fluorescence  1288 – 1294

action spectrum  1288
in analysis  120
analytical applications of  1293
correlation spectroscopy  1294
efficiency  1290
efficiency equation  1291
emission spectrum  1288
excitation spectrum  1288

of LH2  1307
of flavins  103
green fluorescent protein  1344
lifetimes  1290
probe, polarity-dependent  396
quantum yield  1290
quenching, molecular beacons  1291
recovery after photobleaching  400
resonance energy transfer (FRET)  1111,

1292, 1741
time-resolved spectroscopy  1290
of vitamin B6 coenzyme  750

Fluorescent
antibodies to cytochrome c  1016
probes  1294
tag  1344

Fluoride ion
inhibition of acid phosphatases  645

Fluoroacetate  957
Fluorographs  103, 252
5-Fluorouracil  812
5-Fluorouridine  574
Fluoxetine  1793s
Flurazepam  1788s, 1789
Flux

across membranes  410
in metabolism (analysis)  536, 537
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FMN (Riboflavin 5'-phosphate)  513, 765, 780,
781s

fMRI  1802, 1806, 1807
Focal adhesions  405, 406, 1884
Fodrin  405
Folate coenzymes, 803, 804. See also Folic acid
Folate receptors  805
3-Fold axis  333
Folding pathway  1727
Folding patterns

of polypeptides 76, 77
effects of sequence  78

Folic acid (pteroylglutamic acid)
473, 557, 721, 802 – 813, 1425

biosynthesis, scheme  1461
deficiency of  802
metabolic functions  802
nutritional requirements  756
in transmethylation  592

Folistatin  1903
Folitropin (FH)  1745
Follicle cells  1895
Follicle-stimulating hormone (FHS)  1260
Follicular dendritic cells  1834
Folyl polyglutamates  803
Footprinting

DNA  266
hydroxyl radical  267

Foraminifera  19
Forces

acting between molecules 46 – 51
electrostatic  47
van der Waals  46

Formaldehyde  802
hydration equilibrium  677
reaction with nucleic acid bases  253

Formate. See also Formic acid
carbon units, source of  810

Formate dehydrogenases  824, 890, 892, 893,
969

in methane bacteria  1057
molybdopterin  892

Formation constants  304. See also Equilib-
rium constants

macroscopic  328
of metal complexes  312
for Schiff bases  679
stepwise  327, 328

Formic acid  99, 293, 802
Formiminoglutamate  810, 1450s
Formiminoglycine  810
Formylglycine in sulfatases  659
Formylkynurenine  1059s, 1445s
Formylmethanofuran  814s
N-Formylmethionine  231, 1388, 1698
6-Formylpterin  803
10-Formyltetrahydrofolic acid (l0-formyl

THF)  810
Formyl-THF synthetase  810
Förster equation  1292
Fos  70, 241, 572, 577
fos  572, 576, 579
c-Fos  1633, 1902
Fossils of bacteria and blue-green algae  17
Fourier transform infrared spectroscopy

(FTIR)  1277
isotope-edited  1278
of membranes  396
total reflection  1277

Fourier-transform infrared (FTIR) spectrum
concanavalin A  1278
myoglobin  1278

F pili  1482
F plasmids  1559
Fractionation of cells and tissues  98 – 100
Fragile X syndrome  228, 1516
Frame-shifting  538
Frameshift mutations  1580
Franck-Condon principle  848, 1280
Franklin, Rosalind N.  200, 1474
Frataxin  1516
Freckles  1435
Free energy. See Gibbs energy
Free radicals. See also Superoxide anion

radical, nitric oxide (NO)
in action of peroxidase and catalase

855, 856
in coenzyme M reductase  880
flavin  791– 794
in metalloenzymes  850 – 886
in pyruvate formate-lyase  800, 801
in pyruvate oxidase  736, 799
in reactions of vitamin B12  869 – 876
in ribonucleotide reductases  864, 865

Freeze-fractured membranes, figure  405
Freeze fracturing  130
Freidreich’s ataxia  1516
FreIp metalloreductase  839, 883
FRET  1726
Frictional coefficient  109

of sphere  109
Fringe  1900
FRN protein  1613
Fructans  1152
Fructofuranose (Fruf)  165s
Fructofuranosyl-enzyme  597s
Fructokinase  1129
Fructose (Fru) 162s, 175, 1131
Fructose-1,6-bisphosphatase  645, 1000, 1144,

1320
Fructose-2,6-bisphosphatase  646, 1320
Fructose-1,6-bisphosphatase-phosphofructo-

kinase cycle  1000
Fructose 2,6-bisphosphate (Fru-2,6-P2)

beta form 541s
in regulation of glycogen metabolism

537
Fructose bisphosphate aldolases  699
Fructose 1-phosphate  1129

cleavage by aldolase  1129
Fructose 6-phosphate  535, 693s, 1135s

equilibrium with mannose
6-phosphate  1129

metabolism of  1135, 1136
Fructose 6-phosphate kinase  656
Fruit fly. See Drosophilia melanogaster
FtsZ  1890
Fucose (Fuc)  165s, 1155, 1157
L-Fucose (6-deoxy-L-galactose)

metabolism of  1138
L-Fucose isomerase  693
α-L-Fucosidase  1171
Fucosidosis  1171
Fucosyltransferase  184
Fucoxanthin  22, 1239s, 1240, 1308
Fumarase. See Fumarate hydratase
Fumarase-aspartase family  685
Fumarate  481s, 516s, 683s
Fumarate hydratase (fumarase)  526, 683, 688

acid–base catalysis  471
concerted reaction  685
fumarase A, B  688
fumarase C  683
mechanisms  683 – 685

pH dependence  684
rates of substrate exchange  684
turnover number of  683

Fumarate reductase  785, 1027, 1054
Fumarylacetoacetate  1431s
Fumarylacetoacetate hydrolase  1430
Fumarylpyruvate  690s, 1436s
Functional MRI (fMRI)  1801, 1802, 1806,

1807
Function of state R  476
Fungal infections  20
Fungal ribonucleases  1686
Fungi 20

cell walls  443
Fur (ferric uptake regulator)  1612
Furanoeudesma-1,3-diene  1235s
Furanose rings  161, 175.  See also Sugars
Furfural  251, 167s
β-Furfuryl-β-glucoside  1148s
Fusidic acid  1266, 1266s, 1703

G
GABA (gamma-aminobutyrate)  1793
GABA receptors  1788
Gabaculline  738s
G-actin  1098
GAL4  1725
Galactan  177
Galactanase  602
Galactinol  1132, 1141s

biosynthesis  1141
Galactitol  1130
Galactocerebrosidase  1171
Galactokinase  1129, 1130
Galactolipid  387s, 1197
Galactonate  1130
Galactosamine  176
Galactose (Gal)  162, 163s, 1129, 1157

metabolism of  778, 1130, 1131, 1138
Galactose chemoreceptor protein  186

active site 187s
Galactose mutarotase  1131
Galactose (gal) operon  1613
Galactose oxidase  885

active site  886
mechanism of  887
tyrosine-cysteine cofactor  885, 886

Galactose 1-phosphate  1129, 1130
Galactose-1-phosphate uridyltransferase

1130
Galactosemia  16, 169, 1130, 1131
α-Galactosidase  1171
β-Galactosidase  602, 603, 1171, 1475
Galactosyl diacylglycerol  1301
β-Galactosyl hydrolase  1171
Galanin  1750
Galectins  186
Gallate  1438, 1438s
Gallic acid  1438
Gallstones, cholesterol  1251
GalNAc  1155
GalNAc kinase  1136
gal operon  1604
Gametes  17, 1504, 1893 – 1895
Gametophyte form of fern  18
Gametophytic cycle of plants  1904
Gangliosides  388, 1168, 1169

of cholera toxin  546
Gangliosidosis, GM1 1171
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Gap genes  1900
Gap junction(s) 29

image of  1782
Gardner syndrome  1586
Garlic  1408
Garrod, Archibald  16
Gas constant, numerical value of  283
Gastricsin  621
Gastrin  1741, 1749
Gastrin-releasing peptide (GRP)  1750
Gastrointestinal inhibitory peptide (GIP)

1749
Gastrointestinal peptides  1749, 1750
Gastrotropin  1749
Gastrula  1898

formation, figure  1896
Gated pores  411
Gaucher disease  1170 – 1172, 1518
Gaussian curves

fitted to electronic absorption band
1281

parameters  1281
G-banding, of chromosomes  1512

GDP. See Guanosine diphosphate
GDP dissociation inhibitors (GDIs)  559
Gel electrophoresis  112

relative molecular mass by  112
Gel filtration  100, 112

oligosaccharides, separation of  100
relative molecular mass by  112

Gelonin  1685
Geminal diamine  751, 751s
Geminiviruses  244
Gene(s)

amplification of  538
antennapedia gene  1900
blunt ends  1491
cloning 1490 – 1501, 1517
cohesive ends  1490
gap  1900
homeotic  1900
homologous  1510
human, number of  16
human variation  1509
imprinting of  234, 1542
inactivation of  1880
linked  1504
mitochondrial, catalog  1016
modifying  1500, 1501, 1518, 1519
nitrogen fixation  1365
orthologs  1510
overlapping  1540
paralogs  1510
random segregation  1504
segmentation  1900
selector  1900
sequence(s)  1508 – 1513
sequence for aspartate aminotrans

ferase  202
structural, definition  1
suppressor  1480, 1480, 1481
transferring 1490 – 1501

Gene A protein  1558
Gene conversion. See Recombination:

nonreciprocal
Gene therapy  16, 203, 1518

sickle cell disease  361
Gene transfer

physical methods  1498
Genetic code  1, 236 – 239

deciphering of  1475, 1476
tables  236, 237

variations  237
Genetic diseases  2, 16, 1513 – 1517, 1585 –

1587, 1907. See also Hereditary diseases
Genetic engineering  1366
Genetic map

AIDS virus HIV-2  1652
of cloning plasmids  1493
of E. coli, figure  1484

Genetic methods  1476 – 1481
Genetic recombination  6, 230, 1482, 1577,

1578
model of  1569

Genome(s)
bacterial  3 – 5, 201
changing  17
definition of  4
human  201, 1507– 1509
mammalian  1017, 1508, 1510
sequences  12, 1508 – 1513
table of  12
of viruses  201, 244 – 248, 1714, 1715

Genomic imprinting  1881
Genomic libraries  1499
Gentamycins  1139, 1690
Gentisate  1436s
Geometrical isomers  43
Geometry of orbitals

effect on metal binding  311
Geotropic response of plants  1761
Gephyrin  1787
Geranyl diphosphate  1233s
Geranylgeranyl diphosphate  1234s, 1236
Geranylgeranyl group  402
Geranylgeranyltransferases  1231
Germ cells  1893 – 1895
Germ layers  1898
Germin  1904
Gerstmann–Sträussler–Sheinker syndrome

(GSS)  1718
Giardia lamblia  12, 19
Gibberellin(s) 1150, 1234, 1234s, 1761
Gibberellin A1, 

biosynthetic sequence  1234
Gibbs energy (Free energy)  285, 286

of activation (∆G‡)  483
of association  325 – 332
of dissociation  293

of acetic acid  50
of formation  286, 292 – 298

for biochemical substances, table 290
of RNA helix, table  210

of hydrolysis  283
table  294

in hydrophobic interactions  50
linear relationships  308
of oxidation

for biochemical substances, table 290
by NAD+, table  290

partial molar  287
summing  286

Gibbs energy change(s)
for dilution  287
and equilibrium constant  287
for fermentation  298
for oxidation of glucose  967
for oxidation-reduction reactions  300
for subunit association  333

Gingipains  619
Gla proteins  821
GlcNAc  1155
GlcNAc-6-sulfate sulfatase  1171
Glial cells  26, 1762, 1781
Glial filaments  369

Glicentin  1749
Global regulator  1612
Globin genes  1539, 1540, 1901, 1902

evolution of  17
organization, figure  1540

α and β Globins  1539
Globoid cell leukodystrophy  1171
Globular proteins, properties  59
Globulin(s)  101, 58
Glomeruli  1799
Glucagon  542, 1741, 1742, 1743, 1749

adenylate cyclase in action of  554
antagonism of insulin  999
receptor  554

β-Glucanases  602, 603
Glucans 172 – 175

β-1,3-linked  174
Glucarate dehydratase  686
D-Glucitol. See D-Sorbitol
Glucoamylase  603, 607, 1146

active site structure  608
α,α barrel structure, 77s

Glucocerebrosidase  603, 1171
Glucocorticoid(s) 999, 1254, 1742

release during fasting  1002
Glucogenic amino acids  1397
Glucokinase  538, 568, 998
Gluconeogenesis  515, 997– 1000

adrenaline, effect of  999
control mechanisms, scheme  1001
glucagon, effect of  999
pathway  509

scheme  989
regulation of  541

Gluconolactonase  963
5-Gluconolactone  604s
Glucopyranose-6-P  1132s
Glucosamine (GlcN)  164, 176
D-Glucosamine 6-phosphate  1135s

biosynthesis  1135
Glucosamine 6-phosphate synthase  1135
Glucose (Glc) 973

diastereomers  162
equilibrium mixture in water  162
metabolism  997
ring form 162s

Glucose (D-glucose, Glc)  161s, 162s
biosynthesis from three-carbon

compounds  989, 990
caloric value  283
concentration in blood  161
concentration in blood in diabetes

1004
conversion to 2-oxo-l-gulonate  1134
conversion to l-rhamnose  1138
as energy source  997
fermentation of  298

L-Glucose (L-Glc), 161s
Glucose 1-arsenate as intermediate in

arsenolysis  595
Glucose 1,6-bisphosphate  653, 653s
Glucose dehydrogenase(s)  814
Glucose oxidase  782
Glucose-6-phosphatase  645

deficiency of  1144
glucose release from stores  999

Glucose 1-phosphate  989, 1130
glycogen, conversion to  989
stability of ring  992

Glucose 6-phosphate  506s, 507, 535, 693,
693s, 1131

Gibbs energy of hydrolysis  293
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pKa value of  293
Glucose-6-phosphate dehydrogenase

770, 776
Glucose-6-phosphate isomerase

efficiency of  692
turnover number of  692

Glucose tolerance factor
chromium in  888

Glucose transporters  415, 416
GLUT1, topology diagram  416
GLUT2  998
GLUT4, response to insulin  416

Glucosidase
alpha  603, 606, 1144, 1171
alpha 1,6  606
beta  602, 603

β-Glucoside  1238s
Glucosinolate  1442, 1142s
Glucosinolides  1142
Glucosylasparaginase

(aspartylglucosaminidase)  620
Glucosyl ceramide  1203s
Glucuronic acid; glucuronate (GlcA)

164s, 165s, 176
epimerization  177

D-Glucuronic acid  1133s
catabolism of  1132
metabolism of, scheme  1133

accumulation  1170
β-Glucuronidase  1171
Glucuronides  1141

biosynthesis of  1130
GLUT1 – GLUT7.  See Glucose transporters
Glutamate  1782, 1785, 1786s, 1793, 1794

biosynthesis of  711
scheme  1373

catabolism of  1371– 1374
concentration in brain  958
fermentation of  1371
formation by transamination  952
isomerization of  1372

L-Glutamate  737s
Glutamate dehydrogenase  770, 775, 1369

inhibition by 2-oxoglutarate  780
Glutamate mutase  871

stereochemistry  874
Glutamate racemase  1370
Glutamate receptors  1787

ionotropic  1786
ionotropic, agonists of  1786
metabotropic  1786

Glutamate-1-semialdehyde  742, 1374, 1400s
Glutamate synthase  788, 1369, 1370
Glutamic acid (Glu, E)  52, 53s. See also

Glutamate
pKa value of  487

Glutaminase activity  1376
Glutamine (Gln, Q)  53s, 1135

biosynthesis of, scheme  1373
catabolism of  1371– 1374
in glucosamine synthesis  1135

Glutamine PRPP amidotransferase  620
Glutamine synthase

regulation, scheme  1370
Glutamine synthetase  342, 662, 1370, 1371
γ-Glutamylamino acid  1369
γ-Glutamyl cycle  1369
Glutaraldehyde  1098
Glutaredoxin  522, 549, 786, 787, 864
Glutaryl-CoA  1386, 1386s
Glutathione  521, 549, 550 – 552, 550s, 1588

as antioxidants  1075

biosynthesis  551, 993
protective functions  551, 786, 826, 1075
reaction with sulfur  1053

Glutathione peroxidase  550, 826, 856
decomposes superoxide  1074
selenium in  823

Glutathione reductase  785, 785s
reaction mechanism  791

scheme  792
Glutathione S-transferases  550, 682
Glutathionylspermidine  1382
Glycans 169 – 180. See also Polysaccharides

biosynthesis of 1146 – 1150
β-1,3-linked  1148
N-linked  183

Glycation  169
Glyceraldehyde  163s, 1129
Glyceraldehyde 3-phosphate  506s, 508, 694s,

986
oxidation of 508 – 510, 980

Glyceraldehyde 3-phosphate dehydrogenase
63s, 766, 984

in fermentation reactions  775, 776
formation of NADH-X  780
in oxidation of aldehydes  775, 776
thiol group of  677

Glyceraldehyde:pyruvate pathway  1229
isoprenoid biosynthesis, scheme  1229

D-Glycerate dehydrogenase, stereochemistry
768

Glycerate pathway  960
L-Glyceric aciduria  1397
Glycerol  380s

accumulation in fish and insects  191
as fermentation product  967
fermentation of, by propionic acid

bacteria  954
from glucose  968
in lipids  380

Glycerol dehydratase  871
Glycerolipids, synthesis pathway  1192
Glycerol kinase  1129
Glycerol oxidase  886
Glycerol 1-phosphate  293
sn-Glycerol 3-phosphate  383s
Glycerol phosphate dehydrogenase  1023
Glycerol-phosphate shuttle   1050

diagram  1051
Glycerolteichoic acids  431s
L-Glycero-D-mannoheptose  180s, 1137
Glycerophospholipids  383
Glycerylcysteine  428, 428s
Glycine (Gly, G)  52, 52s, 745, 1397– 1405,

1782, 1793
antagonists of  1788
binding constants to metal ions  311
cleavage system  809, 1399
decarboxylation of  745
drugs binding to receptors  1788
metabolism of, scheme  1398
as neuroinhibitor  1789
pKa value of  99
receptors  1789
reductases  753, 755
reductase system  1399

Glycineamide, binding constant to metal ions
311

Glycine betaine  1142, 1398
Glycine decarboxylase  743, 745, 809
Glycine decarboxylase-synthetase system

808
Glycine N-methyltransferase  591, 593s

Glycine reductase  824
Glycocalyx  6
Glycocholic acid  1251
Glycogen  165, 170, 173, 173s, 603

biosynthesis of  509, 1130, 1143 – 1146
breakdown of  537
content in rat liver  31
conversion to lactate  960
debranching  1144
digestion of  1146
granules  1098
metabolism, genetic diseases of  1145
methylation analysis  196
13C NMR  174
particles in cytoplasm  10, 174

STM image of  174
storage of  537
storage diseases  1145
synthesis
synthesis in bacteria  1144
synthesis in plants  1144

Glycogen phosphorylase  541– 545, 543s, 604,
605, 746, 1143

catalytic site 605s
conformational states  604
control of  541– 545
deficiency of  1144
effect of insulin  571
regulation of  539, 604

Glycogen synthase  1143
deficiency of  1144
effect of insulin  571

Glycogenin  174, 1144
Glycogenolysis  545
Glycoglycerolipids  387
Glycolaldehyde  1135s
Glycolate  707

production of, scheme  1322
Glycolate oxidase  782
Glycolic acid

metabolism of  1321, 1322
Glycolipids 387, 392

biological recognition  161
biosynthesis of  1168, 1169, 1196 – 1203

scheme  1198
breakdown of  1169 – 1172

Glycolysis  506, 508 – 511, 699, 960 – 962
control mechanisms, scheme  1001
pathway 960 – 962

scheme  961
rate of  997
regulation of  541, 999

Glycolytic pathway, scheme  509, 989
Glycopeptidolipids  1168
Glycophorin A  404
Glycophorin C  405
Glycophosphatidylinositol (GPI) anchors

1168
Glycoprotein(s)  15, 180 – 188, 404, 405, 1153 –

1160, 1883
biological recognition  161
blood group determinants  184
extensins  1150
high mannose type  183
linkage of saccharides to  181
O-linked  181, 182
oligosaccharides, trimming of  1156,

1157
release of oligosaccharides  188
synthesis of 1153 – 1160
variable surface  1866

Glycoprotein hormones  1745
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Glycosaminoglycans  181, 1152 – 1155
chains in proteins  1154
modifications of  1153
repeating disaccharide units of  176
sulfation of  1153
synthesis of  1153 – 1155

Glycosidases
beta  602
endo  605

Glycosides
cyanogenic  1442
displacement reactions of  593

N-Glycosides (glycosylamine)  169
Glycosidic acetal linkages  168
Glycosidic linkages  780
Glycosphingolipids

biosynthesis of, scheme  1169
catabolism of, scheme  1169

Glycosylamine  169
Glycosylation definition  169
Glycosyl enzyme intermediates  595
Glycosyl esters  595
Glycosyl exchange reactions  593
Glycosyl groups, active  975
Glycosyl units

polymerization of, scheme  1130
Glycosylphosphatidylinositol (GPI) anchors

403
Glycosyltransferase(s)  184, 526, 604, 608,

1143, 1150
catalytic groups, table  603

Glycyl endopeptidase  618
Glycylglycine

binding constants to metal ions  311
copper complexes  312s
pKa value of  99

Glycyl radical  864
Glyoxalase  527, 551, 698
Glyoxylate  705s, 1398, 1399, 1458s

formation from isocitrate  988
metabolism of  959

Glyoxylate carboligase  736, 959
Glyoxylate pathway 987– 989
Glyoxylic acid

in polysaccharides  179
Glyoxysomes  14, 988
Glyphosate  687s
GM3-N-acetylgalactosaminyltransferase  1171
GMP (Guanosine 5'-phosphate)  203
GNRA loops in RNA  1638
Goiter  1432
Gold  318
Goldstein, Joseph L.  84
Golgi, Camillo  83
Golgi apparatus  10, 521, 1157

definition of  14
transverse section  1158

Golgi body in micrograph  13
Golgi network, trans  1157
Golgins  1159
Gonadotropin-releasing hormone  1746

NMR spectrum  145
Gonorrhea  7
Goodpasture disease  438, 1865
Gossypol  1235s
Gout  1459
G0 phase of cell cycle  579
G protein(s)  534, 557– 561, 1673, 1704, 1741

bovine brain Gi 560s
coupled receptors  1325
cycle  1781
function, scheme  557

monomeric  558
Rho family  1148
three-dimensional structures  559 – 561

G-quartets  208, 227
Gramicidin  414, 1164, 1842
Gramicidin S  54s, 1713

biosynthesis  994
Gramine  1447, 1447s
Gram-negative bacteria  6, 7

outer membrane  428 – 431
Gram-positive bacteria  6, 7, 185, 190, 428
Gram stain  6
Grana  1301
Granulocytes  26
Granzymes  610
Graves disease  1864
Grb2  577, 578, 580s
GreA,B  1610
Green fluorescent protein  1111, 1292, 1344
Green plants. See Plants (green)
Green sulfur bacteria  1306
Griseofulvin  1216s, 1217, 1690
GroEL, GroES  339, 518
Ground substance between cells  26
Group transfer potential(s)  292, 293

effect of metal ions  296, 297
of pyrophosphates  636

Group translocation  411
Growth  1879 – 1909

cones of axons  1903
control of  578
essentials for, table  1881
factors  571– 576, 722, 1751– 1754
hormone  1742
rates of cells  470
regulating hormones  567– 571, 1743,

1751– 1754
Growth-factor receptors  1742
Growth hormone-releasing hormone

(somatoliberin)  1746
G-segment  1552
GTP (guanosine triphosphate) 1672

as coenzyme  719
GTPase-activating center  1687

antibiotic action site  1691
of ribosomes  1672

GTPase activating proteins (GAPs)  559
GTP cyclohydrolase  1460
Guam disease  1812
Guanidination  124
Guanidinium chloride  82s
Guanidinium groups  53, 55s
Guanidinoacetate methyltransferase  591
Guanidinoacetic acid  1379, 1379s
Guanine (Gua, G) 199s, 203, 1458

hydration of  215
quartet  208

Guanine nucleotide binding proteins. See G
proteins

Guanine nucleotide dissociation stimulators
(GDSs)  559

Guanosine (Guo)  203, 234s
absorption spectra of  205

Guanosine diphosphate-L-fucose  1138
Guanosine diphosphate-L-galactose  1134s
Guanosine disphosphate-guluronic acid

1130
Guanosine diphosphate-mannose (GDP-

Man) 1130, 1134s
Guanosine diphosphate-mannuronic acid

(GDP-ManUA)  1130
Guanosine monophosphate  1455s, 1461s

Guanosine 5' phosphate (GMP, Guanosine 5'-
guanylic acid)  203

Guanosine polyphosphates (ppGpp,
pppGpp)  1715

Guanosine 5'-(β,γ -imido) triphosphate
(GppNp)  558s

Guanylate cyclase  561, 657
Guanylin  548, 561, 1750
Guanylyl cyclase. See Guanylate cyclase
Guard cells  30
Guide RNAs  1017, 1641, 1648
L-Gulonic acid  1132, 1133s, 1134
L-Gulonolactone  1133s
Gulonolactone oxidase  1134
Gulose (Gul)  163s, 1132
Gurken protein  1899
Gustducin  558, 1799
Gutta-percha  389, 1231
Gymnosperms  29

H
Haber process  1359
Haemophilus influenzae

genome sequence  12
Hageman factor  632
Hairpin ribozyme  649
Haldane, J. B. S.  9
Haldane relationship  464, 465
Half-life  457
Hallucinogens  1798
Haloacid dehalogenase(s)  590

mechanism of  590
Haloalkane dehalogenase(s)  591

active site structure  591
Halobacterial transducer I (HtrI)  1335
Halocyanin  883
Haloperidol  1792, 1809s
Haloperoxidases  855, 889
Halorhodopsin  1335

light-dependent cycle  1335
Halothane  1789
Hammerhead ribozyme  649, 651s

mechanism of action  651
Hammett equation  308

for dehydrogenation reactions  771
for multisubstituted compounds  309
table of constants  308

Hammett’s constants  1284
Handedness of molecules  41– 43
Haploid

definition of  5
phase  18

Haptens  1838
Haptoglobin  58, 1850
Harden, Arthur  83, 960
Harmine  1447
Hawkinsin  1430, 1430s
Haworth structural formulas  164
Hay fever  26
Hearing  1801
Heart disease  16, 1113, 1249, 1250

atherosclerosis  1249, 1250
Heat  282

of combustion  282
flow of  284

Heat shock proteins (chaperonins)  518, 1635
Heavy meromysin (HMM)  1101
Hedgehog (Hh) protein  1900
Heisenberg uncertainty principle  138
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HeLa strain of human cancer cells
30 S ribosomal subunit  26

Helical structure
polyethylene  44
polyfluoroethylene  44
proteins  68 – 71

Helical wheel  69s, 70
Helicases  1544, 1550, 1551
Helix (helices). See also Superhelix

310  69, 70
amphipathic  79, 401
hydrogen bonds in  68
one-start  334
Pi  69
pitch of  68
primary  334, 337
properties of  69
radial projection  334
in serum albumin  71
stacking of  70
structures of  334
torsion angles of  68 – 71

α Helix (helices) 68s, 69, 78
as helical wheel  69s, 70

β-Helix (helices)
parallel  65

Helix bundles
four helix  71, 343, 841, 1752

Helix-turn-helix motif  76, 1606
Helper virus  1498
Hemagglutinin  186, 1650
Hematoside (GM3) accumulation  1171
Heme  68, 353, 514, 844, 850, 851, 1404s

covalent linkage to proteins  719
degradation, scheme  1404
imidazole group in  851
in tryptophan dioxygenase  1059

Heme a  844, 845s
Heme c  845, 845s
Heme d  845, 845s, 1055
Heme o  845s
Heme oxygenases  1404
Heme-oxygen complexes  851
Heme proteins  843 – 845, 1058

reactions with hydrogen peroxide
850 – 857

reactions with oxygen  850 – 857
Heme-sensitive eIF2 α kinase  1701
Hemerythrin  362, 852, 862

active site, 863s
Hemiacetals  161, 162, 677

formation of  526
glycosidic linkages  780

Hemicelluloses  177, 602, 1149
Hemiketals  677

formation of  526
Hemimercaptals  677

formation of  526
Hemin  844
Hemochromatosis  840
Hemochrome(s)  844
Hemocyanins  885
Hemoflagellates  19
Hemoglobin(s)  17, 353 – 359, 844

abnormal  354, 359 – 362
2,3-bisphosphoglycerate, effect

357, 358
carbamino groups in  358
comparative biochemistry  362
competing ligands  358
fetal  362, 1901
fingerprints of  359

folding pattern  354
genes (globin)  1539, 1540, 1901, 1902
oxygen binding cooperativity  851
in oxygen transport  354
oxygenation curves  355
pKa values of  357
salt bridges  357
saturation curve  355
structural changes during oxygenation

354 – 357
subunits  353
thermodynamic function for oxygen

ation, table  355
Hemoglobin mutants  354, 359 – 362

F  362
H  354
M  359
S  359 – 361

Hemopexin  58, 627, 1850
Hemophilia A, B  633
Hemopoietic regulators  1834
Hemoprotein  1366
Hemosiderin  842
Henderson-Hasselbalch equation  97
Henseleit, K.  1376
Heparan N-sulfatase  1171
Heparan sulfate  175 – 177, 176s
Heparin  176s, 181

anticoagulant properties of  177
pentasaccharide segment  177s

Heparin cofactor II  177
Hepatic lipase  1185
Hepaticae  29
Hepatitis A virus  247
Hepatitis B virus  244
Hepatitis delta virus  247
HEPES buffer  99
Heptad  in coiled coil  71
Heptane  1196
Heptanoyl threonine phosphate (HTP,

coenzyme B)  881
Herbicides  1299

glyphosate  687
Hereditary diseases  2, 16, 1512 – 1517, 1585,

1586, 1907. See also Metabolic diseases
of blood clotting  633, 634
colorectal cancer (HNPCC)  1585
of DNA repair  1585, 1586
granulomatous disease  1072
of hemoglobin  359 – 361
of the immune system  1867– 1869
muscular dystrophy  1112, 1113

Hernandulcin  1800, 1800s
Herpesviruses  247
Hertz  1274
Hesperidin  1215, 1215s
Heterochromatin  1535, 1625, 1895
Heterocysts  10, 1366
Heteroduplex DNA  256, 1489, 1568

electron micrograph  1489
Heterolactic fermentation  972
Heterologous bonding interaction  333, 334
Heterologous interactions  342
Heterologous square  352s
Heteroplasmy  1024
Heteropolysaccharide(s)

of animal body 175 – 177
definition of  169
of plants 177– 179

Heterotropic interactions  476
Hexagonal phase

of alkanes  394

of lipid bilayer  394, 395
Hexaphosphate (phytic acid)  1132
Hexokinase  467, 518, 654, 656

in regulation  535
β-Hexosaminidase A and B  1171
Hexose  162
Hexose monophosphate shunt. See Pentose

phosphate pathway
Hexulose 6-phosphate  986s
High density lipoproteins (HDL)  1181, 1248

composition of, table  1183
High mobility group (HMG) proteins  1535
High performance liquid chromatography

(HPLC)  103
High potential iron proteins (HIPIP)  857
Hill, A. V.  960
Hill plot  331, 332
Hippocampus  1767, 1799, 1800
Hippuric acid  513s, 1141, 1399, 1399s
Hirudin  634
Histamine  745, 1450, 1794
Histidine (His, H)  53s

binding constants to metal ions  311
catabolism of  810, 1449
diethylpyrocarbonate, reaction with

127
metabolism of 1443 – 1450
pKa value of  487
synthesis regulation  1449
titration curve  97

Histidine ammonia-lyase  755
Histidine-binding protein  419s
Histidine decarboxylase

active site  755
mechanism  754
proenzyme  754

Histidine operon  1449
Histidinohydroxymerodesmosine  434, 434s
Histone(s)  204, 1531– 1535

acetyltransferases (HATs)  1626
classes of  1531
complex with DNA  221
deacetylases  1626
H1  1533
H2A, ubiquitination of  525
linker  1533
micromodification  1531

Histone deacetylase  1542
Histone fold  1531
HIV (human immunodeficiency virus)  248,

1651, 1868
genetic map  1652
replication cycle, figure  1656
reverse transcriptase, ribbon drawing

1546
HIV-1 protease  624s

 catalytic mechanism  625
HMG proteins  1893

as transcription factors  1634, 1635
Hofmeister series  311
Holley, Robert W.  84
Holliday junction  229s, 1506, 1572

branch migration in  229
in DNA 228 – 230
immobile  230
processing  1567

Holliday recombination intermediate  1565
Holothurin A  1265s, 1266
Homeodomain  1636, 1900

proteins  1636
Homeostasis  1880, 1882
Homeostatic mechanisms for metal ions  307
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Homeotic genes  1636, 1900
Homoaconitase  688
Homocitrate  700s, 1361
Homocysteic acid  1793
L-Homocysteine  746, 746s, 778s, 1798

metabolism of 1388 – 1391
Homocysteine lactone  1696s
Homogenization  98
Homogentisate  1428, 1429s, 1430, 1431s
Homolactic fermentation  966, 980
Homology, definition of  59
Homopolysaccharide(s)  175

definition of  169
L-Homoserine  1384s
Homoserine kinase  1383
Homotropic interactions  476
Homovanillate  1790s, 1810
Hoogsteen base pair  207

reversed  208
Hookworms  24
Hopanoid  1244

lipids  1366
Hopene  1245s
Hopene synthase  1244
Hopkins, Frederick G.  83
Hormonal chemoprevention of cancer  1263
Hormone(s). See also Specific hormones  1517,

1741– 1762
biosynthetic pathways  1447
brain  1749
of crustaceans  1760
feedback loops  1742
gastrointestinal  1749

table  1751
hypothalamus 1746 – 1748

table  1747
of insects  1760
invertebrate, table  1759
mammalian non-peptide 1756 – 1758
mammalian peptide 1750 – 1753
microbial, table  1759
non-peptide of vertebrates, table  1746
non-vertebrate  1758 – 1760
pancreatic  1748, 1749

table  1751
peptide of vertebrates, table  1744
of pituitary gland 1743 – 1748, 1795
plant  1760 – 1762
protein of vertebrates, table  1744
receptor proteins  1741
receptors for  479, 536, 553 – 563
receptors, nuclear  1635
regulation of enzymes  553 – 563
release-inhibiting factors  1746
releasing  1746
second messengers  1743
secretion  1762

constitutive pathway  1762
regulated pathway  1762

sequences, table  1751
signaling cascades  1743
steroid  1252 – 1265
structures  1447
vertebrate  1743 – 1758

tables  1744, 1746
Hormone-sensitive lipase  635, 1185

effect of insulin  571
Horseradish peroxidase  852, 856
Horseshoe crabs  24
Housing silk  67
HPLC. See High performance liquid

chromatography

HSQC  144
Huber, Robert  84
Human artificial chromosomes  1562
Human body, elements in  31
Human dwarfism  1755
Human genome  12, 201
Human glucose transporters  416

figure  416
Human immunodeficiency virus. See HIV
Humic acid  1443
Hunter syndrome (MPS II)  1169, 1171
Huntingtin  1812
Huntington disease (HD) 1516, 1789, 1812
Hurler syndrome (MPS I)  1169, 1171
Hutchinson–Gilford progeria  1907
Huxley, H. E.  1096
Hyaluronan  170, 175 – 177, 176s, 1130, 1884

hydrogen-bonding  176
properties of  175
repeating disaccharide units of  176

Hyaluronan synthases  1152
Hyaluronate lyase  686
Hyaluronic acid  15, 182. See also Hyaluronan
Hyaluronidase. See Hyaluronate lyase
Hybrid duplexes  256
Hybridomas  1841
Hycanthone  223s, 1584
Hydra  23, 24

development of  1892
interstitial stem cells  1892

Hydration
of alkenes, mechanism  683
effects on biochemical equilibria  50
of ions  50, 311
of nucleic acid bases  213
of polar molecules  50

Hydration layer  51
Hydrazine  738s, 1052, 1364
Hydride ion

shift of  527
transfer of  765

Hydride-transfer mechanism  789
Hydrocarbon(s)  380 – 382

chains, synthesis  990
formation of  1196
insect  1196
oxidation of saturated  942

Hydrogen (H2), See also Hydrogenase
formation by bacteria  300
photosynthetic formation of  1324

Hydrogen atoms, direct transfer of  768
Hydrogen bond(s)  47– 49, 69. See also

Hydrogen bonding
chains in proteins  56, 64
in collagen  72
competition for  82
in hyaluronan  176
in ion pairs  75
lengths of  48, 493, 494
low-barrier  494
in polypeptides  56, 61
in proteins  75
strengths of  49, 494
strong, in papain  619

Hydrogen-bonded network
in carbonic anhydrase  678
in proteins  75, 1838

Hydrogen bonding  491– 494. See also
Hydrogen bond

chemical shift, effect on  139
Hydrogen dehydrogenase  1051
Hydrogen-oxidizing bacteria  1051

Hydrogen peroxide
tissue damage  1074
toxicity of  1072

Hydrogen transfer reactions, table  766
Hydrogenase(s) 861, 878, 879, 879s, 969

iron-only  878
in methane bacteria  1057
Ni containing  879

Hydrogenosomes  15, 970
Hydrolases  589

definition of  498
Hydrolysis  593, 608

of biopolymers  116 – 118
of carbohydrates  189, 599 – 609
of lipids  507, 634 – 637
Gibbs energies of, table  294
of nucleic acids 249 – 257, 647– 653
of proteins  116 – 118, 609 – 631

Hydropathy index  78, 79
Hydroperoxide  1060
Hydroperoxide anion  1059
Hydroperoxy-eicosanoic acid (HPETE)

biosynthesis of, by 5-lipoxygenase
pathway  1209

Hydrophobic effect  50
Hydrophobic interaction  50, 51
Hydrophobic interaction chromatography

103
Hydrophobicity  51
Hydroquinone(s)  815 – 822, 1438
Hydroxamate  838
Hydroxide ion, binding constants to metal

ions  311
Hydroxocobalamin  869
2-Hydroxy acid, formation in plants  942
D-Hydroxy acids, accumulation in green

leaves  942
β-Hydroxyacyl-CoA  940
β-Hydroxyacyl-CoA dehydrogenase  940
Hydroxyanthranilate  1445s
erythro-β-Hydroxyaspartate

reaction with aminotransferase  750
para-Hydroxybenzoate  1059, 1422s, 1424
4-Hydroxybenzoate hydroxylase  1059
D-3-Hydroxybutyrate  946s
γ-Hydroxybutyrate  1798
β-Hydroxybutyrate-acetoacetate couple  981
4-Hydroxycinnamate  1439s
β-Hydroxydecanoyl thioester dehydratase

1191
Hydroxydopamine  1790s, 1798, 1811
Hydroxy-eicosanoic acids (HETEs)

biosynthesis of by 5-lipoxygenase
pathway  1209

Hydroxyguanidine  1379
Hydroxyheme  1404s
α-Hydroxyisovalerate  1395s
3-Hydroxykynurenine  1333, 1445s, 1798
Hydroxylamine  251

oxidation of  1052
reactivity of  590

Hydroxylapatite  103, 441s
Hydroxylases  1057– 1072. See also

Monooxygenases
copper-containing  1064

Hydroxylation  942, 1057– 1072
with cytochrome P450  1065

Hydroxylation-induced migration  1062
Hydroxyl radicals  856

reaction  1073
toxicity of  1072

Hydroxylysine  432s

 Index DEC page Vol 2 2/14/03, 3:12 PM1942



1943Volume 2 Index

5-Hydroxymethylcytosine  234, 810
Hydroxymethylfurfural  167s
3-Hydroxy-3-methylglutaryl-CoA (HMG-

CoA)  699, 701s, 946, 992
 lyase  699
reductase  776
synthesis of  699

5-Hydroxymethyluracil  234
3-D-Hydroxymyristic acid  429
4-Hydroxynonenal  682, 1204, 1204s
2-Hydroxy-3-oxoadipate  1399, 1399s
2-Hydroxy-6-oxohepta-2,4-dienoate  1437s
Hydroxyphenylpyruvate  1422s, 1428, 1429s,

1431s
Hydroxyprogesterone  1256s
Hydroxyproline  52s, 72
4-Hydroxy-L-proline  432s
β-Hydroxypropionate  947
2(α)-Hydroxypyridine  491s

as catalyst  490, 491
tautomerism  45

Hydroxypyridine crosslink in collagen  434
Hydroxypyrrolidone  1382
Hydroxypyruvate  986, 1397

reduction to PEP  986
D-10-Hydroxystearate from hydration of oleic

acid  688
Hygromycin B  1691
Hyperfine structure of EPR signal  398
Hyperglycinemia  949
Hypericin  1336, 1336s
Hypermodified base  1688
Hypermutation, somatic  1861, 1862
Hyperoxaluria, type one  1398
Hyperpolarizability  70
Hyperpolarization  1787, 1788
Hyperprolinemia  1374
Hypersensitive sites  1533
Hyperthyroidism  1432
Hyperuricemia (gout) 1459
Hyphae  20
Hypochromic effect  209, 255, 1285
Hypocretins  1808
Hypoglycemia  949
Hypoglycin A  1394, 1394s
Hypophysis  1765
Hypotaurine  1408
Hypothalamus  1742, 1765, 1767
Hypoxanthine (Hyp) 1458s

tautomerization of  203
Hypoxanthine-guanine

phosphoribosyltransferase (HGPRT)  1457
Hypusine  1382, 1386, 1386s 1702

I
I-bands (muscle)  1096
Ibuprofen  1211s
ICAM-1, diagram  408
Ice

hydrogen bonds in  49
melting of  284
reaction rates in  492
structure of  49

Ice-nucleation proteins  191
I-cell disease (mucolipidosis II)  1170
Ichthyoses  439
Icosadeltahedra  346
Icosahedral viruses  345
Icosahedron  344

Identity-determinant set  1694
Idiopathic pentosuria  1135
Idiotopes  1858
Idiotype set  1858
Idose (Ido)  163s
Idoxuridine  1655s
Iduronate, iduronic acid  176

conformation  166
Iduronate 2-sulfate sulfatase  1171
α-L-Iduronidase  1171
IgA molecule. See Immunoglobulins, IgG
IgG molecule. See Immunoglobulin, IgG
IgM molecule. See Immunoglobulin, IgG
Image reconstruction  130
Imidazole

binding constants to metal ions  311
pKa value of  99, 487

Imidazole acetic acid  1450
Imidazole group(s) 46s, 53

hydrogen bonding  48
numbering of ring atoms  46
as a polarizable base  590
in proteins  312
protonation of  46
tautomerism of  46

Imidazoleglycerol phosphate  1449s
Imidazolinone  1393

herbicide  1392s
Imidazolium cation  46, 46s
Imidazolone propionate  1450s
Imine(s), 679. See also Schiff bases

in enzymes  699, 740 – 746, 750
Imipenem  1164s
Imipramine  1809s, 1809
Immune response  1850 – 1859

acute phase  1440
coreceptors  1850

Immune system 1831– 1869
adaptive (acquired)  1831, 1832
cancers of  1868
cells of, table  1834
cellular  1831
diagram  1832
disorders of  1862 – 1869
effectors  1834
evading  1866, 1867
humoral  1831
innate  1831, 1832
internal mucous membranes  1831
location of 1831– 1835
organization of  1831– 1835

table  1833
proteins of  1840 – 1850
self-tolerance  1858, 1859
in skin  1831
triggering of  1834, 1835

Immunoassays  1848
Immunodeficiencies  1867, 1868
Immunoelectron microscopy  1680
Immunoglobulin(s)  58, 74, 1834, 1835 – 1840

antibody binding responses  1839, 1840
antigenicity  1839
complementarity-determining regions

(CDRs)  1838
domain  65, 367
Fab fragments  1836
Fc fragments  1836
Fc receptor  1839
gene organization  1860
gene processing  1861
genes  1539, 1859, 1860
heavy chain gene structure  1861

heavy chains  1836
hypervariable regions  1838
IgA molecule  1836, 1838
IgE molecules  1863
IgG molecule  1836

ribbon diagrams  1837
IgG1fragment, structure  1838, 1840
IgM molecule  1836

cryo AFM micrograph of  1836
structure  1836, 1837

isotype switching  1862
light chains  1836
structures  1835 – 1839

three-dimensional  1838
superfamily  187
synthesis of  1840
variable regions  1836

Immunoglobulin genes  1859, 1860
D (diversity) genes  1860
J (joining) genes  1860
V genes  1860

Immunologic memory  1833
Immunological networks  1858

scheme  1858
Immunological synapse  1835
Immunosuppressant  488, 805, 1865
Immunotoxins  1686
Imprinting  1542, 1880
Incoherent light  1275
Indigo  1421
Indigotins  1448
Indolamine 2,3-dioxygenase  1443
Indole  1426s, 1445s

resonance energy  299
Indole-3-acetate  734
Indole-3-acetic acid  1446s, 1761. See also

Auxins
Indole-3-acetonitrile  1446s
Indole alkaloids

biosynthetic pathways  1447
structures  1447

Indole-3-glycerol phosphate  1426s, 1446s
Indole-5,6-quinone  1433s, 1434
Indoleglycerol phosphate  1427
Indoxyl  1444, 1445s

sulfate esters of  1448
Induced fit  481

model  351
theory  349

Inducer(s)  539
of gene expression  539

Inducible enzyme  538
Induction of enzyme synthesis  538, 539
Inflammation  384, 1211
Influenza viruses  1866

replication of  1650
Infrared linear dichroism  1277
Infrared microspectrophotometry  1298
Infrared (IR) spectra

of amides  1278
of cytosine  1293
of 1-methyluracil  1278

Inhibins  1747
Inhibition

classical noncompetitive  474
of enzymes  471– 478
of enzyme synthesis  536
noncompetitive  473 – 475
uncompetitive  475

Inhibition constant  472
Inhibitors

competitive  471
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enzyme-activated  478, 864
of respiration, table  1021
in study of enzyme mechanisms  475
transition state  484

Initiation codon(s)  236, 1476, 1672, 1698
Initiation factors  1673
Initiation proteins  1551
Initiator proteins  1552, 1553
Inorganic compounds in respiration  1051–

1054
Inorganic deposits by cells  15
Inorganic fermentations  1057
Inorganic oxidant

substitution for oxygen  1051
Inorganic reactions

as energy source  1050 – 1057
Inosine (Ino)  203, 1458s
Inosine 5'-phosphate (IMP)  1454

conversion to adenine, scheme  1456
Inosinic acid  203
Inositol  1131, 1132
myo-Inositol  387s, 1131, 1132

conversion to streptidine  1139
myo-Inositol-1-phosphate  1132s
Inositol 1,4,5-trisphosphate (InsP3) 542, 563

receptors  564
Inositol 1,3,4,5-tetrakisphosphate (InsP4)  564
Inositol 1,3,4,5,6-pentakisphosphate (InsP5)

564
Inositol hexakisphosphate (InsP6)  564
Inositol polyphosphates

scheme  565
in signaling  563 – 566, 1743

Insecta  24
Insecticides 636, 1788
Insecticyanin  1186s, 1305
Insertion mechanism

in carbohydrate chain growth  1152
Instantaneous velocity  456
Instincts  1767
Insulator elements in DNA  1881
Insulin  346s, 544, 567– 571, 997– 999, 1742

effects on acetyl-CoA carboxylase  568
effects on ATP citrate-lyase  568
effects on enzymes, table  998
effects on GLUT4  568
effects on ribosomal subunit S6  568
glucose uptake  570
half-life  571
hexameric, 347s
human  1004
metabolic effects of  568
phosphorylation  571
response element  578
second messenger  569 – 571

Insulinlike growth factors (IGF)  1748, 1753
Insulin-like signaling system (IGF)  1907
Insulin receptor  568, 569

autophosphorylation 569
down-regulation  571
mutant forms  569
protein kinase of  544
structure (schematic)  569
substrates  559
substrate-1 (IRS-1)  570
tyrosine kinase domain  569, 570s

Integral proteins of membrane  391, 401, 402,
1723, 1724

Integrases  1570, 1651
Integrase (Int) protein  1572
Integrase XerC/XerD

action of, figure  1571

Integrated rate equations  457– 461
Integrin(s)  187, 405, 406, 1883
Inteins  1716, 1717
Intelligence  1804, 1805
Interaction constant  352
Intercalation in DNA  222, 223
Interferon  1847– 1849

binding responses, diagram  1847
Interferon-α  1756
Interferon-β  1902
Interferon-γ  1849
Interleukin(s)  1755, 1756, 1847, 1849
Interleukin-1  1847
Interleukin-2 (T-cell growth factor)  1756
Interleukin-4  1849
Interleukin-1β-converting enzyme  619
Intermediate density lipoproteins (IDL)

1181, 1186
composition of, table  1183

Intermembrane space
of mitochondria  1014

Internal conversion  1291
Internal energy  282
Internal equilibrium constants  640
Internal image set  1858
Internal ribosome entry sites  1702
Internal signal sequences  1724
International system of units  2
International unit of enzyme activity  457
Interneurons  1766
Interphotoreceptor retinoid-binding protein

1332
Intersystem crossing  1289, 1290
Intervening sequences. See Intron
Intosome  1570, 1573, 1574, 1581, 1582, 1583
Intradiol aromatic dioxygenases

intermediates, scheme  1058
Intragenic complementation  1480
Intrinsic barrier  493, 691
Intrinsic factor in vitamin B12 uptake  869

pernicious anemia  869
Introns  202, 1540

group I  1643, 1645s
Inulin  170, 175

biosynthesis of  1130
Inversion of configuration

as criterion of mechanism  590, 591
by glycosyltransferases  593 – 607

Invertase (sucrase)  1140
Invertebrate vision  1332
Involucrin  439, 1202
Iodacetamide  115
Iodide-starch complex  174s
Iodide transporter  1432
Iodine  1430
Iodoacetate  115
Iodothyronine deiodinase  824, 1430
Ion(s)

hydration of  50
transport of 420 – 425

electrogenic  421
Ion channels  412 – 414, 420 – 425, 1769 – 1773
Ion exchange chromatography  103, 104
Ion exchange resins  104
Ion pairs  55

hydrogen bonded  75
in proteins  75

Ion pumps  422 – 425
Ionic atmosphere of membranes  400
Ionic radius

effect on metal binding  311
for ions, table  310

Ionic strength  288, 297
Ionophores  414
Ipsenol  1232, 1233s
Iridial  1233s
Iron  837– 866

binding of O2  850
in hemoglobin  850
proximal histidine in heme  851
storage of  841– 843
uptake by cells  837– 841

non-transferrin pathway  840, 841
transferrin pathway  840, 841

Iron protein
in nitrogenase  1361

Iron regulatory factors  688, 862
Iron-sulfur cluster(s)  514, 857, 857s, 1056

3Fe-4S  859
4Fe-4S  857
in flavoproteins  861
membrane proton pumps  860
Mossbauer X-ray absorption spectra

860
oxidation states  857
properties of  859, 860
radical generator  862
reduction of  859
reduction and oxidation  859 – 862,

1026 – 1030
single-electron transfer  861

Iron–sulfur proteins  513, 514, 686 – 689,
857– 862

adenosine 5'-phosphosulfate reductase
1056

electron paramagnetic resonance
spectrum  860

functions of  686 – 689, 860 – 862,
1019 – 1023, 1026 – 1030

Iron superoxide dismutase  866s
Iron-tyrosinate proteins  1058
Isethionic acid  1408
Isoacceptor tRNA  1694
L-Isoaspartyl/D-aspartyl methyltransferase

594
Isoaspartyl group  84
Isobutyraldehyde, tautomerism  45
Isobutyryl-CoA mutase  872
Isochorismate  1425, 1426s, 1429s
Isocitrate   516s, 686s, 704s, 952

cleavage to glyoxylate  988
oxidation to 2-oxoglutarate  705

Isocitrate dehydrogenase
phosphorylation of  545
stereochemistry  768

Isocitrate lyase  704, 988
Isocoumarins  623
Isodesmosine  436, 436s
Isoelectric focusing  108, 111
Isoelectric point  101, 106

of proteins  83
Isoenzymes (isozymes)  536, 538
Isoeugenol (cloves)  1439s
Isoionic point 106
Isolation of compounds  98 – 108
Isoleucine (Ile, I)  52s, 539, 1383, 1391

biosynthesis  540
scheme  1392

branched fatty acids from  381
catabolism of, scheme  1396
configuration  43

Isologous interactions  337– 353
in oligomers  349 – 353
square  352s
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Isomaltose  1141
Iso-mechanisms  466
Isomer(s) 41– 43
Isomerases  498, 530, 692 – 697

aldose-ketose interconversions  692
cis-trans, glutathione-dependent  690
hydride shift mechanism  695
3-oxosteroid  696, 697
peptidyl prolyl cis-trans  488, 1721
ring opening by  693
triose phosphate  693 – 697
xylose  695

Isomerization reactions
526, 527, 530, 690, 712

of isopentenyl diphosphate  712
stereochemistry  874
vitamin B12-dependent  873

table  871
Isomorphous replacement method  133
Isoniazid  1194s
Isonicotinic acyl-NADH  1194s
Isonicotinyl hydrazide  738
Isopenicillin N  1064s
Isopenicillin N synthase  1064
Isopentenyl diphosphate (prenyl pyrophos-

phate)  527, 689, 690s, 712s, 1227, 1229s,
1230

Isopentenyladenosine  234s
Isopeptidases  525
Isopeptide linkage

in proteins  80
to ubiquitin  524

Isopotential groups, in mitochondria  1036
Isoprene formation, isomerization  1230
Isoprenoid alcohol phosphokinase  409
Isoprenoid compounds  389, 390, 1227–

1266. See also Polyprenyl compounds
biosynthesis  689, 690, 700, 1227– 1240,

1244 – 1248, 1251– 1260
glyceraldehyde:pyruvate pathway

1229, 1230
Isoprenoid lipids  389, 390
Isoprenoid quinones  818 – 823

structures of  819
Isoprenylation. See Prenylation
Isopropylmalate  700s, 1393
Isopropylmalate isomerase  689
Isopropyl-β-D-thiogalactoside (IPTG)  1604
Isoprostanes  1212
Isoproterenol  553, 553s
Isoquinoline ring  1443
Isorhodopsin  1330
Isoschizomers  1491
Isospartyl residues in proteins  594
Isotachophoresis  108
Isotope(s)

properties of  110, 111
radioactive  110
stable  110

Isotope-edited FTIR  1278
Isotope effect(s)

for alcohol dehydrogenases  771
in displacement reactions

kinetic  111, 486, 592, 593
Isotope exchange at equilibrium  467, 468
Isotopic labels (tracers)  110, 679
Isotopic tracers

tricarboxylic acid cycle  954, 956
Isotopomer(s)  111
Isotopomer analysis  111

of metabolism 954 – 956, 1000, 1001

tubulin complex  1110
Kinetic(s)

high enzyme concentrations  461
of enzyme action 455 – 497
of rapid reactions  468, 469
of reaction centers  1312

Kinetic constants  455
Kinetic energy of molecules  1276
Kinetic equations for complex mechanisms

466, 467
Kinetic isotope effect (KIE)  76, 111, 486, 592,

593, 600, 789
Kinetic parameters  459
Kinetic theory of gases  462, 463
Kinetisome  15
Kinetochores  1502, 1503
Kinetoplast  1541
Kininogens  1752
Kinins  1752
Kirromycin  1703
Klenow fragment  1491

ribbon drawing  1546
Klug, Aaron  84
Knobs-into-holes bonding  71, 334

in coiled coil  71
Knockout mice  1501, 1805
Knots

in peptide chains  74
in DNA  219

Kojibiose  431
Kornberg, Arthur  84
Koshland

induced fit theory  349
model  352

Krebs, Hans A.  83, 980, 1376
Krebs Cycle  951. See also Citric acid cycle
Kringles  367, 368s
K systems  475
Kuru  248, 1718
Kynurenic acid  1444, 1445s
Kynurenine  747s, 1444, 1445s

conversion to alanine  746

L
Laccase  887
lac control region  1606, 1607

nucleotide sequence, figure  1605
Lac operator  1606
Lac operon  1603 – 1607

inducer  1604
schematic representation  1604

Lac repressor  240
structure  1606

Lachrimatory factor  1408
Lactacystin  620, 620s
α-Lactalbumin  1141
β-Lactamases  1165
Lactarazulene  1235s
Lactate  506s

binding constants to metal ions  311
conversion to glycogen  989
as fermentation product  966
fermentation by propionic acid

bacteria  970
formation from glucose  966

Lactate dehydrogenase  342, 467, 768, 771
active site of  769
inhibition by pyruvate  780
isoenzymes of  538

Isovaleric acidemia  1394
Ivermectin  1788s, 1789

J
Jacob, Francois  84, 1475, 1603
Jamaican vomiting sickness  1394
Janus kinases (JAKs)  1847
Jasmonate  1149
Jasmonic acid  1212, 1212s, 1762
Jaundice  1297, 1404
Joule  282

definition of  2, 283
Jun, cJun, jun  70, 241, 572, 576, 577, 579,

1632, 1633
Juvebione  1234, 1235s
Juvenile hormone  1235s, 1760

of insects  1234

K
K absorption edge  1288
Kainate  1786, 1786s
Kallikrein  1752
Kanamycins  1139, 1690
Kar3  1107
Karplus equation  139
Karyotype  1472, 1512
Kasugamycins  1691
Katal  457
K+ channel  413s
KDEL receptor  521, 554
KDO (ketodeoxyoctonate) 180s, 1137
Kelps  22
Kendrew, John C.  84
Keratan sulfate 175 – 177, 176s

disulfide bridges  115
N-linked  185
terminal units  181

Keratin  70, 369
Keratinocytes  439, 1902
Keratoglycan  1154
Keshan disease  822
Kethoxal  253
Ketimine  121, 744s. See also Schiff base

from pyridoxal phosphate  742
as electron acceptor  746, 747

α-Ketoacid. See α-Oxoacid
Ketoamine  434s
Ketodeoxyoctonate. See KDO
Ketogenic amino acids  1397
Ketone

acidity of  46
bodies 945 – 947

Ketosis  946, 949, 1003
Kettin  1099
Khorana, H. Gobind  84
Kidney cells, alkaline phosphatase in  645
Kidney tubules  28
Kilocalorie  282
Kinases  638, 654 – 657

cyclin-dependent  580, 1502
metal ions in  654

Kinesin(s) 370, 1107– 1111
ATPase cycles of  1108, 1109
heads, motion of  1109
human, ribbon drawing  1107
transport by 1119 – 1121
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Lactate monooxygenase  799, 1059
Lactic acid  508, 510

pKa value of  293
Lactic acidemia  1002, 1394
Lactobacillic acid  381s
Lactoferrin  840, 840s
Lactogen, placental  1745
β-Lactoglobulin  1241
Lactoperoxidase  853, 856
Lactose (Lac)  167

α-lactose  168s
β-lactose  168
biosynthesis of  1130, 1141
sweetness of  168

Lactose (Lac) permease  417, 1475
Lactose synthase  1141
Lactosyl ceramide sulfate  389s
Lactosyl ceramidosis  1171
Lactyl-CoA  948
O-Lactyl-GlcNAc. See Muramic acid
Lactylthiamin  733s
Lag phase of growth curve  470
Lambda repressor  1622, 1623
Lambda transducing phage  1486
Lamellar (smectic) phase  392
Laminin  71, 409, 437, 1112
Lamins  369, 1536
Lampbrush chromosomes  1534

photomicrograph  1535
Landsteiner, blood groups  184
Langerhans cells  1834
Langmuir – Adam film balance  394
Langmuir – Blodgett layers  392, 394
Langmuir trough  394
Lanosterol  1244, 1245s, 1246s

conversion to cholesterol  1245, 1246
demethylation, scheme  1246

Lanosterol 14α-demethylase  1245
Lantibiotics  1722
Large calorie, numerical value of  283
Lariat structure  1644
Lariet intron  1647
Lateral phase separation  395
Lathyrism  438
α-Latrotoxin  1776
Lavoisier  281
LDL receptors  1185, 1250
Leader peptidase  620, 1722
Leadzyme  649
Learning

chemistry of  1801– 1814
molecular coding  1804

Leaving group
definition of  589
effect on reaction rates  590

Lebers hereditary optical neuropathy  1024
Lecithin. See Phosphatidylcholine
Lecithin:cholesterol acyltransferase  1247
Lecithin:retinol acyltransferase  1332
Lectin(s) 64s, 186 – 188, 1154, 1159

domains in proteins  186
Lederberg, Joshua  83
Leghemoglobin  362, 1360
Legionnaire’s disease  7
Legume(s)  1360

nodules  1365
Leloir, L. F.  1129
Lens, proteins of  1333
Lentivirus  1498, 1655, 1656
Leprosy  7
Leptin  1005, 1750
Lesch – Nyhan syndrome  1457, 1459, 1518

Leucine (Leu, L)  52s, 1391
biosynthesis of  527, 712

scheme  1392
branched fatty acids from  381
catabolism of, scheme  1396

L-Leucine 2,3-aminomutase  875
Leucine aminopeptidase  627
Leucine zipper  69, 71, 241, 576, 1633
Leucodopachrome  1433s, 1434
Leucopine  1498
Leucopterin  803, 804s
Leucovorin  810
Leu-enkephalin  1752
Leukemias  573
Leukocyte(s)  26, 1833, 1834. See also B Cells,

T Cells
adhesion  188
differentiation antigens  1850
lymphocytes  1833, 1834

Leukocyte locus A (HLA)  1852
Leukosulfakinin  1749
Leukotriene(s)  1209s, 1757, 1863

biosynthesis of by 5-lipoxygenase
pathway  1209

Leukotriene B  1122
Leupeptin  615, 622, 622s
Lewis acid, Zn2+  680
Lewis blood group  184, 185
Lewis x antigen  185, 188
Lewy bodies  1812
Lichens  23
Life, origin  9
Ligase  498, 1491
Light 1273 – 1346

absorption of  122, 123, 205, 1275 –
1288. See also Absorption spectra

absorption, near infrared  1276
circularly polarized  1275
coherent  1275
electronic spectra  1280 – 1286
frequency of  1274
incoherent  1275
plane polarized  1275, 1283
properties of  1273 – 1275
quantitative measurement  1275, 1276
quantum, energy of  1274

Light compensation point  1321
Light energy, exciton transfer  1308
Light-harvesting complexes  1305 – 1310

chlorosome model  1308
LH1, LH2 structures  1307
LHCII structure  1309

Light-induced transformation  1329, 1330
Light meromyosin (LMM)  1101
Lignans  1441
Lignins 1150, 1434, 1440 – 1442, 1441s
Lignols  1440
Lily, genome  12
Limonene  1233s
Linalyl diphosphate  1234s
Lineweaver-Burk plot  460
Link protein (in proteoglycan)  181
Linkage between genes  18, 1477, 1486, 1504
Linkage map

bacteriophage T4  1481
E. coli  1486

Linoleic acid  381, 1190s, 1193
Linolenic acid  1190s, 1193, 1212s
Linolenoyl-CoA  1188s
Lipase(s) 634 – 637

hormone-sensitive  635, 1185
lipoprotein  635

Lipid(s) 379 – 436, 1181– 1217
bilayer  391s, 394

melting temperature 395
building blocks of 380 – 389
caloric value  283
content in tissues  31
ether-linked  1201, 1202
as hormones  1757
in membranes  392

physical properties of  394
metabolism, 1181– 1217
movement between cells  1184 – 1186
neutral  382
peroxidation of  1204 – 1206
in signaling  1202
of skin  1195, 1196
surface  1195, 1196

Lipid A  429, 430s, 1161, 1198
synthesis route  1163

Lipid-storage diseases  1251
Lipmann, Fritz A.  83, 720
Lipoamide dehydrogenase

reaction mechanism, scheme  792
Lipoarabinomannans  431
Lipocalins  1184 – 1186, 1799
Lipo-chitooligosaccharides  1365
Lipocortins  316, 571. See also Annexins
Lipogenesis  1003
Lipoic acid 795 – 802, 1393

absorption maximum  795
arsenite, reaction with  596
chemical reactions  795
functions of  796 – 798
proteins, attachment to 795s
reduction of  785
ring strain in  795

Lipooligosaccharides  1761
signaling by  1149

Lipophorins  1182, 1186
Lipopolysaccharide  429, 1162s

O-antigen of  180
structures of  430
synthesis route  1163

Lipoprotein(s)  58
bacterial  428
composition of  1181, 1182

table  1183
plasma  1181– 1184

classes of, table  1183
Lipoprotein(a) (Lpa)  1182
Lipoprotein lipase  1184
Lipopyrophospho-glucose  1148
Liposomes  392 – 394, 1498

NMR spectra  396
Lipotropin(s)  1743 – 1745
Lipovitellins  1182
Lipoxins  1209s, 1210, 1757

biosynthesis of by 5-lipoxygenase
pathway  1209, 1210

Lipoxygenase(s)  1059, 1208 – 1210
plant  1212

5-Lipoxygenase pathway  1863
Liquid crystals  392 – 394
Liquid crystalline phases  392
Listeria monocytogenes, motility  1120
Lithium salts, in treatment of manic-

depressive illness  564
Lithostatine  443
Liver, pentose phosphate pathway in  964
Liverworts  29
Lobry de Bruyn–Alberda van Ekenstein

transformation  693
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Lock and key theory  478
Log normal distribution curve

fitted to absorption bands  1282
parameters of  1282

Log phase of growth  470
Lon protease  628
Loricin  439
Lou Gehrig’s disease  884
Lovastatin  1217
Low barrier hydrogen bond  614
Low density lipoprotein (LDL)  1181, 1248

composition of, table  1183
receptors for  1186

Lowry method  102
LSD (lysergic acid diethylamide)  1798
Luciferase  795, 1341
Lucifer dyes  1294
Luciferins  1341

structures of, figure  1343
Luciferyl adenylate  1341, 1343s

anion, 1346s
Luciferyl sulfate  1343s
Luft disease  1024
Lumazine protein  1345
Lumican  1154
Lumichrome  783, 1762
Luminescence resonance energy transfer

(LRET)  1111, 1292
Lumirhodopsin  1329
Lungfish, genome  12
Lupinine  1386
Lupus erythematosus  1641
Luteinizing hormone (LH)  1260
Luteinizing hormone releasing factor (LRF)

54s
Lutropin (LH)  1745

receptor  554
Lyases  530

definition of  498
Lycopene  1237, 1239s

absorption of light  1283
absorption spectrum of  1284

Lymph node(s)
drawing  1832
germinal centers  1834

Lymphocytes  25, 26, 1831
B cells  1831, 1833
cytolytic T cells  1833
development of 1833 – 1834
helper T cells  1833, 1840
immunoregulatory T cells  1833
memory cells  1840
receptors, drawing  1858
suppressor T cells  1833
T cells  1831, 1833
T cells, functions 1851– 1852
T cells, micrograph  1851
T-cells receptors  1835, 1856, 1857, 1860
T-cells response  1834, 1835

Lymphoid cells  1901
Lymphoid tissues  1833
Lymphokines  1122, 1755, 1847
Lymphomas  573
Lymphotoxin (TNF-β)  1849
Lynen, Feodor  84, 725
Lyotropic series (Hofmeister series)  311
Lysergic acid  1447s
Lysine (Lys, K)  700, 745, 1383, 1680

biosynthesis  53s , 540, 1373, 1385
catabolism of  1386 – 1388
formation  1383
pKa value of  487

D-Lysine 5,6-aminomutase  874
L-Lysine-2,3-aminomutase  1388
Lysine-bradykinin  1752
Lysine monooxygenase  1059
D-α-Lysine mutase  871, 874
L-β-Lysine mutase  871, 874
Lysine tyrosylquinone (LTQ)  817, 817s
Lysogenic cycle

of lambda phage  1496
Lysogenic state  1483
Lysophosphatidic acid (LPA)  1196
Lysophosphatidylcholine  384
Lysosomal deficiency diseases  1145

enzyme deficiency diseases  1172
Lysosomal enzymes  1159
Lysosomal storage diseases  1169 – 1172

table  1171
Lysosome  10, 13, 98
Lysozyme(s)  599 – 602, 599s, 603

active site structure  600
catalytic side chain groups  599
HSQC NMR spectrum  146
kinetic isotope effect  600, 601
neighboring group assistance  601, 602
substrate distortion  601
transition state  601
titration curve  98

Lysyl oxidase  434, 886
Lysyl-tRNA synthetase

active site of  1697
Lytic cycle

of lambda phage  1496
α-Lytic protease  610
Lyxose (Lyx)  163s

M
Macrodipole of helix  70
Macroglobulin(s) (IgM)  58, 629

α
2
  630, 1850

Macrolides  1164
Macromolecular structures

self-assembly pathways 362 – 368
Macromolecules. See also Polymers

association of  325
binding by  327
packing of 332 – 348
synthesis and turnover of 517– 527

Macronucleus  1578
Macrophage  26

micrograph  1835
Macrophage migration-inhibition factor

(MIF)  1849
Macroscopic dissociation constants  305 – 307
Macular degeneration  1333, 1902
Mad cow disease  1718 – 1720
Magainins  1843
Magnesium ion(s) 31

in adenylate system  302 – 304
complex in kinase action  655
concentrations in tissues 299
effect on equilibria  296
enzymes dependent upon  299
intracellular concentration  299

Magnesium protoporphyrin chelatase  1402
Magnetic iron oxide  842
Magnetic permeability  1275
Magnetic resonance imaging (MRI)  1806
Magnetic resonance study

of phosphorus atom displacement

639 – 642
Magnetite in organisms  842
Magnetoencephalography (MEG)  1807
Maintenance methyltransferase  1541
Maize, genome  12, 1512
Major groove of DNA  201, 213
Major histocompatibility complex (MHC)

1833, 1835, 1851, 1852 – 1855
class I molecule  1856
class II molecule  1856
genes of  1852, 1853
HMC restriction  1855, 1856
peptide complex, drawing  1857
structure  1854, 1855

Malaria  19
parasite  1866

L-Malate, 516s, 683s, 705s
cleavage to acetyl-CoA  703

Malate-aspartate shuttle  1050
diagram  1051

Malate dehydrogenase  497, 768
Malate synthase  988

in dicarboxylic acid cycle  959
Malathion  636
Male sex hormone  1254
Maleylacetoacetate  1431s
Maleylacetoacetate isomerase  1430
Maleylpyruvate  690s, 1436s
Malic enzyme(s)  705

in animal mitochondria  958
regulatory properties  958

Malignant hyperthermia syndrome  1115
Malolactic enzyme  777
Malonate decarboxylase  723
Malondialdehyde  1205s, 1588, 1906
Malonic semialdehyde pathways  947
Malonyl-CoA  947

biosynthesis of fatty acids  950, 978
Maltase  1146
Maltoporin (LamB)  411
Maltose  167s, 606
β-Maltose from β-amylase action  608
Malvidin  1214
Mammary gland(s)

pentose phosphate pathway in  965
S-Mandelate  1437, 1437s
Mandelate dehydrogenase  784
Mandelate racemase  691

active site  690
Mandibular organ-inhibiting hormone  1760
Man-P-dolichol  1155s
Manganese 887, 888
Manganese ion(s)

effect on equilibria  297
in enolase  685

Manic-depressive illness  1810
Mannan(s)  170, 175

biosynthesis of  1130
Mannich reactions  1443
Mannitol  165, 191
Mannoproteins  1157

of yeast cell walls  185
Mannose (Man)  161s, 163s
Mannose-6-phosphate  185

equilibrium with fructose 6-phosphate
1129

receptors  1159
Mannose-6-phosphate isomerase  693
β-Mannosidase  1171
Mannosidosis  1171, 1172
MAO inhibitor  1792
MAPK  578
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definition of  577
MAPKK, definition of  577
MAP kinase cascade  576 – 578, 1634

figure  579
in insulin signaling  570

Maple syrup urine disease  1394
Marcus theory  771, 848

of proton transfer  493
Marfan’s syndrome  440
Marijuana  1795, 1797
Markovnikov rule  777
Maroteaux-Lamy syndrome (MPS VI)  1171
Mass action ratio  535
Mass spectrometry

in diagnosis  1517
electrospray  114
MALDI  112 – 114
in proteomics  1728
in sequencing  119

Mass spectrum
of Cu/Zn superoxide dismutase  114
of myoglobin, apo  115

Mast cells  427
of tissues  1863

Mastigophora  19
Matrix isolation spectroscopy  1293
Matrix metalloproteases  627
Matrix of mitochondria  14, 1014
Max  1633
Maysin  1215, 1215s
McArdle’s syndrome  1145
McClintock, Barbara  84
Mechanocytes  25
Mechanoreceptors  1801
Medusa form  23
Megakaryocytes  26
Meiosis  18, 1504, 1895, 1896

crossing-over  1504
figure  1505
pachytene stage  1506

MEK  578, 579
Melanin  439, 887, 1432, 1434, 1435

synthesis of, scheme  1433
Melanocortins  1748
Melanocyte(s)  439, 1434, 1435

drawing  439
Melanocyte-stimulating hormone (MSH). See

Melanotropin
Melanophores  439
Melanosomes  439, 1434
Melanotropin  1435, 1743
Melatonin  1445, 1447s, 1792, 1793, 1807
Mellitin  414
Melting curve

for a diacylglycerol  395
for DNA  256

Membrane(s)  5, 390 – 410
active transport  410
anchors. See Anchors, membrane
artificial  392 – 394
basement  10
cation channels  421, 1767– 1773
chemical compositions, table  393
coated  426s
communication  427
concentration gradient  206
Davsen–Danielli model  393
differential scanning calorimetry  394
double, of gram-negative bacteria  5
electrical properties  400
fluid mosaic model  390
fluidity  397

freeze fractured  405
inner side composition  401
ionic atmosphere  400
ionic gradients across  400
lateral diffusion of lipids  399
lateral phase separation  395
lateral proton conduction  401
lipid bilayer structure  390, 393
lipid composition  392
lipids, physical properties of  394
metabolism, enzymes of  409
NMR spectra  396
outer side composition  401
peripheral proteins  407
permeability to neutral molecules  399
pretransition temperature  394
resting potential  400
structure of  390 – 401
transport through  410 – 427
transporters  411– 427

Membrane Bohr effect  1040
Membrane cofactor protein (MCP)  1846
Membrane potential

of mitochondria  1038, 1039
of nerve axons  1039

Membrane proteins  401– 409, 1723, 1724
anchors  402
glycoproteins  404
integral  401
positive-inside rule  401, 1724

Membrane transporters of mitochondria,
table  1050

Memory
chemical changes in synapses  1803
chemistry of 1801– 1814
long-term  1801
long-term depression (LTD)  1803
long-term potentiation (LTP)  1803
short-term  1801
synapses  29, 1777– 1782. See also

Synapses
working  1802

Memory B and T cells  1859
Menadione  818, 1025s
Menaquinones (vitamin K2)  818, 821, 1028,

1056
Mengo virus  247
Menkes’ disease  883
Mental illness  1808 – 1814
Menthol  1233s
Meprobamate  1788s
Mercaptans  624
Mercaptides  550
Mercaptoethanol  98
β-Mercaptoethylamine in coenzyme A  722s
7-Mercaptoheptanoylthreonine phosphate

814s
biosynthesis  1189

3-Mercaptopyruvate  1407, 1408
Mercaptopyruvate sulfurtransferase  1408
Mercapturic acid  550s
Mercuric reductase  787
Mercury  317

methylation of  876
Mercury ions

binding to proteins  125
reduction of

Meristems  1886, 1904
Meromycolic acid  1193s
Meromyosin  1098, 1102
Merozygote  1482
Merrifield, R. Bruce  84

Merrifield procedure, peptide synthesis  127,
128

MES buffer  99
Mescaline  1791s
Mesenchymal cells  1902
Mesoderm  1898
Mesolimbic dopamine system  1797
Mesophyll  1322
Mesosomal cells  1898
Mesosome  3
Mesozoa  23
Metabolic diseases. See also names of specific

diseases
of amino acid metabolism  1378, 1394,

1403, 1404, 1408, 1428, 1431, 1432
anemia  826
of bone  443, 678
of carbohydrate metabolism  1002,

1145, 1169, 1170
diabetes  1003 – 1005, 1748
of lipid metabolism  943, 945
lysosomal storage  1170 – 1172
of mitochondria  1024
of nucleic acid bases  1457, 1459

Metabolic loops  973
Metabolic pathways 505 – 507

scheme  506
Metabolic regulation  535 – 581

control elements of  536
sensitivity coefficient  537

Metabolism. See also Specific compounds
activation  507, 508
beta oxidation  511, 512
control by covalent modification

reactions
table  543

control by substrate cycles  567
definition of  1, 2
effects of insulin  568
fermentation 508 – 511
glycolysis  508 – 511
introduction  505 – 527
oxidative phosphorylation  512 – 515
regulation of. See Metabolic regulation
study with isotopic tracers  110

Metabolite, activation  507, 508
Metachromatic leukodystrophy  1171
Metal-binding proteins, chelate effect  310
Metal-binding sites  312
Metal complexes

formation constants, table  311
stability of, transition metal  311

Metal ion(s)  296
binding of  307
charge  311
geometry of orbitals  311
hydration of  311
ionic radii  311

table  310
toxicity  33

Metals, transition 837– 895
Metalloenzymes  680
Metalloflavoproteins  794
Metalloproteases  625 – 627
Metalloproteins  312
Metallothioneins 317, 317s, 680
Metanephrine  1790s
Metaphase  1501
Metaphase plate  1502
Metaphosphate ion  639
Metarhodopsin  1329, 1331
Metastasis  573
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Metazoa  23 – 29
Met-enkephalin  1752, 1752s
Methadone  1796s, 1797s
Methamphetamine (METH)  1796
Methane bacteria  1057
Methane formation  814
Methanofuran  814s

biosynthesis  1189
Methanogens  7, 813 – 815, 879 – 881
Methanol, utilization by bacteria  1057
Methanol dehydrogenase  816s
Methanopterin  803, 804s

biosynthesis  1460
Methemerythrin  862
Methemoglobin  358
Methemoglobin reductase system  359
5,10-Methenyl-THF  986
Methionine (Met, M) 53s, 539, 875, 1383

biosynthesis of  540, 746
conversion to S-adenosyl-methionine

977
metabolic reactions of  1390
metabolism of 1388 – 1391
in plants  1389
sulfoxides  85
toxicity of  1389

Methionine repressor  243
operator complex  243s

Methionine sulfoxide  631s
Methionine synthase  813, 874s, 875
Method(s) 95 – 150

of carbohydrate analysis 188 – 192
isolating compounds  98 – 108
of nucleic acid analysis  249 – 270
of peptide synthesis  127– 129

Methotrexate  574, 805
8-Methoxypsoralen  1296s
5-Methylarginine  881
N-Methyl-D-aspartate (NMDA)  1786, 1786s
3-Methylaspartate lyase  685
Methylation

of arsenic  876
of carbohydrates  189, 190
of carboxyl groups  592, 594
of mercury  876
of nucleic acids  591, 1541, 1542, 1887,

1888, 1894
permethylation  189
of protein side chains  79
in regulation  543
of uracil in tRNA  591

Methylcellulose  172
3-Methylcholanthrene

hydroxylation of  1068
Methylcobalamin  867, 867s, 875
Methyl-coenzyme M reductase  879 – 881
Methyl corrinoids  876
β-Methylcrotonyl-CoA, carboxylation of  724
2-Methylcysteine  881
5-Methylcytosine  234, 1541s
α-Methyldopa  1791s, 1808, 1809
oxo-Methylene analog of transition state  626,

627s
β-Methyleneaspartate  1368
Methylene blue  1025s
Methylenecycloartenol  1246
Methylenedioxyamphetamine (MDA) 1791s
α-Methyleneglutarate mutase  871
Methylene-THF reductase  813
Methylesterase  563
N-Methylglutamate synthase  789
2-Methylglutamine  881

Methylglyoxal  695, 695s, 1391, 1588
metabolism of  697

Methylglyoxal synthase  697
Methyl group(s)  802

chiral  591
synthesis of  813
transfer reactions of  875

O6-Methylguanine-DNA methyltransferase
1583

Methylhistidines  881, 1450
4-Methylidine-imidazole-5-one (MIO)  757
Methylmalonic aciduria  1394

vitamin B12 level in  949
S-Methylmalonyl-CoA  950, 970

in branched chain formation  992
formation from propionyl-CoA  725

equilibrium constant  725
Methylmalonyl-CoA mutase  871

mechanism  873
stereochemistry  874
three-dimensional structure  874

Methylotrophic bacteria (methylotrophs)
815, 985

Methylphenidate  1809s. See also Ritalin
Methyl salicylate  1439s
6-Methylsalicylic acid  1212s, 1213
Methyltetrahydrofolic acid  875
S-Methyl thioacrylate  1409
Methylthioadenosine  1389
5'-Methylthioribose-1-phosphate  1389s
Methyltransferases  526, 563, 591– 593
Mevalonate  993, 1227

plant carotenoid precursor  1229
sterol precursor  1229

Mevalonate diphosphate kinase  1227
Mevalonate kinase  1227
Mevalonic acid-5-diphosphate (pyrophos-

phate)  689, 690s
Mevalonic aciduria  1227
Meyerhof, O.  960
Mg Protoporphyrin  1403s
MHC. See Major histocompatibility complex
MHC restriction  1855, 1856
Micelles  390
Michael addition  681
Michaelis complex  751, 751s, 752
Michaelis constant  459, 464
Michaelis–Menten equation  459
Michaelis pH functions 96, 296
Michel, Hartmut  84
mic RNA  1615
Microbodies. See Peroxisomes
Microcin  1722
Micrococcin  1691
Micrococcus denitrificans  1055
Microfilaments  369,  370

behind desmosomes  29
Microfold (M) cells  1839
Microglia  1781, 1814
Microglobulin  1186
Microiontophoresis  1777
Micronucleus  1578
Microphotolysis  1297, 1298
Micropinocytosis  426
Microsatellites  1537
Microscopic binding constants  328, 329
Microscopic dissociation constants  305

of pyridoxine  305
Microscopic reversibility, principle of  486
Microscopy

atomic force  131
chemical force  131

confocal scanning optical microscopy
129

electron  130
near-field scanning optical  130
negative contrast  130
scanning tunneling  131
STM image, glycogen  174

Microsome, definition of  14
Microtomes  130
Microtubule(s)  15, 369, 370

associated proteins  372
growth of  373
labile  334, 370
organizing centers  372
stable  370

Microtubule-associated proteins  1119
Microtubule-organizing center  1119
Microvilli  10, 12
Miescher, Friedrich  199, 1473
Mifepristone (RU486)  1253, 1253s
Migraine  1793
Millipedes  24
Mineralocorticoid  1254
Miniature end-plate potentials  1777
Minichromosome(s)  1562

micrograph of  1532
Minichromosome maintenance (MCM)

proteins  1563
Minor groove of DNA  201, 213
Miraculin  1800
Mitchell, Peter  84, 1037, 1038
Mitchell’s chemiosmotic theory  1037, 1038
Mitchell’s hypothesis  1038
Mites  24
Mitochondria  14, 15, 1013 – 1050, 1098

architecture of  1013 – 1019
chemical reactions in  1015, 1016
complexes I – IV  1026 – 1032
composition (table)
cristae of  1014
development  1018, 1019
dimensions  1013
diseases  1024
Em values  1039
electron transport chain  1019
energy-linked processes in  1046, 1047
genes, catalog  1016
genome  1016 – 1018
growth of  1018, 1019
inner membrane  512
intermembrane space  1014
matrix of  512, 1014

definition of  14
membranes  944, 1014, 1015, 1047–

1050
origin from bacteria  15
of plant cell, in micrograph  13
porins  1014
processing peptidase  1018
spectrophotometric observation  1033,

1034
states of  1033
structure, drawing  1015
targeting signals  1018
tightly coupled  1033
uncouplers in  1046, 1047

Mitochondrial DNA. See DNA, mitochon-
drial

Mitochondrial electron carriers
electrode potentials of, table  1035

Mitochondrial membrane(s)  1014, 1015
exchange across  1047– 1050
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permeability  944
transport across  1047– 1050
transporters, table  1050

Mitochondrial membrane potential (Em)
1038

Mitochondrial processing peptidase  625
Mitochondrion  10
Mitogen-activated kinase (MAP kinase)

cascade  576 – 578, 1743
figure  579

Mitogen-regulated protein (proliferin)  1745
Mitogenic activity  576
Mitomycin  225s
Mitosis  18, 371, 1501– 1504

figure  1502
Mitotic spindle

formation  1503
Mixed acid fermentation products, table  968
M-lines  (muscle) 1096, 1098

proteins of  1099
Mobile defects in proteins  496
Modeccin  1685
Modification of enzyme

by group transfer  545 – 549
by phosphorylation  541– 544

Modifiers of enzymes  473
Moesin  1119
Molal solution, definition of  287
Molar ellipticity  1286
Molar extinction coefficient  1275
Molecular activity (of enzyme)  457
Molecular beacons, fluorescence quenching

1291
Molecular biology, definition of  2
Molecular mass

in daltons  4
relative  4

Molecular rotation  1286
Molecular size, as basis of separations  100
Molecular weight  4. See also Relative

molecular mass
Molecules, properties of

chiral  42
conformations of 43 – 45
cyclic symmetry  332, 333
energy levels of  1276
intersystem crossing  1290
packing of 41
structural principles  39 – 46

Molluscs  24
Molting hormone. See Ecdysone
Molybdenum 890 – 893

coenzyme forms  890 – 892
nutritional need  893
oxo-transfer reactions  892

Molybdenum-iron cofactor (FeMo-co)  892
Molybdenum-iron protein

in nitrogenase  1361
structure  1363

Molybdoenzymes
active site structures  892
dimethylsulfoxide reductase family

890
nitrogenase family  890
sulfite oxidase family  890
xanthine oxidase family  890

Molybdoferredoxin  1361
Molybdopterin  803, 804s, 825

biosynthesis  1462
in formate dehydrogenases  892

Molybdopterin cytosine dinucleotide  891s
Monellin  1800

Monensin  414
K+ complex  415s
synthesis  872

Monoamine oxidase (MAO)  1434, 1790
in outer mitochondrial membrane

1016
Monoamine oxidase B (MAO-B)  1792
Monochromatic light  1275
Monoclonal antibodies  1841
Monocytes  26, 188
Monod, Jacques  84, 1475, 1603
Monodehydroascorbate reductase  1067
Monod-Wyman-Changeux (MWC) model

of allosteric regulation  349, 350, 476
Monoiodotyrosine residues  1430
Monokines  1847
Monomer units, assembly of  982 – 993
Monooxygenases  1057, 1059 – 1072

cosubstrate of  1057
external  1059
flavin-containing  1059
internal  1059
pterin-containing  1061

Monosaccharide(s) 161 – 167
characteristic reactions  167
13C-NMR spectrum of  162
interconversion, scheme  1130
interconversions of  1129 – 1140
reduction of  167

Monoterpenes, biosynthesis of  1232, 1233
Morels  20
Morgan, Thomas H.  83, 1504
Morphine  1443, 1444s, 1796s, 1796
Morphogen(s)  1880, 1882, 1884, 1885
Morphogenetic factors  1755
Morse curves  1276
Morula  1897
Mössbauer X-ray absorption spectra  1288

of iron-sulfur clusters  860
Mosses  29
MotA, MotB proteins  1093
Motilin  1750
Motility genes of bacteria  1092
Motion, in nonmuscle cells 1118 – 1119
Motion, in proteins  81
Motor cortex  1766
Motor neurons  1766
Mouse, genome  12, 1507, 1510
M-phase of cell cycle  579
MRF4  1902
M-ring  1092
mRNA  5, 230, 257, 536, 1474

bicoid  1898
binding proteins  1018
caps  1642
polyadenylate tails  1642
splicing of  11

Mucins  181, 182, 1155
Mucolipidosis  1171
Muconate  1436s
cis,cis-Muconate lactonizing enzyme  692
Muconolactone  1436s
Mucopolysaccharidoses  659, 1169, 1170

table  1171
Mucopolysaccharidosis I (MPS I)  1169
Müllerian inhibitory substance  1893
Multicatalytic protease  339, 620. See also

Proteasome
Multidrug resistance protein  417
Multilamellar vesicles (liposomes)  392
Multiple attack concept  606
Multiple myeloma  1836

Multiple sclerosis  1769, 1865
Multipotential stem cells  1901
Multisubstrate enzymes, kinetics of  464
Munc-13, -18  1780
Muramic acid (Mur)  165s
Murein  170, 428, 429s. See also Peptidoglycan
l(+)-Muscarine  1783s
Muscarinic acetylcholine receptors  1785
Musci  29
Muscimol  1788s
Muscle(s) 1096 – 1118

calcium ions in  1114
cardiac  26, 1096
contraction of  1104 – 1114
development of  1902
electrolyte concentrations  206
hereditary diseases  1112 – 1113
proteins of  1096 – 1104
rigor  1104
rowing hypothesis  1104
skeletal, crossbridges  1104
smooth  26, 1096

latch state  1117
striated (voluntary)  26, 1096, 1767
thin filaments  336
T system of membranes  1114
types of  1096

Muscular disgenesis  1115
Muscular dystrophy  822, 1112, 1113

nutritional  822
Mutagens  222, 253, 254, 1584

in environment  1584
Mutan  1152
Mutants

conditionally lethal  1480
temperature-sensitive  1480

Mutarotase  486, 526
Mutarotation  486
Mutases  637

vitamin B12 dependent  653, 654, 872
Mutation(s)  2, 1476, 1477

addition  256, 1578
autosomal recessive  16
base substitutions  1578
causes of  1578, 1579
conditionally lethal  1480
conservative  59
deletions  256, 1476, 1578
directed  1500, 1501
frame-shift  1476, 1588
harmful dominant  16
heteroduplex formation  256
insertions  1476
lethal  16
locating  1500
missense  1480
nonsense  1480
oligonucleotide-directed  1500
point  1476
rate of  16
transition  1476, 1578
transversion  1476

Myasthenia gravis  1864
myb  576
myc, Myc  572, 576, 577, 579, 1633
Mycelium  20
Mycobacteria  431, 1166
Mycobacterium tuberculosis  431
Mycocerosic acid  1189, 1194
Mycolic acid(s)  431, 1168, 1193, 1193s, 1194
Mycoplasma(s)  2, 3
Mycoplasma genitalium  4
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genome  12
Mycorrhizae  20
Myelin  390, 399
Myelin basic protein  1769
Myelin sheath  1763, 1769
Myeloid cells  1901
Myeloperoxidase  856, 1073
Myf5  1902
Myoclonic epilepsy  1024
MyoD  1902
Myofibrils  1096
Myogenin  1902
Myoglobin  17, 68s, 70, 353 – 359, 354s, 844,

1757
bonding of dioxygen  851
folding pattern  354
mass spectra  113, 115
NMR spectrum  148
oxygenation curves  355
packing of side chains  75

Myohemerythrin  71s
Myomesin  1099
Myosin   369, 1096, 1099 – 1104

coiled coil structure of  71
diffusion constant of  461
drawing  1105
filaments of scallop, figure  1103
heads, structure of  1105
heavy and light chains  1101
monomer  1097
photoaffinity label  of  1111
rod protein  1104
scale drawing  1102
structure  1106

Myotonia congenita  420
Myotonic dystrophy  1113, 1516
Myotubes  1902
Myrcene  1232, 1233s
Myriopoda  24
Myristoyl group   559, 1332
Myrosinase  1142
Myxococcus xanthis, genome  12
Myxomycetes  20

N
NAADP+  315, 779

Na+, K+-ATPase  423 – 425
model  424

Nacrein  678
NAD+ (NAD)  63s, 507s, 535, 765 – 771, 767s,

778
absorption spectrum of 768
addition to  779
containing 2H  768
determination of  779
in fermentation  966
formation from tryptophan  1446

NAD and NADP systems
regulation of  980, 981
NAD+/NADH ratio, redox potential

767
NADH (NADH + H+; NADH

2
) 765 – 771

absorption spectrum of  768
cosubstrate for monooxygenases  1059
modification in acid  780

NAD2H  771
oxidation by  298

NADH dehydrogenase  1023
NADH-methemoglobin reductase  826
NADH:ubiquinone oxidoreductase (Com-

plex I)  788, 1021, 1026
 3-dimensional image  1027
oxidation by ferricyanide  780

NADH-X  780
NADP+ (NADP)  507, 765 – 771, 767s, 779

in catalase  853
formation from tryptophan  1446
isolation of  767

NADPH (NADPH + H+; NADPH2) 507, 765 –
771

in photosynthesis  984
NADPH-cytochrome P450 reductase  1065
NAD(P)H dehydrogenase  1023
NADPH/NADP+ ratio  776
NADPH oxidase  1072
Naive T cells  1859
Naloxone  1796s, 1797
Nanos protein  1898
Naphthalene, resonance energy  299
Narcolepsy  1808
Narcotics  1796s, 1796
Nathans, Daniel  84
Natural killer cells (NK cells)  185, 1073,

1831, 1852
Ncd  1107

tubulin complex  1110
Near attack conformation  485
Near-field scanning microscope  130
Nebulin 1099, 1100
Necrosis  1888
Neighboring group assistance in displace-

ment reactions  601, 602
Nekoflavin  783
Nemaline myopathy  1113
Nematocyst  427
Nematodes  24, 25, 1866, 1893
Neocarzinostatin  218, 224s, 1589
Neolignans  1441
Neomycin(s)  1139, 1689s, 1690
Neopterin  803
Neoxanthin  1240, 1240s
Nephrogenic diabetes insipidus  412
Neprilysin  625
Nernst equation  400
Nerve growth factor (NGF)  1755

effect of  1756
ribbon drawing of  1754

Nerve impulse  1330 – 1332
absolute refractory period  1768
ion conducting channels  1769 – 1775
in muscle contraction  1114
propagation of  1767– 1769

Nervous system  1762 – 1813. See also Brain
development of  1902 – 1904
diseases of  1808 – 1814

Neryl diphosphate  1233s
Netrin-1, -2  1903
Netropsin  225s

binding to DNA  225
Neu (protein)  576
neu (oncogene)  572
Neural plate  1898, 1903
Neural tube  1903
Neuraminic acid anion (Neu)  165s
Neuraminidase  186, 1650
Neuregulins  1753
Neurexins  1780
Neurocam  1154
Neurochemistry  1762 – 1814

Neurodegenerative diseases  1811– 1814
Neurofibrillary tangles  1812
Neurofibromatosis  574
Neurofilaments  369
Neuroglia  25
Neurohormones  1742

of invertebrates  1758 – 1760
of molluscs  1759
table  1751

Neuroleukin  1756
Neuromodulators  1782
Neuromuscular junctions  1766, 1781
Neuron(s)  25, 1762. See also Axon

acetylcholine-secreting  1784, 1785
action potential  1763
all-or-none response  1763
anatomy of  1762 – 1765
axon, action potential  1765
axon, diagram  1763
axon, micrograph  1764
cell body  1762, 1763
cholinergic receptors  1784
depolarization  1763
formation of noradrenaline  1064
functions of  1762 – 1765
ionotropic receptors  1774

signaling pathways  1775
metabolism  1776
metabotropic receptors  1774

signaling pathways  1775
muscarinic  1785
neuronal pathways, diagram  1766
nicotinic  1784, 1785
NO synthase in  1757
postsynaptic membrane  1763
potassium ion channels  1769 – 1773
presynaptic end  1763
schematic drawing  1763
sodium ion channels  1769 – 1772
of squid  24

Neuropeptide(s)  1795
Neuropeptide Y (NPY)  1750
Neuropeptide YY  1750
Neurophysin II  1748
Neurospora crassa  20

 figure  21
Neurotensin  1750
Neurotoxin(s)  1775, 1776

produced by body  1798
Shiga toxin  1685
structures of  1770

Neurotransmitter(s)  29, 553, 1432, 1762,
1782 – 1796

agonists  1784
amino acids  1785 – 1789
antagonists  1784
criteria  1782
receptors for  479
release of  1777– 1781
uptake, G-protein dependent  1779

Neurotrophin(s)  1755
ribbon drawing of  1754

Neutron diffraction  137
Neutron scattering  1681
Neutrophils  26, 188, 1863

reactions of reduced oxygen com-
pounds  1073

respiratory burst of  1072
Nevi (moles)  1435
NF-κB/Rel proteins  1634
Nicastrin  1814
Nickel 877– 882
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Nitrogen
fixation  1359 – 1367
metabolism of, 1359 – 1410
reduction of  1359, 1360

Nitrogen cycle  1359 – 1367
scheme  1360

Nitrogen fixation genes  1365
Nitrogen-fixing symbionts  1360
Nitrogen mustards  574
Nitrogen pool  1359
Nitrogen regulatory protein C (NtrC or NrI)

1614
Nitrogenase(s) 890, 1360 – 1366

components  1361
mechanism of  1362
structure of  1361, 1363

Nitromethane, inhibition of ammonia-lyases
756

p-Nitrophenolate anion, as a leaving group
636

p-Nitrophenyl acetate  610, 610s
Nitrosamines  1587
Nitrosomonas  1051
S-Nitrosothiols  1071
Nitrous acid, reaction with nucleic acids  253
Nitrous oxide, formation of  1055
Nitrous oxide reductase(s)

copper in  884, 885
Nitroxyl radical  1060, 1060s
NMDA receptors  1903, 1786, 1787
NMR spectra

of ADP, 31P  642
of aspartate aminotransferase  149
of carbohydrates  190 – 192
of DNA, 1H  269
of glycyl-L-histidylglycine  147
of gonadatropin-releasing hormone

145
of honey, 13C  162
of lysozyme  146
of muscle, 31P  304
of myoglobin  147
of phosphatidylcholine, 1H  396
of phospholipid phases, 31P  397
of pyridoxal 5'-phosphate, 1H  138
of pyruvate kinase equilibria  641
of runner’s arm, 31P  1117
of serine proteases, 1H  613
of tRNA  268
of tRNA, 19F  270

NMR spectroscopy  137– 149, 494
assignment of resonances  145
band widths  138
basic principles  137
carbon-13  140
chemical shift  138

table  141
correlation time, τc  142
coupling constants  138, 139, 146
deshielded  139
deuterium  140
distance constraints  145
downfield  139
DSS or Tier’s salt  138
exchangable protons  148
fluorine-19  140
Fourier transform  141
free induction decay  141
HMQC (15N-multiple quantum

coherence)  144
HSQC  (15N-multiple quantum

coherence) 146

isotope-edited spectra  144, 145
J coupling  139
liposomes  396
membranes  396
mixing time  143
multidimensional  143
nitrogen-15  140
NOE  140
NOESY spectra  142, 146
nuclear Overhauser effect  140
phosphorus-31  140, 295

of adenylate system  303
of muscle  304
of phosphotransferases  640 – 643

positional isotope exchange  641
protein dynamics  145
relaxation times  141
residence time, τm  142
ring current shifts  139
saturation-transfer  641
scalar coupling  139
solid-state  149
spin decoupling  139
spin-lattice relaxation time, T1  142
spin-spin interaction  139
spin-spin relaxation time T2  142
stable isotopes, use of  110,  111
study of phosphotransferases  639
tetramethylsilane (TMS)  138
titrations  147
transferred NOE  145
two-dimensional  141

correlation spectroscopy (COSY)
   144
TOCSY  144

of various nuclei  141
of vicinal protons  139

Nobel prizes, list  83
Nociceptors  1800
Nodal protein  1899
Nodes of Ranvier  29, 1763, 1769
Nod factors  1148, 1149, 1365
Noggin protein  1903
Nogo  1903
Nojirimycin tetrazole  605, 605s
Noladin ether  1795
Non-coding (transcribing) strand in DNA

237
Noncompetitive inhibition  476, 477
Nonheme iron content in mitochondria  1019
Nonheme iron proteins. See Iron-sulfur and

Diiron proteins
Nonhomologous end-joining DNA repair

1583
Nonlinear equations  460
Nonmetallic ions, ionic radii, table  310
Nonmuscle cells, motion in 1118 – 1122
Nonproductive complexes  466, 475
Nonsulfur bacteria  1306
Norandrolone phenyl propionate  1255s
Norepinephrine (noradrenaline)  553, 553s,

1064s, 1431s, 1433, 1782, 1789, 1790s, 1791
in receptor 555s
synthesis of  1064

Norethindrone  1253, 1253s
Normetanephrine  1790s
Notch pathway  1814
Notch protein  1900
NtrB protein  1614
Nuclear envelope  11
Nuclear lamina  1536

structure  1535

dietary essential  877
in plants  877

Nickeloplasmin  877
Nick translation  257
Nicotinamide  507, 721, 766, 767,

769s, 780. See also NAD+, NADH; NADP+,
NADPH

daily requirements  756, 769
Nicotinamide adenine dinucleotide. See

NAD+, NADH
Nicotinamide mononuceotide  1549
Nicotinamide ring  770, 779
Nicotinate mononucleotide  1446
Nicotine  769, 1382, 1783s, 1796

oxidation to nicotinic acid  769
Nicotinic acetylcholine receptor  1784s, 1785
Nicotinic acid. 769s, 1445s. See also Nicotina-

mide
Nicotinic acid adenine dinucleotide (NAAD)

778
Nicotinic acid adenine dinucleotide

phosphate (NAADP+)  315
Nicotinic acid hydroxylase  825
Nicotinuric acid  1446
Nidogen  437
Niemann-Pick C1 disease  1251
Niemann-Pick disease  1171
nif genes

sequence of  1365
Night blindness  1241
Nigrostriatal pathway  1789, 1792
NIH shift  1062
Nijmegan breakage syndrome  1586
Ninhydrin  120, 121s
Nitrate  1366, 1367

as electron acceptor  1054
as inorganic oxidant  1051

Nitrate reductase(s)  1054
assimilatory  890
dissimilatory  890

Nitrate reduction system scheme  1055
Nitrate respiration  1367
Nitric oxide, NO  553, 561, 1069 – 1072,

1753, 1756, 1757, 1795, 1796, 1804
binding to hemoglobin  358, 359
blood pressure regulation  1756
formation of  1055
formation by bacteria  1055
as hormone  1069
in innate immune system  1756
metal centers, binds to  1757
neurotransmitter functions  1756, 1757
reactions  1069
transcription regulation  1757

Nitric oxide reductase  1055
tetrahydrobiopterin, requirement for

1071
Nitric oxide synthase(s)  1071, 1072

endothelial  1071
inducible  1071
mechanism  1071
neuronal  1071
specialized cytochromes P450  1071

Nitrification  1359
Nitrifying bacteria  1051, 1052
Nitrite  1366, 1367, 1757

reduction of  1054 – 1056
Nitrite reductase(s)  836s, 861, 1055

copper in  884, 885
cytochrome cd1 type  885

Nitroform  126
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Nuclear magnetic resonance
spectroscopy. See NMR spectroscopy

Nuclear matrix  1535
Nuclear membrane  1536
Nuclear Overhauser effect (NOE)  140. See

also NMR spectroscopy
Nuclear pore  11, 1536

electron micrograph of  1536
Nuclear proteins

nonhistone  1535
Nuclear relaxation

by chromium ions  639
by manganese ion  639

Nuclear scaffold  1535
Nuclear transporters

exportins  1536
importins  1536

Nucleases  250, 1452
micrococcal, active site  653

Nucleic acid(s)  199 – 213, 218, 1529 – 1542
abbreviated structures  204
absorption of light  205
acid–base chemistry  204, 205
amount in cells  31
bases, aromatic character of  204

stacking of  209
biosynthesis  995, 1542 – 1563
catenated  218
cruciform structure in  229
dynamics  218
electrophilic reagents  253 – 255
homology of  256
hydrolysis of  249
interactions with proteins  239 – 244
isolation of  249
knots in  218, 219
melting curves of  255
metabolism of bases, 1450 – 1459
methods of study 249 – 270
pKa values of  204
separation of  249
tautomerism  204, 205
topology 218 – 230
turnover of  527

Nucleic acid bases
alkylation  253
aromatic character  207
chemical reactions of  207
epoxides  254
halogenation  253
photoreactions of  1296
reactions  251– 255

with formaldehyde  253
with kethoxal  253
nitrous acid  253

salvage pathways  1453, 1454
Nucleoid  4
Nucleolin  1537, 1639
Nucleolus  10, 11, 1537
Nucleophilic catalysis  494. See also Covalent

catalysis
Nucleophilic character and bonding to metal

ions  307
Nucleophilic displacement reactions  526,

589 – 662
carbocationic intermediates  598
cellulases  602
chitinase  599 – 602
glycogen phosphorylase  604, 605
β-glycosidases  602
glycosyltransferases  593 – 598
inversion  590, 591

kinetic isotope effects  592, 593
lysozymes  599 – 602
starch-hydrolyzing enzymes  605 – 608
transmethylation  591, 592

Nucleophilic group, definition of  589
Nucleophilic reactivity (nucleophilicity)  589

alpha effect  590
effect of polarizability on  590
of sulfur compounds  590

Nucleoplasmin  1897
Nucleoside(s)

catabolism  1452, 1453
conformations of  211, 212
names and abbreviations, table  203
torsion angles of  211

Nucleoside diphosphate kinase  655
Nucleoside phosphorylases  1453
Nucleoside Q (Queosine)  234s
Nucleoside trialcohols, fluorographs  252
Nucleoside triphosphates  302

in nucleic acid biosynthesis  995
Nucleoside Y  234s
Nucleosome(s)  239, 1531– 1535

chains, folding of  1534
DNA in  221
model  222
positioned  1531
structure  1533

Nucleotide(s) 199 – 213, 200s
chemistry of 203 – 213
conformations of  211– 213
modified  234
names and abbreviations, table  203
pairs  3
structures of  203 – 213

Nucleotide binding domain  76
glyceraldehyde phosphate dehydroge-

nase  63s
Nucleotide handles

of coenzymes  719
and specificity of metabolism  720

Nucleotide kinases  655
Nucleotide sequence

of aspartate aminotransferse  202
of DNA and RNA chains  200
of genes and genomes  12, 201, 1507–

1516
of mitochondrial DNA  201
of viruses  201

Nucleotidylation  545
Nucleotidyltransferases 657
Nucleotidyltransferase superfamily  1548
Nucleus  10, 11, 1535 – 1537, 1893 – 1897

of plant cell, micrograph  13
Nurse cells  1895

O
O-Antigen  180, 428 – 430
Obelia  24
Occlusion zones  29
1-Octadecanol  1195
Octahedral geometry  311
Octopamine  1789, 1790s
Octopine  1498s
Octopus, intelligence of  24
Oct-3/4 protein  1897
Oculocutaneous albinism  1435
Ocytocin  1748s
Odor  1798

Oils, composition of  380
Oil seeds, glyoxylate pathway  988
Okadaic acid  545
Okazaki fragments  1544
Old yellow enzyme  783
Oleamide  1758, 1795, 1808
Oleate hydratase  526, 688
Oleic acid  381
Oleoresin  1236
Olfactory bulb  1799
Olfactory cortex  1799
Olfactory epithelium  1799
Olfactory responses  558
Oligomer(s)

asymmetry  344 – 347
cubic symmetry  342 – 344
with dyad axes  337– 348
heterologous tetramer  352
isologous tetramer  352
quasi-equivalence  344 – 347

Oligomeric enzymes  475
Oligomycin-sensitivity-conferring protein

(OSCP)  1041
Oligonucleotides, 200 – 205

synthesis of  258
probe  119

Oligosaccharide(s) 167– 170, 1140 – 1142,
1153 – 1158. See also Specific names

asparagine-linked (N-linked)  180 – 185
biological recognition of  161
extensions  1157
glycoprotein,  trimming of  1156, 1157
glycoprotein precursor, biosynthesis

1157
glycosylation  1155
metabolism of  1140 – 1142
N-linked  182 – 185, 192s

assembly of  1155 – 1168
in eukaryotes  1155

O-linked  1155
in plants  1149
polylactosamine chains  1157
precursor, trimming of  1158
release from glycoproteins  188
separation of  100
utilization of  1140

Oligosaccharin  1149
Oligosaccharyltransferase  1156, 1722
Omega oxidation  943
Ommochromes  1444
OmpA protein  411, 428
OmpC (osmoporin)  411
OmpF  411, 412s
Oncogenes  242, 544, 571– 576

in human tumors  571
table  572

Oncogenic viruses  248
One-start helix  334
Onions  1408
Oocytes

development  1895
maturation  1895

Oparin, I. V.  9
Open systems  289
Open tetrapyrroles  1304
Operator, aroH  1612
Operator sequence of DNA

1H NMR spectrum  269
Operons  240

bacterial  1611. See also Bacterial operon
constitutively expressed  1605
electron micrograph  1610
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gal (galactose)  1613
inducible  1604
lac  1603 – 1607
negatively controlled  1604
operator (O)  1604
promoter (P)  1604
regulatory gene  1604
repressor (R)  1604
trp  1616
trp, attenuation  1617

Opiates  1797
Opines  1498
Opioid receptors  1797
Opsin(s)  553, 1325
Opsonization  1839
Optical coherence tomography  1298
Optical rotation  42
Optical rotatory dispersion (ORD)  1286, 1287
Optical traps 1108

schematic drawing  1110
Optical tweezers  1298
Optic nerve  1798
Optimum rate for enzymes  469
d Orbitals, participation in covalent bond

formation  311
Orcinol  251
Ordered binding  464
Ordered sequential mechanism  475
Orexins  1808
Organelle(s)  11

DNA of  1540
separation  101

Organic mechanisms, use of arrows  528
Ornithine, synthesis of  1374 – 1379
Ornithine aminotransferase  1374
Ornithine decarboxylase  342, 342s, 1382
Ornithine mutases  871, 874
Ornithine transcarbamoylase  1377
Orotate  1450
Orotidine 5'-phosphate  1450, 1451s
Orsellinic acid  1212, 1212s
Orthologs  1510
Oscillatoria  22
Oscillator strength of electronic transitions

1282
Osmate ester  393s
Osmium tetroxide  1098
Osmolarity (OsM)  1142
Osmoprotectants  1142
Osmotic adaptation  1142, 1143
Osmotic pressure  1142

adaptation to changes in  1143
Osmotic shock  417
Osteoadherin  1154
Osteoarthritis  438, 1154
Osteoblasts  26, 441

alkaline phosphatase in  645
Osteocalcin  821, 1259
Osteoclasts  441

acid phosphatase in  645
Osteocytes  441

alkaline phosphatase in  645
Osteogenesis imperfecta  438
Osteoglycin  1154
Osteonectin  313
Osteopetrosis  572, 678
Osteopontin  409, 441, 572
Osteoporosis  443, 619, 1258
Otoliths  1801
Ouabain  422, 1265
Ouavain  1265s
Ovomucoids  183, 629

Ovoperoxidase  1074
Ovotransferrin  840
Ovum

cleavage of, figure  1896
cortical granules  1896
development of  1894, 1895
fertilization  1896
mitotic divisions  1897

Oxalate  699s
Oxaloacetate  506s, 515, 516s, 699s, 737s, 952

acetylhydrolase  698
concentration in mitochondria  952
decarboxylases  527, 706
regeneration of in citric acid cycle  952

4-Oxalocrotonate decarboxylase  705
4-Oxalocrotonate tautomerase  697
Oxalosuccinate  516s, 705, 952
Oxaziridine  1060, 1060s
Oxazolidinones  1690
Oxazoline  601s
Oxidation

of biochemical substances, table  290
linked  705
by NAD+, table  290

α-Oxidation of fatty acids 942 – 946
β-Oxidation 511– 513, 939 – 944

pathway  506, 511, 981, 1015
peroxisomal  941
fatty acids  941

ω-Oxidation  943
Oxidation-reduction, by dehydration  697
Oxidation-reduction potentials. See also

Reduction Potential
of pyridine nucleotide system  766
table 301

Oxidation-reduction reactions
of coenzymes  765 – 827
internal  982
of iron-sulfur clusters  857

Oxidative damage
to tissues  1074

Oxidative decarboxylation  952
Oxidative decarboxylation of α-oxoacids

511, 736, 796 – 802
by hydrogen peroxide  799
mechanisms  799 – 801
with thiamin diphosphate  800

Oxidative phosphorylation  512, 962, 1024,
1032 – 1047

chemiosmotic theory  1037, 1038
scheme  1037

coupling factors  1041
high energy intermediates  1036, 1037
mechanism of  1036 – 1041
mitochondrial sites of  1015, 1033, 1034
stoichiometry (P/O ratio)  1033, 1034
thermodynamics of  1034 – 1036

Oxidizing power of redox couples  300
Oxidoreductases  497
Oxidosqualene cyclase  1244
Oxo acid(s)

chain elongation process  990 – 992
α(2)-Oxoacid(s) (α-keto acids). See also

specific acids
cleavage of  802
decarboxylation  730
oxidative decarboxylation 796 – 802

β-Oxoacid(s)
decarboxylation  705

α(2)-Oxoacid dehydrogenases  348
sequence of reactions, diagram  798

β-Oxoacyl-ACP  978s

3-Oxoacyl-CoA transferase  527
Oxoadipate  1386s, 1436s
α-Oxo alcohol, reaction with thiamin  732
5-Oxo-3-aminohexanoate  1388s
2-Oxobutyrate  1383, 1384s
Oxocarbenium ion  598s, 604
2-Oxo-3-deoxy-6-phosphogluconate  966s
4-Oxo-6-deoxy-CDP-glucose  1138
2-Oxo-3-deoxy-D-glycero-D-galacto-nononic

acid (KDN)  1137
3-Oxodipate  1434
2-Oxoglutarate (α-ketoglutarate)  516s, 737s,

1399, 1399s
as decarboxylating cosubstrate  1063
dehydrogenases  796
synthase  799

2-Oxo-L-gulonate  1134, 1134s
2-Oxoisovalerate (α-Oxoisovaleric acid) 700s

as precursor to valine  993
Oxonium ion. See Oxocarbenium ion
2-Oxopantoate  810
Oxophenarsine  597s
5-Oxoproline, 551s, 662s
Oxosteroid isomerase  526, 696

molecular activity  696
∆5-3-Oxosteroid isomerase

turnover number of  458
Oxosuberate  1189s
OXPHOS diseases  1024
Oxyanion  613
Oxyanion hole  614, 615s

formation of in trypsinogen  615
of serine proteases  614

Oxygen (O2)
binding of, to heme proteins  353 – 358,

850 – 852
to hemocyanin  885, 886
paramagnetism of  850
reactivity of  850

Oxygenases  863, 1057– 1072
diiron  863
iron-containing  1068
nitric oxide synthases  1069 – 1072

Oxyhemoglobin  851
Oxyluciferin  1346s
Oxyperoxidase  854
OxyR protein  1075
Oxytocin  54s, 1747
Oysters, glycogen content  31

P
P1 artificial chromosomes (PACs)  1497
p53  1568, 1907
Pacemaker neurons  1802
Packing

of macromolecules  332 – 348
of molecules  41

Pactamycin  1681, 1691
Paget’s disease  443
Pain  1800
Palindromes

in DNA  238
H- (mirror-repeats)  238

Pallidin  405
Palmitic acid  381
Palmitoleoyl-ACP  1192
Palmitoyl group  559
Palytoxin  1776
Pancreatic hormones  1748, 1749
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Pancreatic lipase  1181
Pancreatic polypeptide  1749, 1749s
Pancreatic trypsin inhibitor  629
Pancreozymin-cholecystokinins (CCK)  1749
Pantetheine  722s, 1393
Pantetheine 4'-phosphate  722

in acyl carrier proteins  723
Pantoic acid  722s, 723, 1393

in coenzyme A  722
Pantothenic acid  721, 722, 722s

nutritional requirement of  756
Papain  618

active site  618
Papaverine  1443, 1444s, 1447
Paper chromatography  103
Papovaviruses  244
Parabactin  838, 838s
Paracellin  1782
Parallel β structure  62
Paralogs  1510
Paramagnetic ions, effects on NMR signal

640
Paramecium  17, 20
Paramylon  170, 174
Paramyosin  1104
Paraquat  1792, 1811s
Parasites  1866
Parasympathetic system  1767
Parathion  636s
Parathyroid hormone (parathyrin, PTH)  314,

1258, 1750
Parathyroid hormone-related protein  1750
D-Paratose (3,6-dideoxy-D-glucose) 180s

from CDP-glucose  1138
Pargyline  1792, 1809s
Parkinson disease  1789, 1792, 1812
Parnas, J.K.  960
Paromomycin  1690
Paromycin  1689s
Paroxysmal cold hemoglobinuria  1865
Partition coefficient  410
Parvalbumin 312 – 316, 1114, 1788
Parvoviruses  244
Passenger DNA  1491
Pasteur  966
Pathogen-associated molecular patterns

(PAMPs)  1831
Pathogenesis-related proteins  1149
Patterson map  135
Pauling, Linus C.  83, 84
Paxillin  406
pBR322 plasmid  1494

cloning procedure with  1494
p 53 cancer suppressor  574, 581, 1907
P-clusters  1361– 1364
PDZ domain  367
Pectate lyase  65, 686
Pectate lyase C  686, 686s
Pectin(s)  15, 170, 177, 1149, 1150

biosynthesis  1130
Pellagra  721, 769, 1446
L-Penicillamine  739
Penicillin  20, 1164, 1164s
Penicillin acylase  620
Penicillopepsin  621
Pentalenene  1234s
Pentalenene synthase  1234
Pentameric acetylcholine-binding protein

ribbon drawing  1784
Pentose phosphate cycle  1051
Pentose phosphate equilibrium  964

Pentose phosphate pathway  700, 963 – 965,
972

carboxylation system of  986
isomerizing system  963
nonoxidative  966

scheme  965
oxidative  964, 984

scheme  965
reductive  517, 984

Pentoses  162
Peonidin  1214
PEP. See Phosphoenolpyruvate
PEP carboxykinase. See Phosphoenolpyru-

vate carboxykinase
PEP carboxylase. See Phosphoenolpyruvate

carboxylase
PEP carboxytransphosphorylase  706
PEP mutase  711
PEP synthase

mechanism in E. coli  990
Pepsin  456, 621

specificity  117
Pepsinogen  625
Pepstatin  623
Peptidase(s)  526, 609

leader  620
procollagen  433
tripeptidyl  140, 610
signal  620

Peptide(s) 51– 59
as attractants  1753
β conformation of  60
endogenous opioid  1752
knotted chains  74
torsion angles  60

Peptide deformylase  627
Peptide hormone(s)  1743 – 1756, 1758 – 1760

amidation of  522
synthesis of, diagram  1742

Peptide linkage  51, 55s
cis 56s
dimensions  55
resonance stabilization of  55
trans  56

Peptide mapping  118, 360
Peptide structure

torsion angles of, table  61
Peptide synthesis 127– 129

nonribosomal  1713
solid-phase  127, 128

Peptide unit
hydrogen bonds  56
partial double bond character  55
planarity of  55
properties of  55, 56
structure  55, 56

Peptidoglycan(s)  179, 428, 429s
biosynthesis of  1130

figure  1162
layer  1160

Peptidyl carrier protein domain  1713
Peptidylglycine α-amidating enzyme  887

reaction cycle of  1064
Peptidylglycine α-hydroxylating

monoxygenase  887
Peptidyl-prolyl-(cis-trans) isomerases  488
Peptidyl transferase(s) 234, 637, 994, 1678

reaction  1672, 1710
Peptidyltransferase center (ribosome)  1672,

1687, 1707
A loop sequence  1706
antibiotic action site  1689

central loop sequence  1706
intermediate structure  1705
P loop sequence  1706
RNA 23S,  structure  1706

Peptidyl-tRNA hydrolase  1710
Perforins  1846
Performic acid  115
Perfusion chromatography  100, 101
Peridinin  1308, 1309s
Perinuclear space  11
Periodate oxidation

of carbohydrates  190
Periodental disease  442
Peripherin-RDS  1332
Periplasm  427, 428
Perlecan  1154
Permeability coefficient  410

for D-glucose  415
Permease  411

for lactose  417, 1604
periplasmic  417– 419

Pernicious anemia
vitamin B12 treatment  868, 869

Peroxidase(s)  844, 845, 852 – 855
ascorbate  852
bromo  856
catalytic cycles, scheme  855
chloro  855
compounds I, II  853 – 855
cytochrome c  852
glutathione  856
halo  855, 889
heme linkage  853
horseradish  852, 856
iron properties  853
lacto  853, 856
mammalian  853
mechanisms of catalysis 853 – 855
myelo  856
reaction  1208
structure  853
thyroid  856

Peroxidation  1204 – 1210
Peroxides  852 – 857, 1072 – 1075
Peroxisomes (microbodies)  10, 14, 941
Peroxynitrite  1069
Persistence of fetal hemoglobin  1901
Perutz, Max F.  84
PEST regions  527
PET  1802, 1806
Petunidin  1214
Peyer’s patches  1834
pH 95 – 98

chymotrypsin dependence  616
of cytoplasm  549
effects on enzymatic action  469
effects on equilibria  293 – 297, 305
effects on metal binding  310
Michaelis pH functions  296
observed values of  1039
within a cell  295

PH (plekstrin homology) domain  102, 367,
566, 571

Phaeomelanins  1434, 1435
synthesis of, scheme  1433

Phaeophyta  22
Phage display methods  1726
Phage f 29  1559
Phage head  363
Phage lambda  248, 1483 – 1486

genome map  1622
integration of, figure  1570
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lysogenic state  1622, 1623
repressors  241

Phage tail  363
Phagocytes, killing mechanisms  1074
Phagocytic cells  1831, 1833 – 1835
Phagocytosis  13
Phagosomes  426
Phalloidins  1625
Phantom atoms  42
Phase fluorometers  1290
Phase transition(s) 284

of lipid bilayer  394
Phenazine methosulfate (PMS) 1025s
Phenobarbitol  1809s
Phenol(s)

acidity of  308
conversion to phenyl glucuronide  1141
pKa value of  293, 309
resonance energy  299

Phenolsulfonic acid  99
Phenylacetate  1431s
Phenylacetic acid  308, 309
Phenylaceturic acid  513s
Phenylacetylglutamine  1431s
Phenylalanine (Phe, F)  52, 52s

absorption spectrum  1284
absorption spectrum of derivative  123
catabolism, microbial  1434
metabolism of 1428 – 1443

scheme  1431
metabolism of, in plants  1438 – 1443
synthesis of  1424, 1425

Phenylalanine ammonia-lyase 755, 1438
Phenylalanine hydroxylase  1061
Phenylephrine  563s
Phenyl glucuronide  1141s
Phenylisothiocyanate  118
Phenylketonuria (PKU)  16, 1062, 1428
Phenyllactate  1431s
Phenylpropanoid pathway  1438

of plants, scheme  1439
Phenylpyruvate  689, 1422s, 1424, 1431s
Phenylpyruvate tautomerase  692, 1850
Phenylthiohydantoin  118
Pheophytins  1303
Pheoporphyrin  1302
Pheromones  382, 1196, 1758 – 1760
Phloem  30
Phlorhizin  1214, 1214s
Phoborhodopsin  1335
phoR  1614
Phorbol esters  564
Phosducin  558
Phosphagen  303, 1117, 1118
Phosphatase(s)  515, 526, 637, 645 – 647, 984

for hydrolysis of fructose bisphosphate
989

specificity of  977
Phosphate anhydride  303
Phosphate, inorganic (Pi)

in adenylate system  302 – 304
Phosphatides  383, 384, 1397

structures of  383
Phosphatidic acid  383s, 1198s
Phosphatidyglycerol  383s, 384
Phosphatidyglycerol-3-P  1197
Phosphatidylcholine  383, 383s, 391s, 1398

in bilayer  391
packing  391

Phosphatidylethanolamine  383, 383s, 1197
bilayer, AFM image of  392

Phosphatidylinositol  383s, 1200

Phosphatidylinositol (PtdIns)  563, 565, 566s
in signalling 563 – 566

Phosphatidylinositol 3-kinase  565
Phosphatidylinositol 4,5-bisphosphate  563
Phosphatidylserine  383s, 564, 1197, 1198s,

1199, 1204, 1398
decarboxylation of  753

Phosphatidylserine decarboxylase  409, 755
Phosphatidylserine synthase  1720
3'-Phosphoadenosine 5'-phosphosulfate

(PAPS)  659, 977s
Phosphoadenylation

of protein side chains  79
Phosphocan  1154
Phospho compounds, active  975
Phospho (phosphoryl) group  292s

in catalysis  962
chirality of  644
as a handle  507
transfer from ATP  660
transfer of  292
transfer of, by kinases  654

Phosphocreatine  1379s
Phosphodiesterase  556, 638, 1330

for cGMP  558
Phosphoenolpyruvate (PEP)  510, 510s, 685s,

952, 973
key metabolic intermediate  705, 706
as stabilized enol  697
sugar chain extension  1136, 1137

Phosphoenolpyruvate carboxykinase
(PEPCK)  549, 706, 1144

Phosphoenolpyruvate carboxylase  527, 711,
952

Phosphoenzyme  653, 703
Phosphofructokinase  962

deficiency of  1144
glycolysis regulation  999
in regulation  535

Phosphofructokinase-2  541
Phosphoglucomutase  653
6-Phosphogluconate  964s

in Entner-Doudoroff pathway  966
ion  164s

6-Phosphogluconate dehydratase  697
6-Phosphogluconate dehydrogenase  770, 963
Phosphogluconate pathway  972. See also

Pentose phosphate pathway
6-Phosphogluconolactone  964s
3-Phosphoglyceraldehyde dehydrogenase

770
2-Phosphoglycerate  510s, 685s

dehydration  685
dehydration to PEP  705

3-Phosphoglycerate  506s, 707s, 986
in chloroplasts  706
as key intermediate in biosynthesis

973
Phosphoglycerate kinase  654, 656
Phosphoglycerate mutase  653, 1144
Phosphohexoketolase  972
O-Phosphohomoserine  746
4-Phosphohydroxy-L-threonine  1464s
Phosphoinositide(s)  383, 384, 1132, 1199 –

1201
cascade  565, 1202

Phosphoketolase  736
Phosphokinases  526
Phospholamban  1116
Phospholipases  635

A1  566
A2  566, 635

C 563, 566, 1202
D  566, 1204

Phospholipid(s) 379 – 387, 392, 1197. See also
Specific substances

bilayer diagram  391
biosynthesis  996, 1196 – 1201

scheme  1198
head groups, functions of  396
inverted hexagonal phase  397
31P NMR  397
non-bilayer structures  397
synthesis regulation  1201
transfer protein  1248

Phospholipid hydroperoxide glutathione
peroxidase  1894

Phosphomannomutase  654
Phosphomutases  526
Phosphonamidate  626s

as metalloprotease inhibitor  626
Phosphonate

esters  626s
synthesis of  711

Phosphonoethylamine  385s
Phosphono group  711
Phosphonolipids  385
N-(Phosphonomethyl)glycine (glyphosate)

1424, 1424s
4'-Phosphopantetheine  723, 994
4'-Phosphopantothenylcysteine decarboxy-

lases  753, 755
Phosphophoryns  442
Phosphoporin (PhoE)  411, 412s
Phosphorescence  1288 – 1294
Phosphoribosylamine  1454, 1455s
Phosphoribosylanthranilate  1426s
Phosphoribosyl pyrophosphate (PRPP)  1425,

1425s
Phosphoribosyl transferases (ribonucleotide

pyrophosphorylases)  1453
Phosphoribulokinase  1320
Phosphoric acid  99

in lipids  380
Phosphorolysis,  593
Phosphorothioate  1615

phosphotransferases in study of  642
Phosphorus-32

properties of  110
Phosphorylase  541– 543, 989, 1143, 1145
Phosphorylase kinase  541, 544, 1144
Phosphorylation  33, 541– 545, 637

in bacteria  545
cascade, reactions of  542
coupling by  977
oxidative  303, 962 – 1045
photosynthetic   303, 962. See also

Photosynthetic phosphorylation of protein
side chains  79

substrate level  775, 800, 962, 1036
Phosphorylation-dephosphorylation cycle in

biosynthesis  977
reductive pentose phosphate pathway

986
Phosphorylation, photosynthetic. See

Photosynthetic phosphorylation
Phosphorylation state ratio (Rp)  980, 1034 –

1036
adenylate system  302, 303, 1035

O-Phosphoserine  545, 610s
Phosphotransferase(s)  637– 659

bacterial system  419, 420
in-line displacement  638
P31 NMR of  642, 643
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pentacovalent intermediate  638
stereochemistry  642, 643

Phosphotriesterase  646
mechanism  646

Phosphotyrosine  545
Phosvitin  80
Photoacoustic spectroscopy  1287
Photoactive yellow protein (PYP) (xanthop-

sin) 1336
structure  1336

Photoaffinity labels  1297
of myosin  1111

Photoautotrophic bacteria  8
Photochemistry  1290, 1294 – 1298

chemical equilibria in the excited state
1295

Photodynamic therapy  1297
Photofootprinting  266, 1296
Photohydration  1296
Photoinhibition  1319
Photolyases  1296, 1339, 1340
Photons  1273
Photooxidation  1295
Photophosphorylation  1300, 1301

cyclic  1300
Photoprotein  1342
Photoreactivation  1339
Photoreceptors  1798

UV-B  1320
Photoreduction  1295
Photoreduction system

Z scheme, diagram  1299
Photorespiration  707, 1321– 1324

C3 plants  1321
C4 plants  1321

Photorhodopsin  1329
Photostationary state  1330
Photosynthesis  506, 517, 705, 1298 – 1324

bacterial  1301
control of  1319 – 1321
control mechanisms, figure  1320
ferredoxin/thioredoxin system  1320
hydrogen formation  1324
light-induced transcription  1320
overall equation  1298
reaction centers  1310
resonant transfer of energy  1292

Photosynthetic bacteria  7, 1303
Photosynthetic phosphorylation  303, 517,

962
Photosynthetic pigments  1302 – 1305
Photosynthetic reaction centers  71

schematic view  1300
Photosynthetic units  1301
Photosystem I (PSI)  1299, 1309

of cyanobacteria  1314
of green plants  1314
reaction center, models  1315

Photosystem II (PSII)  1299, 1309
intrinsic proteins of, structures  1316
manganese cluster of, structure  1317
oxygen formation  1317

Phototaxis  1273, 1335
Phototherapy  1297
Phototransformation  1337
Phototropism  1273
Phthalate dioxygenase  1059
Phthaldialdehyde  120s
Phycobiliproteins  1305, 1306
Phycobiliviolin  1305
Phycobilosome  1305, 1306
Phycocyanins  1304

Phycocyanobilin  1304, 1305, 1305s
Phycoerythrins   22, 1304
Phycoerythrobilin  1305, 1305s, 1404s, 1405
Phycomycetes  20
Phycourobilin  1305
Phylloquinones (vitamin K1)  818, 821
Phylogenetic approach to RNA structure

232, 1676
Phylogenetic tree  7, 8, 1677
Physarum polycephalum  20
Physostigmine  1783s
Phytanic acid   943s
Phytanyl group  385
Phytate. See Inositol hexakisphospate (InsP6)
Phytin  1132
Phytoalexins  1149, 1232, 1869
Phytochelins  318
Phytochrome  1305, 1320, 1337s, 1338

absorption spectra  1338
Phytocyanin  883
Phytoene  1231, 1236, 1237s, 1239s

conversion to carotenes  1237
synthesis of  1236, 1237

Phytoglycolipids  388, 389s
Phytol  943
Phytosphingosine  388, 388s, 1203s
Picornaviruses  247
Picrotoxin  1235s, 1789
Piebaldism  1435
Piericidin A  1021s
Pigments(s) 1302 – 1305, 1324 – 1329

of butterflies  803
photosynthetic  1302 – 1305
visual  1324 – 1329

Pigment-dispersing hormone  1760
Pigment epithelium  1332
Pili  3, 6, 335, 336, 364. See also F pili
Pimaricin  1217
Pimeloyl-Coenzyme A

conversion to biotin  719, 723
Pinacol  712s
Pinacolone  712s
Pinacol-pinacolone rearrangement  712
Pineal body  1793, 1807, 1808
α-Pinene  1232, 1233s
Pinene cyclase  1232
Ping-pong mechanism  465, 475

rate equation for  466
succinyl-CoA-acetoacetate CoA
transferase  662

Pinocytosis  13
Pinoresorcinol  1440
Pinosylvin  1214, 1215s
Pipecolate  1386s
Piperazine  99
Piperidine  99
Piperine  1439s
PIPES  99
Pitch

of B-DNA  213
of a helix  68

Pituitary gland  1742
adenohypophysis  1743
neurohypophysis  1743
pars intermedia  1743

Pituitary hormones  54, 1743 – 1748
glycoprotein  1745
growth 1745, 1753

Pit viper venom  1775
pKa 

values 95 – 98. See also Specific com-
pounds

of acids, table  293

of amino acid side chains  55
of buffers, table  99
of buried groups  55
of dicarboxylic acids, table  328
effect on ion exchange separation  104
in hemoglobin  357
of hydrogen-bonded protons  494
succinic acid  330
of terminal – COOH  55
of terminal – NH3+  55
thiamin  330

Plague  7
Planarians  23
Planck’s constant  1274
Plane polarized light  1283
Plankton  22
Plant(s) (green)

C4 cycle for concentrating CO2  1322,
1323

cell, electron micrograph  13
cell walls of  1149
composition of  31
defenses  1149, 1440, 1869
development of  1904, 1905
flavonoids, estrogenic activity  1263
gametophytic phase  1904
genes, cloning  1497, 1498
growth regulators  1762
gums, biosynthesis of  1130
hypersensitive response  1869
phenylpropanoid pathway  1439
photorespiration  1321-1324
photosynthesis. See Photosynthesis
programmed cell death  1869
receptor-mediated surveillance  1869
resistance (R) proteins  1869
restorer genes  1904
self-incompatibility  1904
sporophytic phase  1904
surface lipids  1196
systemic acquired resistance  1869,

1440, 1762
toxins  1685

Plant cells and tissues 29, 30
fiber  11
thermogenic  1048

Plasma amine oxidase  886
Plasma antithrombin III  177
Plasma cells  1834, 1840
Plasma lipoproteins  1181– 1184
Plasma membrane (plasmalemma) 12, 379
Plasmalogen(s)  383s, 384, 1200s, 1201
Plasmenylethanolamine  1201
Plasmids  5, 248, 249

bacterial  1530
ColE1  248, 1493
drug resistance  248
pBR322  1494
pBR322, cloning procedure  1494

Plasmin  634
Plasminogen  634
Plasmodesmata  10

in micrograph  13
Plasmodium  19, 20
Plastics

biodegradable  1200
Plastids  14, 15
Plastochromanols  818
Plastocyanin  65s, 883
Plastoquinone(s)  818, 818s, 1028, 1427, 1429s

biosynthesis of, scheme  1429
Platelet(s)  26
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cyclic AMP in  557
Platelet activating factor 384, 384s, 385, 1201,

1757
Platelet-derived growth factor (PDGF)

544, 571, 1755
Platyhelminthes  23
Pleated sheet  62

structure  62
Plicatic acid  1440, 1441s
P loop  425, 648, 658

consensus  559
of Ras  559

PLP. See Pyridoxal phosphate (PLP)
PLP-dependent reactions. See Pyridoxal

phosphate-dependent reactions
Pluripotent cells  1833, 1886
PMP. See Pyridoxamine phosphate
PNA, 227s
Podophyllotoxin  1441, 1441s
Poison(s). See also Insecticides, Antibiotics,

Inhibitors
cyanide  590
hydroxylamine  590
mushrooms  1625

Polar membrane  5
Polar molecules  50

definition of  48
hydration of  50

Polarizability  590
Polarization of water  47
Polarization P, equation  1291
Polarized absorption recovery after

photobleaching  1044
Polarized light  1275
Poliovirus(es)  247
Poly(A)-binding protein  1702
Polyadenylation of RNA  202
Poly (ADP-ribose)  1584
Poly (ADP-ribose) synthase  545
Polyamines  222, 1380 – 1383

biosynthesis, scheme  1381
catabolism of  1382
functions  1380
synthesis, regulation  1381, 1382

Polycarboxylic acid synthases 700 – 703
table  700

Polyene antibiotics  1164
Polyenoic acids  1205
Polyethylene, helical structure  45
Polyethyleneglycol (PEG)  102
Polyfluorethylene (Teflon)

helical structure of  45
Polyglutamates  803
Polyglycine II  72, 73s
Polyhistidine “tag”  106
Poly-β-hydroxybutyric acid  3, 1200
Polyisoprenoid compounds  993
Polyketide(s) 1212 – 1217, 1443

antibiotics  1216
origin of, postulated  1212
plant defensive compounds  1216

β-Polyketone  1212
Polylactosamine chains  1157
Polymer(s). See also Proteins, Nucleic acids,

Glycogen
biosynthesis  993 – 996
catabolism  995

Polymerase(s). See DNA, RNA and other
specific polymerases

Polymerase chain reaction (PCR)  260, 261
Polymetaphosphate  3
Polymorphonuclear leukocytes  26

Polymyocystitis  1698, 1865
Polynucleotide(s) 199s, 226 – 228. See also

Nucleic acids, RNA, DNA
hybridization  255
hydrazine, reactions with  254
interactions with ions  218
light absorption properties of  1284
melting of  255
probes  255
rotational movements of bases, figure

217
triple-helical 226

Polynucleotide kinase  258
Polynucleotide polymerases  638
Polyol pathway  1131
Polyomavirus  247
Polypeptide(s) 56 – 59. See also Proteins and

Peptides
antibiotics  66
chemical synthesis  85
conformation of 59 – 61, 78
definition of  51
exit tunnel, ribosome  1687
torsion angles  59 – 62

Polypeptide loop through translocon  1724
Polyphosphates  302, 303, 976
Polyploid  1506
Polyprenyl (isoprenoid) compounds 946,

1227– 1266, 1230, 1231
biosynthesis  992
biosynthetic pathway, scheme  1228
chain length of  1230
polymerization of  712

Polyprenyl diphosphate synthases  1230
Polyprenyl synthases  1227
Polyproline  72, 73
Polyproteins  522, 628
Polyribosome  1708
Polysaccharide(s) 169 – 180, 994, 995

alternating, list of  170
of bacterial surfaces  179, 180
biosynthesis  994
catabolism of 1143 – 1153, 1169
chains, conformation of  170
lipid-dependent synthesis  1152, 1153
main linkages,  table  170
structural features of,  table  170
structure patterns  1150 – 1153
synthesis of 1143 – 1153

Polysialic acid  187
Polysome. See Polyribosome
Polysulfide, linear

from glutathione  1053
Polytene chromosomes  1507
Polyubiquitin  524
Polyunsaturated fatty acids

oxidation of  1059
Pompe disease  1145, 1171
P/O ratio  1041

in oxidative phosphorylation  1033,
1034

in respiration  1033
Porifera. See Sponges
Porins  65, 402, 411, 428

FepA  839
FhaA  839

Porphin(s)  843
Porphobilinogen  843s, 1399, 1399 – 1405,

1401s
Porphobilinogen deaminase  1400
Porphyrias  1403
Porphyrin(s)  843, 1399 – 1405

biosynthesis  742, 1401
chelate effect  310
tautomerism of  845

Porphyropsins  1328
Positron emission tomography (PET)  1806
Postganglionic fibers  1767
Postsynaptic density  1781
Postsynaptic membrane  1780, 1781
Postsynaptic potential  1763
Posttranslational modification of proteins

402, 521– 523
Potassium 206
Potassium ion(s)  31

activation of enzymes by  206
binding to tetraplex DNA  206
concentration in cells  206
effect on equilibria  297
replacement by proteins  206
in tissues  299

Potassium ion channel(s)  1769 – 1774
inactivation gate  1772
inward rectifying  (Kir) channels  1773,

1774
model of  1773
voltage-regulated  1772

Potential energy curves
graph  1280

Potential energy diagram  1289
Potentiometer  300
Poxvirus  247
ppGpp. See Guanosine polyphosphates
PQQ. See Pyrroloquinoline quinone
Preangiotensinogen  1261
Precalciferol  1257
Precursor activation  540
Prednisolone  1254, 1254s
Pregnenolone  1253, 1256s
Prenatal diagnosis  26
Prenyl diphosphate (pyrophosphate)  390s
Prenylation  402

of proteins  559, 1231, 1232
Prenyltransferases  712
Prephenate  485, 690s, 1422s, 1424

conjugative elimination  689
Prephenate dehydratase  1424
Prephytoene-diphosphate  1236, 1237s
Preproenkephalin A  1752
Preproinsulin  519
Prepro-opiomelanocortin  522, 1743, 1745s
Preproparathyrin  1750
Preprorenin  1261
Preproteins  519 – 522. See also Proenzyme(s)

peroxisomal  521
pre-rRNA precursor  1619
Presenilin-1, -2  1813, 1814, 1902
Presqualene alcohol diphosphate  1236, 1237s
Pressure jump method  468
Prestin  1801
Presynaptic membrane proteins  1780
Preterminal protein  1559
Pre-tRNAs  1646
Preuroporphyrinogen

(hydroxymethylbilane)  1400, 1401s
Primary adaptive immune response  1833
Primary cell wall

cellulose fibrils in  1149
Primary glomerulonephritis  1865
Primary hydration sphere  311
Primary kinetic isotope effect

for glucose-6-phosphate isomerase
592, 593, 693

Primary structure
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of nucleic acids  200 – 202
of protein  56

Primases  1552
Primer for fatty acid synthesis  990
Priming proteins  1551
Priming reaction in metabolism  507
Primosome  1544, 1552, 1558

assembly sequences  1558
micrograph  1556

Prion(s) 248, 1718, 1719
diseases  1718, 1812
protein (PrP)  1709, 1718

Priority sequence  42
Procapsid  366
Procarcinogen  1588
Processive mechanism

of α-amylase  606
Processivity factor  1549
Prochiral centers  478, 768

trigonal  480
Prochlorophytes  10
Procollagen  432, 432s, 1063
Procollagen peptidases  433
Proctolin  1760
Product inhibition  464, 475
Proenkephalin B  1752
Proenzyme(s), 519, 609, 1722. See also

Zymogen
of histidine decarboxylase  754

Proflavine  223s
Progenitor cells  1901
Progesterone  696, 1253, 1256s
Progestins  1252, 1253
Proglucagon  1749
Programmed cell death. See Apoptosis
Progress curve for enzyme-catalyzed

reaction  455
Proinsulin  519
Projection formula

Fisher  42
Newman  44

Prokaryotic cells
differentiation in  1890 – 1893
definition of  2

Prolactin  1745
Proliferating cell nuclease antigen (PCNA)

1562
Proline (Pro, P)  52s

biosynthesis of, scheme  1373
catabolism of  1374
in helices  69
reductases  753, 755
synthesis of  1374

Proline oxidase  1374
Proline rings, torsion angles  62
Promethazine  1809s
Promoter(s)

- 35 region  1608
eukaryotic  1631
Pribnow sequence  1607
sequences  1607
upstream activating region (UAR)

1608
Prontosil  473s
Proofreading

by enzymes  482
1,2-Propanediol  874s
β Propeller  67, 560, 764
2-Propene sulfenic acid  1408
S-1-Propenyl-L-cysteine sulfoxide (onions)

1408
Prophage state  1483

Prophase  1501
Propionate

catabolism  947– 950
conversion to oxaloacetate  950

Propionic acid, pKa value of  293
Propionic acid bacteria  725, 954

fermentation of lactate  970, 971
Propionyl-CoA  940, 950, 970

in branched chain formation  992
catabolism of  947– 950
carboxylation of  724

Propionyl-CoA carboxylase
deficiency of  949

Propionyl group  992
Propranolol  553s, 1791s, 1791
Prostacyclin(s)  557, 1206s
Prostaglandin(s)  565, 1193, 1757

effect on blood pressure  1262
metabolism of  1207, 1208
oxygenases in formation of  1057

Prostaglandin D2  1795, 1808, 1863
Prostaglandin D synthase  1186
Prostaglandin E2  1190s
Prostaglandin H synthases  1208
Prostaglandin PGE2  381s
Prostanoids  381, 1206

physiological effects of  1210, 1211
structures of  1206, 1209

Prostate gland, zinc content  680
Prosthetic groups  312, 719
Protamines  204, 239, 1531– 1535, 1894
Protease (proteinase)  609. See also

Proteosome
aspartic  621– 625
ATP-dependent  627, 628
in blood clotting  631– 634
cysteine  618, 619
in defense systems  628
E. coli  628
functions of  628
metallo-  625 – 627
multicatalytic  339, 525, 620
pH dependence of  616
serine. See Serine proteases
specificities, table  117
subsites of, nomenclature  617
substrate specificities  616 – 618
V-8, specificity  117
stereoelectronic effect  616

Protease inhibitors  622, 629 – 631, 1149
alpha 1  629, 631

Proteasome  523 – 525, 620, 627, 1728
20S  339, 341s
26S  340
electron micrograph  340

Protection mapping. See Footprinting
Protein(s)

absorption spectra  1284
amino acid composition  59, 115 – 123
anchors for  402
antioxidant, transcriptional regulation

of  1075
aromatic clusters  75
caloric value  283
charged groups in  101
chemical modification 79 – 81
classification of residues  79
compositions of specialized  59
constitutive pathway  1724
content

from nitrogen analysis  31
in tissues  31

cotranslational folding  1721
cotranslational processing  1721
covalent structure  57
crosslinking  79 – 81
crossover connections  74s
denaturants of  1021
disulfide crosslinkages  80
domains  74
elongation arrest  1722
engineering of  85
families  76
folding  1727
functional, formation of  1722
globular  59
growth factors  1753 – 1756
hydration of  50
hydrogen bonding of side chains  75
hydrogen bonds in  75
hydrolysis  116 – 118
idealized shapes  60
induction of synthesis  538, 539
intracellular degradation  523
isoelectric point  83
maturation  519
membrane  1723, 1724
methylation of  79
molecular mass  59
multienzyme complexes  348
nucleotide-binding domain  76
oxidation of  85
oxygen carrying 850 – 853
packing density of  75
pH, effects of  83
phosphoadenylation of  79
phosphorylation of  79
precursor  1722
prenylation of  1231, 1232
primary structure  56
processing of  519, 1720 – 1728
proteolytic degradation of  1728
regulated pathways  1727
repression of genes  538, 539
ribosomal  1677– 1681
salting in  101
secretion of  519, 520, 1720 – 1728
separation with ammonium sulfate

101
selenium-containing, table  825
side chain groups, reactions of  123 –

127
solubility  101
solvent, effects of  83
splicing  1716
sulfate esters of  79
synthesis rate  1708
thermostability  85
translocation through membranes

1722, 1723
translocation into organelles  1723
transport of  519 – 521
turnover  538, 539, 1720 – 1728
uptake  1019
water molecules in  76

Protein(s),  association
binding equilibria  350 – 352
dimerizing  350 – 352
interfaces  74
quaternary structure  332
regulatory subunits  348
subunits of  74, 332
tertiary structure  59
unsymmetrical dimerization  344
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Protein(s), conformational states
compact denatured state  82
conformational changes in  81
conformational substates  496
denaturation of  82
dynamic properties  81– 85
local unfolding  81
mobile defects in  496
packing defects  81

Protein(s), folding patterns   76, 77, 496, 497
α/α barrel  77
α/β barrel  77
architecture of folded  59 – 76
folding intermediates  82
folding of  81– 83, 518, 519
four-helix  71, 841
molten globule  82
motifs  367
β sandwich  64
secondary structure  63
seven-bladed β propeller  561
seven-helix  553 – 556
symmetry in  77
winged helix  243

Protein A  1839
Protein C  634
Protein coats of viruses  334
Protein concentrations, estimation of  102
Protein data bank  149
Protein disulfide isomerases  83, 659, 787
Protein-DNA interactions  266
Protein G  1839
Protein kinase  541, 656, 659

cGMP-activated  544
myosin light chain  1116

Protein kinase C  544, 564, 1204, 1753
Protein kinase, cAMP-dependent active site

657
Protein phosphatases  544, 646
Protein-protein interactions  1725
Protein S  634
Protein sequenators  118
Protein sequences from genes  119
Protein synthesis  3, 538, 539,  1669 – 1729

broken transcripts  1710
codon usage  1710
elongation  1672
elongation cycle, figure  1703
elongation factor EF-G  1705
errors  1709, 1710
eukaryotic initiation factors  1700 –

1702
genetic code expanded  1712
initiation of  1672, 1698 – 1702
initiation of, figure  1699
peptidyltransferase reaction  1704, 1705
peptidyl-tRNAs, lost  1710
polypeptide elongation  1702 – 1709
programmed frameshifts  1712
prokaryotic initiation factors  1700
read-through translation  1712 – 1714
release factors  1709
ribosomal frame-shifting  1712 – 1714
ribosome cycle  1698 – 1720
selenocysteine incorporation  1711
suppressor genes  1711, 1712
translation termination  1672, 1709
translocation  1672

Protein transport machinery, diagram  1018
Protein tyrosine kinases  544
Proteinase. See Protease
Proteoglycan(s)  181, 182, 1153 – 1160,

1884. See also Glycosaminoglycans
aggregates of cartilage  182
aggregation factor  1155
binding to proteins  1154
leucine-rich  1154
molecular architecture  182
modular  1154
terminal unit of polysaccharides  181

Proteolipid protein  1769
of myelin  401

Proteome  116
Proteomics  1729
Prothoracicotropic hormone  1760
Prothrombin  632, 821
Prothrombinase  631
Proticity  1038
Protista  18 – 22
Protocatechuate  1436s, 1438
Protocatechuate dioxygenase(s)  1057
Protofilament  1089
Protoheme(s)  844, 845s
Proton(s)

conduction, lateral  401
dissociation, diffusion-controlled  493
intramolecular transfer  693
inventory technique  493, 618

Proton electrochemical potential  1038
Proton pumps  1037– 1041. See also ATPase

ATP-driven  1045, 1046
in mitochondria  1038
stoichiometry of  1040

Proton transfer
coupled  493
Marcus theory  493
rates  492
ultra-fast  491

Protonmotive force  1038
in movement of bacterial flagella  1092

Proto-oncogenes  571– 576, 1907
Protoplast(s)  6
Protoporphyrin IX  1403
Protoporphyrinogen oxidase  1402
Protozoa  18 – 20
Provirus  248
Proximity factor in catalysis  495
Prozac  1793, 1793s, 1810
Pseudoazurin  884
Pseudo first order reactions  457
Pseudogene  1538
Pseudohermaphroditism  1254
Pseudoknot in RNA  231
Pseudomonad(s)  8, 688
Pseudomonic acid  1689s, 1691
Pseudorotation  212, 638
Pseudosubstrate of acetylcholinesterase  636
Pseudouridine  234s, 1620

synthases  1620
Pseudo vitamin B12  867
Psicose  164s
Psilocybine  1447, 1447s
Psoriasin  313
Psoriasis  316, 440, 1297, 1755, 1855
Psychiatric disorders, drugs for  1809
Psychotropic drugs  1798
PTEN  566
Pteridine  803

in hydroxylases  1061
ring system  802 – 804

Pteridophyta  29
Pterin(s)  802, 1460

biosynthesis, scheme  1461

coenzymes 802 – 813, 1061, 1062, 1071,
1072

metabolism  1460
structures  802 – 804

Puffballs  20
Pufferfish, genome  12, 1507, 1511
Pullulan  170, 175
Pulse fluorometers  1290
Purine(s)  199, 199s, 1443

catabolism of  810
free bases, catabolism  1458
nucleosides, catabolism  1458
nucleotide cycle  1456
nucleotides

biosynthesis, scheme  1455
catabolism  1458

oxidative metabolism  1459, 1460
salvage pathway  1456
synthesis, enzymatic  1454 – 1456

Purine bases
absorption spectra of  205
hydrogen-bonding possibilities  207
names of  203
pKa values of  204, 205

Purine hydroxylase  890
Purine nucleoside phosphorylase  1457
Purine salvage pathways, scheme  1457
Purkinje cell(s) 1767

diagram  1768
Puromycin  1687, 1689, 1689s
Purple acid phosphatases  658, 862, 863
Purple CuA center  883, 884
Purple membrane  1333
Purple photosynthetic bacteria  1306

cyclic photophosphorylation  1314
electron flow in  1313
reaction centers  1310 – 1314

Putidaredoxin  859, 1068
EPR spectrum of  860

Putrescine  363, 1380s
biosynthesis  1381

Pycnodysostosis  619
Pyochelin  838s
Pyramidal tract  1766
Pyranose rings  161, 162, 175. See also Sugars
Pyrazinamide  1194s
Pyrenoid  20
Pyrethroid  1788
Pyrethroid insecticides  1775
Pyridine

binding constants to metal ions  311
pKa value of  293
resonance energy  299

Pyridine nucleotide(s)  765
chemistry  779, 780
coenzymes 767– 780
content in mitochondria  1019

6-Pyridone(s)  780s
Pyridoxal  738
Pyridoxal phosphate (PLP)  121, 679, 737–

753, 740s. See also Pyridoxal phosphate-
dependent reactions

absorption spectrum  749
as active site label  124
amino acid reactions  740
in aspartate aminotransferase  57
as coenzyme, table  743
dependent enzymes, cyclization  741
enzymes, atomic structures  543, 605,

750 – 753
in glycogen phosphorylase  604
mechanism of action  740, 741, 751– 753
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NMR spectrum of  138
optical properties  749, 750
Schiff bases,  reactions of  699, 705, 742
transimination  741

Pyridoxal phosphate-dependent enzymes,
list  743

Pyridoxal phosphate-dependent reactions
741– 747

beta replacement  742 – 744
cyclization  741
decarboxylation  745
elimination  742
ketimine intermediate  745, 746
nonenzymatic models  737
racemization  741
side chain cleavage  745
stereochemistry of  749
transamination  741

Pyridoxamine  738
orange product with ninhydrin  121

Pyridoxamine phosphate (PMP)  741,
744s, 747

in biosynthesis of dideoxy sugars  1138
Pyridoxamine:pyruvate aminotransferase,

stereochemistry of  748
Pyridoxine (pyridoxol, vitamin B6) 305s, 738,

1463
microscopic dissociation constants  305
pKa values of  305
tautomerism  45

Pyridoxol phosphate  1464s
biosynthesis of  1464

ε-Pyridoxyllysine  750s
Pyrimethamine  805s
Pyrimidine(s)  199s, 1383

biosynthesis of 1450 – 1454
catabolism of 1450 – 1454

Pyrimidine bases
absorption spectra of  205
hydrogen-bonding possibilities  207
names of  203
pKa 

values of  204, 205
Pyrimidine nucleotides

catabolism  1452, 1453
synthesis of  1451, 1452

Pyrimidine ring
assembly of, scheme  1451

Pyrimidinodiazepine  1461s
Pyrite  1054
Pyrithiamin  731, 736
Pyrogen  1211
Pyroglutamate aminopeptidase  619
Pyroglutamyl group as N-terminus

in proteins  54, 522
Pyrophosphatases  515, 646, 976
Pyrophosphate (PPi) 508, 515

in adenylate system  302 – 304
hydrolysis of  976, 977, 994

Pyrophosphate esters
formation of  976

Pyrophospho group
transfer from ATP  660

Pyrophosphoric acid  99, 293
Pyrrole, resonance energy  299
Pyrrolidone  1382s
Pyrroline  1382s
Pyrroline carboxylate  1373s, 1374, 1374s
Pyrroloquinoline quinone (PQQ)  764, 765,

815
as coenzyme  815, 816

Pyrrophyta  20
Pyruvaldehyde  1588. See also Methylglyoxal

Pyruvate  506s, 510, 952, 1391
anaerobic cleavage  800
conversion to acetyl-CoA  962
decarboxylation, reversible  799
from Entner–Doudoroff  pathway  966
in fermentation reactions  962
formation of  960
uridylic acid, conversion to  978

Pyruvate carboxylase  711, 724, 952
control mechanisms  729
deficiency of  1144

Pyruvate decarboxylase  718, 734, 735
Pyruvate dehydrogenase  511, 735, 796 – 798,

797s
effect of insulin  571

Pyruvate:ferredoxin oxidoreductase  799
Pyruvate:flavodoxin oxidoreductase  1362
Pyruvate formate-lyase  799 – 801, 875
 Pyruvate kinase  656, 706, 962

equilibria by NMR  641
Pyruvate oxidase  734, 735, 799

active site  734
Pyruvate-phosphate dikinase  990, 1322

mechanism  990
reaction cycle, scheme  990

Pyruvic acid, pKa value of  293
Pyruvoyl groups in enzymes,  753 – 755

table  753
6-Pyruvoyltetrahydropterin  1460
6-Pyruvoyltetrahydropterin synthase  1460

Q
Q cycle  1028, 1040
Quanine quartet  208s
Quantosomes  1301
Quantum mechanical tunneling  494, 771, 848
Quasi-equivalence

of flagellin  1090
in oligomers  344
in virus coats  346

Quenching, of fluorescence  1291
Queosine
Quercitin  1214
Queuine  1621, 1388
Queuosine (nucleoside Q)  234, 234s, 1621
Quinaldic acid  1444, 1445s
Quinate  1423s
Quinic acid  1438
Quinine  1447s
Quinol oxidase  1025
Quinolinate  1445s

from aspartate  1446
Quinolinic acid  1446, 1798
Quinone(s) 815 – 822. See also Ubiquinone

and Plastoquinone
as electron carriers  819, 1019 – 1030,

1310 – 1314
Quinone methide  1433s
Quinone QA  1312
Quinonoid-carbanionic intermediate  741,

744s
from pyridoxal phosphate  743, 744s

Quinoproteins  815 – 818
copper  815

Quisqualate  1786s
receptors  1786

Quorum sensing  1891

R
Rab proteins  559, 1781
Rabies  247
Rabphilin  1781
Racemase(s)  284

amino acid  691, 692, 741– 743
aspartate  741
mandelate  691, 692
PLP-dependent  741– 743

Racemization
of amino acids  284, 741
of lens proteins  85

Rac protein  559
Radial projection

thick filaments  1102
Radicals, free. See Free radicals
Radioautogram (radioautograph, autoradio-

graph)  111
Radioautography  110, 1474
Radioimmunoassays (RIA)  110, 1849
Radioisotope  258
Radiolaria  18
Radius

collision  462
covalent 40, 41
van der Waals  40

Radixin  1119
Raf  578, 579
Raffinose  169, 1141
Raleigh scattering  1278
Ramachandran plot  60, 61
Raman spectra 1276 – 1280

of 1-methyluracil  1278
of proteins  1279

Ran  1503
Rancidity  1204 – 1206
Random coil conformation  69
Random order of binding  464
Rapamycin  488, 1217, 1691
Rapid equilibrium assumption  467
Rapid photometric methods  468
Rapid uptake mode  1047
Rapsyn  1781
Ras 577– 579

human c-H ras  560s
oncogenes (ras)  572, 576
P loop  559
protein superfamily  558

Rasmussen’s encephalitis  1865
Rates

of approach to equilibrium  458
of displacement reactions  589, 590
of enzymatic reactions  455 – 497. See

also Kinetics
of substrate binding  463

Rate constants  455
apparent first order  458
bimolecular  458, 462
prediction by Hammett equation  308,

309
Rate equation for enzymes  455
Rat liver, composition of  31
RCC1 (regulator of chromatin condensation)

1503
Reaction(s)

light-induced, ultrafast  1297
Reaction centers  1299 – 1301, 1310 – 1318

kinetics, equation  1312
photochemistry  1310
properties of, table  1313
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proteins, structure  1311
Reaction coordinate  482
Reaction rates, diffusion controlled limit  462
Reaction types in metabolism, 530

table of 526, 527
Reading frames in nucleic acids 236, 237
Rearrangement reactions  527, 530, 712
RecA protein  219, 1551, 1566, 1567

structures of  1566
RecBCD pathway

DNA recombination  1566
Receptor(s)  1, 553 – 563. See also Specific

receptors
acetylcholine  422
alpha adrenergic. See α-Adrenergic

receptors
autophosphorylation of  562
bacterial, for aspartate  561
beta adrenergic. See β-Adrenergic

receptors
coagonist  1787
on cell surfaces  479
down regulation of  571
for hormones 553 – 563
human adrenergic  555
LDL  1185
for surface proteins  407
seven-helix structures  555
scavenger  1185
VLDL  1185

Receptor theory  479
RecG  1568
Reciprocal plots

for kinetics of enzymes  460, 465, 472
Recognition domains in proteins  367
Recombinase  1566
Recombination

of DNA  1564
mechanisms 1564 – 1568
nonreciprocal  1568
site-specific  1564, 1570 – 1573
unequal crossing-over  1568

Recombination activating genes  1861
Recoverin  1231, 1331
Rectus configuration  42
Red blood cell. See Erythrocytes
Redox buffer  1035

system  980
Redox potential

within cells  767
of flavoproteins  767

Reduced flavins, reactions with oxygen  794
Reduced oxygen compounds, biological

effects  1072
Reducing agents for biosynthesis 978 – 982
Reducing equivalents from citric acid cycle

515
Reducing powers of redox couples  300
Reduction potential(s)

definition of  300
for sulfate  1056
table,  301

Reductive carboxylation system  984
Reductive pentose phosphate pathway  963,

984
Reductive tricarboxylic acid cycle  982
Reelin  1903
Reference electrode  300
Refinement of X-ray structure  136
Refolding of proteins  82
Refractive index  1275
Refsum disease  943

Regenerating substrate
for citric acid cycle  950 – 952
for pentose phosphate cycle  964

Regulation
of aspartate carbamoyltransferase  540
control elements in  535 – 537
of enzymatic activity 535 – 581
pacemaker enzymes  535 – 537

Regulators of G-protein signaling (RGS)  559
Regulatory cascade(s)  566, 567

monocyclic (scheme)  567
Regulatory subunits  348, 540, 541
Regulon  1612, 1613
Relative molecular mass (M

r
)

determination of 108 – 115
estimation by gel filtration  109
estimation by PAGE  109

Relaxation methods  468
Relaxation time

approach to equilibrium  458, 468
first order reactions  457

Relaxin  1748
Renin  621, 1261
Renin-angiotensin-aldosterone system

blood pressure regulation  1261
Renin-angiotensin system  1254, 1261
Reoviruses  248. See also front cover
Repair systems  16
Replacement vectors  1496
Replica plating  1478
Replication

of DNA. See DNA replication
editing  1580
fidelity of  1579
polymerases role  1579
of RNA bacteriophages  1623, 1624

Replication cycle. See Cell cycle
Replication factor C (RFC)  1562
Replication protein A (RPA)  1562
Replicative senescence  1906
Replicons  1561
Replisome  1544

structure  1556
Reporter gene products  1497
Repression of enzyme synthesis  536, 538, 539
Repressor(s)  76, 239, 1611

AraC  1613
Arc  1611
BirA (biotin)  1612
Cro  1611, 1622
of gene expression  539
ile  1612
lac  1611
lambda  1611, 1622
purine  1612
TetR  1612
of trehalose biosynthesis  1141
trp 1611
tyr  1612

Reserpine  1447s, 1448, 1789
Reservatrol  1439s
Resiniferatoxin  1800
Resistin  1005
Resolution (res) sites  1575
Resolvase  229, 1568

Tn3  219
gene  1575

Resolvase/invertase family  1572
Resonance 45, 46

energy values, table  299
in esters and amides  608

Resonance Raman spectroscopy  1279

of bacteriorhodopsin  1279
Respiration  300

aerobic  1013
anaerobic  1013, 1054 – 1057
history  1022
inorganic compounds as substrates

1051– 1054
Respiratory burst  1072 – 1074

mechanism of  1072
of neutrophils (to kill bacteria)  1072

Respiratory chain  783. See also Electron
transport chain

Respiratory control
of electron transport  1033
of phosphorylation  1033

Respiratory distress syndrome  386
Respiratory inhibitors, table  1021
Response elements  1633, 1634

cyclic AMP  1633
iron responsive element (IRE)  1635
serum  1634

Response regulator  1094
Resting potential of cell membrane  400
Restriction endonuclease(s)  249, 653, 1486

table  1487
types  1486

Restriction enzyme mapping  1488
Restriction fragment length polymorphism

(RFLP)  1500
Restriction fragments  1500
Restriction maps  260
Restrictocin  1686
Resurrection plant  168, 1143
Retention signal  521
R-Reticuline  1443, 1444s
Retina  1332, 1792

diseases of  1332, 1333
human, pigments  1328

Retinal  1241, 1243, 1325, 1329s
cis-Retinal  1241s
Retinal cycle

of mammalian rod cells  1332
Retinitis pigmentosa  1024, 1332
Retinoblastoma  1586
Retinoblastoma protein (Rb)  574, 580, 1907
Retinochrome  1332
Retinoic acid  1241, 1243, 1757
trans-Retinoic acid  1241s
Retinoids  1742
Retinol  1239s, 1241, 1242. See also Vitamin A

reactions of  1332
Retinol-binding protein  58, 1241
Retinoyl β-glucuronide  1241, 1241s
Retinyl esters

of fatty acids,  1241s
Retrieval signal KDEL  521
Retrograde axonal transport  1119
Retroposon  1538
Retrotransposons  1498, 1577
Retrovirus  248, 1498, 1651

forms of  1653
gene expression figure  1653
replication of, figure  1652

Reverse electron flow  1034, 1035
Reverse electron transport  1052
Reverse transcriptase  248, 257, 657,

1544, 1548, 1651
Reversed phase columns  103
Reversible chemical reactions  284

kinetics of  458
Rhabdoviruses  247
Rhamnogalacturonan  177, 1150
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Rhamnose (Rha) 165s, 180, 1138
Rheumatoid arthritis  627, 1211, 1855, 1865
Rhinovirus  247

icosahedral  344s
Rhizobium

lipopolysaccharides of  1161
Rhizopoda  18
Rhodanese  1409
Rhodophyta  22
Rhodopsin  1324, 1329, 1330

absorption spectrum  1326
schematic drawing  1325
sensory  1335
topology  1326

Rhodopsin kinase  1331
Rho family of G proteins  1148
Rho protein  558
Ribavirin  1655s
Ribbon drawings (example)  64
Ribitol, conformation  44
Ribitolteichoic acids  431s
Riboflavin  721, 766, 783s, 1463s

absorption spectrum  781
biosynthesis of  1462, 1463
fluorescence  783
light sensitivity  783
nutritional requirement  756, 783
properties of  783

Riboflavin 5'-phosphate (flavin mononucle-
otide, FMN)  513, 765, 780, 781s

Ribokinase  1130
Ribonuclease  264, 647, 648, 1552

fungal  648
pancreatic, diffusion constant of  461
refolding of  82

Ribonuclease A
in-line mechanisms  647
mechanism of catalysis  647
NMR spectra of  647
pKa values of  647
reaction mechanism  648
sequence of  647
X-ray structural studies  647

Ribonuclease H  1548, 1563
Ribonuclease HI  1551
Ribonuclease P  649 – 652
Ribonuclease S  647
Ribonucleic acid. See RNA
Ribonucleoprotein domain  244
Ribonucleotide reductase  863 – 865

active site  865
cobalamin dependent  871
enzyme-activated inhibitors  864

Ribose 1, 5-bisphosphate
in brain  545

Ribose 5-phosphate
in biosynthesis  965

Ribose 5-phosphate isomerase  693
D-Ribose (Rib)  162, 163s, 200s
Ribosomal proteins  1677– 1684

table  1677
Ribosomal RNA  1673 – 1678

processing of  1619, 1620, 1638 – 1641
Ribosomal RNA genes

transcription of, micrograph  1639
Ribosomal subunits  1673

30 S and 50 S  1673
Ribosome(s)  3, 5, 11, 233 – 235, 1669 – 1729.

See also RNA
active sites in  1686, 1687
assembly map  1682
assembly of  1681– 1684

bacterial, structure of  1670
chemical activity  1677
composition of, table  1672
decoding center  1672
discovery  1474
eukaryotic, composition  1672
eukaryotic proteins  1684
exit (E) site  1673
formation, figure  1638
GTPase activating center  1672, 1687
peptidyltransferase site  1687
programmed  1700
recycling factor (RRF)  1709
regulatory mechanisms  1715 – 1720
70 S  1673
structure of  233, 234, 1673 – 1687
synthesis rate  1708
three-dimensional structure  1671, 1682

Ribosylthymidine (Thd)  203
Ribosylthymidine 5'-phosphate (Thd-5’P)

203
Ribothymidine  234

of tRNA  231
Ribothymidylic acid residue  813
Ribozyme(s) 239, 649 – 652, 1646

artificial  652
hairpin  649, 651s
hammerhead  649, 651
leadzyme, 651s

Ribulose  164s
Ribulose bisphosphate  707s, 984
Ribulose bisphosphate carboxylase (Rubisco)

549, 706 – 710, 708s, 986, 1319
carbamoylation of  707
mechanism, scheme  709
spinach, active site  708

Ribulose monophosphate cycle  985
Ribulose 5-phosphate  964s, 984, 986s
Rice, genome  12, 1512

genetic engineering  1240, 1518
Ricin  186, 1679, 1685, 1686
Ricinoleic acid  381, 381s
Ricinoleoyl-CoA  1188s
Rickets  421, 721, 1257

X-linked hypophosphatemic  625
Rickettsias  7
Rieske iron-sulfur protein  860, 1027, 1029
Rifampicin  1618
Rifamycin  1217, 1616, 1618
Right-left axes  1899
Ring conformations  332 – 337

boat  598
half-chair  598

Ring current  139
Ring formation, terminating chain growth

992
Ritalin  1796, 1809s
Riubisco activase  707
RNA  5, 230 – 236, 1474. See also Transcription

acceptor-TψC-minihelix  1692
alternative splicing factor  1647
antisense  237, 1518, 1559, 1614
aptamers  235
in bacteria, transcription of  1603
bacterial, processing of  1619
base composition of  239
binding proteins  243
capping  1624
conformational properties of  1638
content in tissues  31
density gradient centrifugation  101
double-stranded  1508, 1640, 1847, 1869

editing of  1624, 1648, 1649
electrophoresis  249
extraction of  249
forms of, table  232
Gibbs energy of formation  210
guide (gRNA) 1560, 1615, 1620, 1648
heterogeneous nuclear (hnRNA)  1624
hydrolysis of  249, 251
long terminal repeats  1651
loops and turns   210s, 230
methylation  1624
miRNAs  1640
modification of  1648, 1649
polyadenylation  1624
primers  1544
pseudoknot  230

figure  231
rate of synthesis  1607
ribosomal  1619. See rRNA
self-splicing   649, 650

figure  1642
sequence determination  260 – 266
snoRNAs (small nucleolar)  1640
snRNAs (small nuclear)  1640
splicing factors  1647
splicing of  1642 – 1648

figure  1647
stem-loop structures  1638
synthesis, control of  1608
three-dimensional structure  1679
transcription of, 1603 – 1657
transfer. See tRNA
viral, in bacteria  1622
in X-chromosome inactivation  1895

RNA bacteriophages
replication of  1623

RNA interference  1640, 1869
RNA ligase  1646
RNA polymerase(s) (RNAPs) 657, 1544, 1547

bacterial  1607
binding sites  1631
eukaryotic  1626, 1627s
sigma subunit  1607
transcription bubble  1609
zinc in  680

RNA-protein interactions  1681– 1684
RNA viruses  1714, 1715

replication of  1650 – 1657
RNase H  1651
RNase P  1620
RNase T1  648
RNA world  235
Rocky Mountain spotted fever  7
Rod cells of eye  390, 1324

diagram of  1325
retinal cycle of  1332

Rod-cone dystrophy  1332
Root growth hormones  1762
Root hairs, dimensions of  30
Roseoflavin  788, 789s
Rossmann fold. See Nucleotide-binding

domain
Rotamases  488
Rotary diffusion constant  463
Rotation of molecules  462, 463
Rotational barrier  44
Rotational catalysis

ATP synthase  1044
Rotational energy of molecules  1276
Rotational strength  1286
Rotenone  1021s, 1027

inhibition of electron transport  1020
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Rotifers  24, 25
Roundworms (Nematoda)  24. See also

Caenorhabditis elegans
Rous sarcoma virus (RSV)  1651
Rowing hypothesis, of muscle contraction

1104, 1111
Rp (phosphorylation state ratio)  303, 1039
R plasmids  1559
rRNA (ribosomal RNA)  5, 230, 233s, 1673 –

1677
chemical modification  1673
comparative sequence analysis  1676
crosslinking  1673
gene clusters  1539
genes for  1539
phylogenetic comparisons  1676
processing of  1640
pseudogenes  1539
5S, processing of  1641, 1642
5S, three-dimensional structure  1680
16S, central domain  1681
16S, 3' domain  1684
16S, 5' domain  1681
16S, secondary structure model  1674
23S  1684
structural domains of 5S  1677
structural domains of 16S  1676
structural domains of 23S  1676
structure of 23S – 28S  1678
three-dimensional structure  1674

RS notation
for configuration 42
for trigonal centers  480

Rubber  1231
Rubber elongation factor  1231
Rubella  247
Rubidium  31
Rubisco. See Ribulose bisphosphate

carboxylase
Rubredoxin(s) 858s, 859, 1068

Fe-S cluster 857s
Ruhemann’s purple  121s
Rumen

propionic acid bacteria in  970
fermentations, products of  947

Ruminant animals, propionate as energy
source  947

Rusticyanin  883
Rusts  20
Rutin  1214
RuvC  1568
Ryanodine receptors  314, 422, 564, 1115

cryo-electron micrograph  1114

S
Saccharin  1800s
Saccharomyces cerevisiae

figure  20
genome  12, 20
mating type  1576, 1880

Saccharopine  1385, 1386s
SAGA HAT  1626
Salicin  1440, 1440s
Salicylic acid  1438, 1439s, 1762
Salmonella  7, 1880

PEP carboxylase in  711
serotypes  180

Salt bridges  47
of hemoglobin  357

Salting in/out of proteins  101
Salvarsan  597s
SAM. See S-Adenosylmethionine (Adomet)
Samuelsson, Bergt I.  84
Sandhoff disease  1170, 1171
β Sandwich  64
Sanfilippo disease  1170, 1171
Sanger, Frederick  83, 84, 118, 262
Saponins  1265
α-Sarcin  1686
Sarcin/ricin (SR domain)

of 23S RNA  1679
Sarcodina  18
Sarcoglycans  1112
Sarcolemma  1096
Sarcomas  573
Sarcomere

model  1100
structure of  1097

Sarcoplasm  1096
Sarcoplasmic reticulum  1098, 1114
Sarcosine  1399
Sarcosine oxidase  1399
Sarcosomes  1096
Satellite tobacco necrosis virus  247
Saturation in binding  326
Saturation curve(s)  326 – 331, 458 – 461,

475 – 477
hyperbolic  326
sigmoidal  326

Saturation fraction
definition of  326
for cooperative processes  331

Savants  1805
Saxitoxin  1769, 1770s, 1775
Scaffolding proteins of viruses  1559
Scanning mutagenesis  402
Scanning tunneling microscope  131
Scatchard plot  327
Scavenger receptor  1185, 1251
Scenedesmus  22
Schiff base(s)  121, 752, 1328, 1329

in aminotransferases  750
of pyridoxal phosphate  742
of pyridoxal phosphate,  740s, 742, 748,

750 – 753
reduction of

by borohydride  124, 679
Schistosoma  24
Schistosomes  1866

protease inhibitors  622
Schistosomiasis  24, 222
Schizophrenia  1810, 1811
Schizophyllan  170, 174
Schizosaccharomyces pombe  1115, 1891
Schwann cells  390, 1763
Sclerenchyma  30
Scleroderma  1538, 1641, 1865
Scorpion(s)  24

toxin(s) 1770s, 1775
Scrapie  248, 1718
Screw-sense isomer of ATP complexes  643
Scurvy  721, 1066
SDS electrophoresis  111
SDS-polyacrylamide gel electrophoresis

(SDS-PAGE)  106
of erythrocyte ghosts, figure  404

Sea anemone toxins  1775
Sea cucumbers  25
Sea snake venom  1775
Sea squirts. See Tunicates
Sea urchin  25

genome  12
Seasonable affective disorder (SAD)  1810
Second Law of Thermodynamics  284, 285
Second messengers  553

calcium ions  555
cyclic ADP-ribose  555
cyclic AMP  555
cyclic GMP  555
diadenosine 5' tetraphosphate  555
guanosine 5' diphosphate,

3-diphosphate (ppGpp)  555
inositol-1,4,5 trisphosphate  555
for insulin  569 – 571
Mn2+  555
table of  555

Second order reactions  458
Secondary immune response  1833
Secondary kinetic isotope effect  592, 600

on fumarate hydratase  684
Secondary plots for kinetics of multisubstrate

enzymes  465
Secondary structure  63

of a protein  63
Secretase(s)  1813
γ-Secretase  1900
Secretin  1749
Secretion gene (Se)  185
Secretion granules  10, 14
Sedimentation constant  100, 109

of nucleic acids  112
of proteins  112

Sedimentation equilibrium  108
Sedimentation velocity  108
Sedoheptulose  164s, 1320
Sedoheptulose 7-phosphate  964, 965
Seeds  30, 1904, 1905
Segmentation genes  1900
S-Selanylcysteine  893
Selectins  187, 188, 1883
Selector genes  1900
Selenium  1894

in enzymes  822 – 827
metabolism of  827
proteins, incorporation into  827, 1711,

1712
in proteins, table  825

Selenocysteine  237, 823, 824
in hydrogenases  878

Selenocysteine lyase  746
Selenoprotein P  824
Selenoprotein W  824
Self-assembly of macromolecules  332
Self-splicing RNA  1643
Seliwanoff’s reagent  167
Semaphorins  1903
Semiconductor nanocrystals  1294
Semidehydroascorbate  1064
Seminalplasmin  1750
Semiquinone radicals of flavins  792, 794
Sensitivity coefficient  537
Sensor kinase/response regulator systems

545
Sensor-response regulator pairs  1614
Sensory neuron (afferent fiber)  1766
Sensory rhodopsins (phoborhodopsin)  1335
Separations of compounds 98 – 108

by chromatography  100 – 106
by partition  102, 103

Sephadex, gel networks of  175
Sepiapterin  803, 804s, 1460
Septal ring  1890
Septate desmosomes  29
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Septum  5
Sequence(s)

of amino acids  57, 118, 119
of nucleic acids  260 – 265, 1507– 1517

Sequencing primers  260
D-Serine  1787, 1793
L-Serine (Ser, S)  52, 53s, 808, 1397– 1405

biosynthetic pathways from  1397, 1398
metabolism of, scheme  1398
as nucleophile  609, 610
pKa value of  487

Serine carboxypeptidases  610
Serine dehydratases  688, 742
Serine hydroxymethyltransferase  745, 1398

quinonoid intermediate  750
Serine pathway

one-carbon compound assimilation,
scheme  986

Serine proteases  609 – 618
acyl-enzyme intermediates  610
carboxypeptidase  609, 625
catalytic cycle  613 – 616
catalytic triad  614
chymotrypsin  66, 457, 477, 609
oxyanion hole  614, 615
papain  618
pepsin  456, 621
specificities  117
thrombin  632
trypsin  66, 116, 457, 609

Serine O-sulfate  739
Serotonin (5-hydroxytryptamine)  744, 1444,

1447s, 1782, 1792, 1793, 1793s, 1803, 1809
Serotonin N-acetyltransferase  1807
Serotonin receptors  1793
Serpins  629
Serum albumin  58
Serum amyloid A  1850
Serum response factor  578
Sesquiterpenes  1234 – 1236
Severe combined immunodeficiency disease

1867
Sex determination  1893
Sex factor  249. See also F agent
Sex hormones  1252 – 1260
SH2 and SH3 domains  367, 580
SH2 • phosphopeptide complex  368s
Sharp, Phillip A.  84
Shc  579

as adaptor protein  570, 577
definition of  577

β Sheet, properties of  64
Shells, mineral  440, 441
Shiga toxin  1685
Shigella  7
Shikimate  1422s, 1423s, 1424, 1424s
Shikimate pathway 1421– 1423, 1438

enzymes of  1423, 1424
scheme  1422

Shikimate 3-phosphate  687s, 1424s
Shikimic acid  1421s
Shine–Dalgarno (SD) sequence  1699, 1700
Shuttle vehicles  1497
Sialic acids  165s, 183, 546, 1157. See also N-

Acetylneuraminic acid
biosynthesis of  1130

Sialidase  186
Sialidosis  1171
Sialuria  1172
Sickle cell disease  16, 359, 360
Side chains packing  75
Siderophilins  840

Siderophore(s)  838, 838s
chelate effect  310
receptors  839

Sieve plates  30
Signal peptidase  522, 620
Signal recognition particle (SRP)  520, 1721
Signal sequences  519
Signal transduction (signaling)  1, 427, 553 –

571
Signature sequences  1550
Silaffins  178, 1381
Silencing of genes  1624, 1625, 1741– 1801,

1881
Silica gel, use in separation  103
Silica skeleton

of radiolarian  178
Silicon

in biological  cross-linking  178
biological functions  178

Silicon dioxide in “shells” of diatoms  21
Silk  67

β structure in  63
fibroin, composition of  59

Simian virus 40 (SV40)  244
Sin3  1626
Sinapate  1439s
Single carbon compounds

in metabolism  808 – 813, 985, 986
table, according to oxidation state  808

Single molecules, observation of  1108 – 1110
Single-strand binding protein  1549
Singlet oxygen  856, 1074
Singlet excited states  1282
Sinigrin  1142s
Sinister configuration  42
Siomycin  1691
Sirenin  1235s
Siroheme  794, 845, 845s, 861, 1056, 1367
sis, v-sis  571, 572  576
Site-directed mutagenesis. See Mutation:

directed
Sitostanol  1249
Sitosterol  1246, 1248s
Sizes of atoms, table 41
Sjögren syndrome  1865
Skewness  1282
Skin 439, 440

color  1435
Skunk cabbage  1048
S-layers of bacteria  431
Sleep, rapid eye movement (REM)  1808
Sliding clamp  1549
Slime molds  1892. See also Dictyostelium

discoideum
Slow reacting substance of anaphylaxis

(SRS-A)  1210
Slow-twitch muscle fibers  1096
Sly syndrome (MPS VII)  1171
SMADs  1632, 1634, 1899
Small nuclear RNAs  (snRNAs)  1640, 1641
Small nucleolar RNAs (snoRNAs)  1640, 1641
Smell  1798, 1799
Smith degradation of carbohydrates  190
Smoluchowski equation  461, 462
Smooth (involuntary) muscle  1098, 1767

fiber, structure  1097
latch state  1117
regulation of  1117

Sm proteins  1640
SNAPS  521
SNAP-25  1779
SNARE proteins  521, 1778, 1779

Snell, Esmond  737
snRNP particles  1640
Sodium arsanilate  597s
Sodium borohydride

action on aldoses and ketoses 167
radioactive  679

Sodium borotritide  190
Sodium dithionite  767
Sodium dodecyl sulfate  82s
Sodium ion  31, 206

concentration in cells  206
Sodium ion channel(s)  421, 1769, 1781

of electric eel  1769
gating current  1771
image of  1771
map of  1771

Sodium-potassium pump  423
Solanesyl diphosphate  1231
Solanidine  1265, 1265s
Solubility

of proteins  101
separation by  101

Somatic cell fusion  1508
Somatic motor system  1767
Somatomedins. See Insulinlike growth factors

(IGF)
Somatostatin  1746, 1747s, 1795
Somatostatin cell  1046
Somatotropin  1745
Sonication (sonic oscillation)  98
Sonic hedgehog protein  1903
Sorbitol  164, 196, 774, 1131

pathway  1129
Sorbose  164s
Sorghum  1442
Sos  579

definition of  577
as exchange protein  578

SOS signal  1583, 1622
Southern blots  260
Southern corn leaf blight  1904
SoxR protein  1075
Soybean lectin  186
Sp1  1628
Space groups  133, 332
Sparsomycin  1689s
Specific activity of an enzyme  457
Specific immunotherapy  1863
Specific rotation  1286
Specificity of enzymatic action  478 – 482
Spectinomycin  1691
Spectra

derivative  1285
difference  1285

Spectrin  313, 405
Spectrophotometer, dual wavelength  1020
Spectroscopy

energy-selective  1293
matrix isolation  1293

Spemann’s organizer  1899
Sperm-activating peptide (speract)

1753, 1760, 1895
Sperm receptors  187, 1895
Spermatozoa

development  1894
metabolism of  1131

Spermidine  204, 363, 1380s
interaction with DNA  218

Spermine  1380s
biosynthesis  1381
interaction with DNA  218

S-phase promoting factor (SPF)  1563
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S-phase of cell cycle  579
Spherocytosis  405
Spheroplast  6
Sphinganine (dihydrosphingosine)  388s,

1202, 1203s
Sphingoglycolipids  388
Sphingolipid(s) 388, 389, 1202, 1758

metabolism, scheme  1203
structures of  389
synthesis, scheme  1203

Sphingolipidoses  1170 – 1172
table  1171

Sphingomyelin(s)  389s, 1202, 1203s
Sphingomyelinase  1171
Sphingophospholipids  383, 388
Sphingosine (sphingenine)  388s, 1203s, 1397

biosynthesis of  745
Sphingosine 1-phosphate  578
Sphingosylphosphocholine  422
Spicules  23
Spiders  24, 67
Spin decoupling. See NMR spectroscopy
Spinach (Spinacia oleracea)

composition of  31
ribulose bisphosphate carboxylase in

706
Spindle  1121, 1502

assembly checkpoint  580, 1503
Spin labels  398, 399
Spinobulbar muscular atrophy (SBMA)  1516
Spinocerebellar ataxias (SCA)  1516
Spin-orbit coupling  398
Spin-spin interaction. See NMR spectroscopy
β Spiral  74
Spiramycin  1690
Spirillum, definition of  6
Spirochetes  7
Spirogyra  21
Spliceosome  1640, 1647
Sponges  23

aggregation factor  1155
species-specific reaggregation  187

Spongin  23
Spo0F  1614
Spore(s), bacterial  8
Sporophyte form of fern  18
Sporophytic phase of plants  1904
Sporozoa  19
Sporulation of bacteria  1891
Squalamine  1266, 1266s
Squalene  1231, 1236s, 1237s, 1244

conversion to cholesterol  1244
cyclization to cycloartenol  1245
cyclization to lanosterol  1245
formation of  1236, 1237

Squalene 2,3-oxide  1244
Squid  24
v-src, src  572
Src, definition of  577
SRP receptor  520, 1721
SSB  1550
Stachyose  169, 1141
Standard electrode potential  300
Standard states  286
Starch  172, 173s

biosynthesis of  1130, 1143 – 1146
Starch granules  10

electron micrographs  172
layered structure  173

Starch-hydrolyzing enzymes  605 – 608
Starch-iodine complex  174s

helical structure  173

Starfish  25
Startle disease  1789
STAT (signal transducer-activators of

transcription)  1632, 1634, 1847
State, thermodynamic  281
Statherin  442
Statine (Sta)  623s
Stationary phase of growth curve  470
Statistical effects

in binding  328, 329
Staufen protein  1898
Steady state  1, 289

approximation  459
Stearic acid  380s, 381
Stearoyl ACP desaturase  863, 863s
Stellacyanin  883
Stem, section of, figure  31
Stem cells  1881, 1885 – 1888

embryonic  1886
hematopoietic  1886
mesenchymal  1886
neuronal  1886
pluripotent  1833
replication control  1887

Stentorin  1336
Stercobilin  1404
Stereochemical numbering system  480
Stereochemical studies

using chiral acetates  704, 705
Stereochemistry

of chorismate formation  689
of enzymatic reactions  111, 478 – 481
of phosphotransferases 642, 643
of pyridoxal phosphate-requiring

enzymes 747– 749
Stereocilia  370, 1801
Stereoelectronic control  598
Stereoelectronic effect

in enzymatic catalysis  495
in proteases  616

Stereospecificity
of dehydrogenases  768 – 775
prochiral centers  478
Stern-Volmer equation  1291

Steroid(s)  1227
antibiotic  1266
compounds  1243 – 1252
hormones  536, 1252 – 1265, 1742

biosynthesis, scheme  1256
plant, biosynthesis of  1248
toxic, structures  1265

Steroid receptor family  1263 – 1265
proteins of, table  1264

Steroidogenic acute regulatory protein  1252
Sterol(s) 389, 1243

biosynthesis of 1244 – 1246
oxygenases in formation of  1057

Stickland reaction  1374
Stigma  20
Stigmasterol  1246
Stigmatellin  1029
Stilbenecarboxylic acid  1214, 1215s
Stilbenes  1217
STM image of glycogen  174
Stoichiometric dissociation constant  305
Stokes-Einstein equation  461
Stokes radius  109
Stomach oxyntic gland, diagram  1046
Stomach ulcer  187
Stomata  30
Stop (termination) codons  236, 237, 1709,

1714, 1715

Stopped flow technique  468
Strand exchange proteins  1566
Stratum corneum  439
Strecker degradation  121
Strength of binding. See Formation constants,

Dissociation constants, Gibbs energy
Streptavidin  728
Streptidine  1139s
Streptococci, group A  1167
Streptogramins  1690
Streptolydigin  1618
Streptomycin  1139s, 1164, 1194, 1690, 1703

biosynthesis of  1139
inactivation of  1140

Stress-prone pigs  1115
Stress proteins  518, 1635, 1636
Striatum  1765
Stringent response  1608, 1715
Stroma  1301
Stromelysins  627, 1249
Strontium  19
Structural domains, table  367
β Structure  78

hydrogen bonds in  61
of proteins  61– 68
in small peptides  66
twist in  63, 64

Strychnine  1788s, 1789
Stuart factor  632
Styrene, resonance energy  299
Suberin  1196, 1441
Submitochondrial particles  1020
Substance P  1750, 1795
Substituent constants

in Hammett equation  308
table  308

Substitution reactions. See Displacement
reactions

Substrate
definition of  332
primary, for catalytic cycle  950
regenerating, for catalytic cycle  950

Substrate binding
rate of  463
unequal  349, 350

Substrate cycles  567
in biosynthesis  1000

Substrate level phosphorylation
in fermentation  966

Substrate saturation
of an enzyme  457

Substrate specificity
of chymotrypsin  616
of serine proteases  616
of trypsin  617

Substrate surrogate  463
Subtilisin  610

active site  612
Subunits in protein structures  74
Succinate  478s

binding constants to metal ions  311
Succinate dehydrogenase (succinic dehydro-

genase)  478, 766, 785
Succinate-ubiquinone oxidoreductase

(Complex II) 1021, 1027
Succinic acid  99, 330. See also Succinate
Succinic semialdehyde  958
Succinimide

racemization  85
Succinimidyl group  84
Succinylacetoacetate  1431s
O-Succinylbenzoate  1428, 1429s
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Succinyl-CoA  970
formation of GTP  950

Succinyl-CoA– acetoacetate CoA transferase
ping-pong mechanism  662

Succinyl-CoA synthetase  661
Succinyl-CoA  516s
O-Succinylhomoserine  746s

conversion to cystathionine  746
Sucrase (invertase)  1140
Sucrose  167, 168s

biosynthesis  1140
in dextran synthesis  1152
as glucosyl donor  1152
properties of  168, 169, 1140
as transport sugar  1140

Sucrose-fructose exchange  595
Sucrose phosphorylase  595
Sugar(s) 161– 167. See also Monosaccharides,

Oligosaccharides
catabolism of  960 – 966
configurations of  163
covalent hydrate 162
in lipids  380
metabolism of 1129 – 1140

Sugar isomerases  526
Sugar nucleotide(s)

interconversions, scheme  1129, 1130
Sugar phosphates

interconversions  508
Sugar rearrangement system

of pentose phosphate pathway  963
Sugar transporters

fructose  416
glucose  416
SGLT1 (Na+ dependent)  417

Sulfanilamide  473s, 720s
acetylation of  720

Sulfatase(s)  526
Sulfate

as inorganic oxidant  1051
reduction potential for  1056

Sulfate esters
in proteins  79

Sulfate-reducing bacteria  1056, 1057
Sulfatides  388
Sulfide

oxidation by Thiobacillus  1052 – 1054
3-Sulfinylpyruvate  1408
Sulfite  1408

oxidation by Thiobacillus  1052 – 1054
Sulfite oxidase  847

family  890
Sulfite reductase(s)  794, 861, 861s, 1056
Sulfo derivative, active  975
Sulfogalactosylglycerolipid  387s
Sulfolactaldehyde  1138s
Sulfolipid  387, 1406
Sulfometuron methyl  735s
Sulfonamides  473, 473s
Sulfonolipids  388
Sulfonylureas  421, 1393

receptor  421
6-Sulfoquinovose  165s, 1138s, 1406

biosynthesis  1138
Sulfotransferases  526, 659
Sulfur

chain molecules of  1053
compounds of garlic  1408
compounds of onions  1408
compounds of skunks  1408
metabolism  1406
oxidation by Thiobacillus  1052

Sulfur-35, properties of  110
Sulfur displacements 659
Sulfur-oxidizing bacteria  1052 – 1054
Sulfur-reducing bacteria  1056, 1057
Sulfuraphane  1409, 1409s
Sumatriptan  1793, 1793s
Summer, James B.  83
SUMO  1583, 1626
Superantigens  1857
Supercoiling, energy of  221
Supercritical fluid chromatography  103
Superhelix  70
Superhelix density in DNA  221

effect of intercalation  223
Superoxide anion radical  794, 826, 850, 851,

1059, 1060, 1072 – 1074
reaction with FADH

2
  529, 1060

redox potential  1072
Superoxide dismutase(s)  866, 884, 1059, 1074

in ALS  1075
copper, zinc  884
β-cylinder in  78
inhibition by  1059
mass spectrum  113, 114
superoxide, damage from 1074
zinc in  680

Suppressor genes  1480, 1481
Suprafacial transfer of protons  696
Surface plasmon resonance  122
Surfactant system of the lungs  386
Surfactin  54s
Sutherland, Earl W., Jr.  84
Suzukacillin  414
Svedburg, Theodor  83
Svedberg equation  109
Svedberg units  100
SW1/SNF  1626
Switch helix  1704
Symbiotic relationship  17
Symmetry  133, 134, 338 – 348

cubic  342 – 344
dihedral  338
space groups  133

Sympathetic nervous system  1767
Synapse(s)  29, 1762, 1777– 1782

chemical changes in  1803
cholinergic, inhibitors of  1783
depolarization of membrane  1777
depression (habituation)  1803
diagram  1763
electrotonic  29, 1765, 1782
glutamatergic,  1778s
immunological  1781
potentiation (facilitation)  1803
proteins of  1778
retrograde messenger  1804
schematic drawing  1764
synaptic plasticity  1803
vesicle cycle  1777, 1778
vesicle proteins, table  1780
vesicles  1779

Synaptic cleft  1763
Synaptic junctions, micrograph  1764
Synaptic knobs (boutons)  1763
Synaptic vesicles  1762
Synaptobrevin (VAMP)  1778, 1779
Synaptonemal complex  1505
Synaptophysin  1781
Synaptotagmin  1778, 1780
Synchrotron radiation  137

as X-ray source  134
Syn conformation of nucleosides  211, 212

Syncytium  1898
Syndecan  1154
Synemin  370
Synpolydactyly  1516
Syntaxin  1778 – 1780
Synthesis, light directed  1298
Synthetic probe for nucleic acids  257
Syntropism  1423
α-Synuclein  1812
System, thermodynamic, definition of  281
Systemic acquired resistance  1440, 1762,

1869
Systemic amyloidoses  1719
Systemic lupus erythematosus  1864
Systemin(s)  1762

T
T4 DNA polymerase  1491
T4 endonuclease V  1582
T4 polynucleotide kinase  1491
Taft equation  309

table of constants  308
Tagatose,  164s
Tailspike protein

of bacteriophage  66s
Talin  406
Talose (Tal)  163s
Tamoxifen  575, 1263, 1263s
Tangier disease  1251
Tannins

condensed  1438
hydrolyzable  1438

T antigen  1562
TAP (transporter associated with antigen

processing)  1723, 1856
Tapetum  680

zinc in  680
Tapeworms  24
Taq polymerase  260
Tartaric acid  43s

configuration of  43
Tartronic semialdehyde  959s, 960
Taste  1799
Tat pathway  1723
TATA-binding protein  1628, 1629

ribbon drawing  1629
TATA sequence  1628, 1725
Tau protein  372, 1812, 1814
Taurine  1407, 1408, 1793

chloramine from  1073
Taurocholic acid  1251, 1252s
Tautomerases  692
Tautomeric catalysis  490, 491
Tautomeric ratios  45, 305
Tautomerism  45, 46

in amides  45
in base pairing  211
of cysteine  306
equilibrium constant  45
in imidazole group  46
in 1-methyluracil  307
microscopic dissociation constants  305
of nucleic acid bases  204, 205, 211
oxo-enol  45
of papain  306
of porphyrins  845
of pyridoxine  305

Taxol  371s, 1236
Tay-Sachs disease  1170 – 1172
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T cell. See Lymphocytes
T-cell receptors  1851

gene organization  1860
Teeth  440, 441, 442

diagram of  442
Teichoic acids

biosynthesis of  1166
in cell walls  431

Teichuronic acids
biosynthesis of  1166
in cell walls  431

Telomerase  1548, 1560
Telomeres  208, 1538

DNA in  227
maintenance  1906
synthesis, figure  1561

Telophase  1501
Temperature  283, 284

units of  283
Temperature jump method  468
Tenascin  409, 1154
Tendons, development of  1901, 1902
Tensin  407
Tenuin  407
Terbium  1292
Terminal bars  29
Terminal deoxynucleotidyl transferase  1491,

1861
N-Terminal nucleophile hydrolases  620, 621

autoactivation of  621
Terminal protein (phage)  1559
Terminase (viral)  1558
Termination factors (ribosomes)  1673
Termites, protozoa in  19
Terpenes  1227, 1232 – 1237, 1443

functions  1232
Terpin  1233s
α-Terpineol  1232, 1233s
Tertiary structure of a protein  59
TES buffer  99
Testes-determining factor  1893
Testican  1154
Testosterone  696, 1254 – 1260, 1256s
Tetanus toxin  1776
Tetrachlorodibenzo-p-dioxin  1404s
1,3,4,6-Tetrachloro-3α,6α-diphenylglycouril

126s
Tetracycline(s)  1164, 1213, 1216s, 1691
Tetrahedral intermediate

in displacement reactions  609
stereochemistry of formation  616

Tetrahedron  342
Tetrahydrobiopterin  1061s
Tetrahydrocannabinol  1235s, 1794s
Tetrahydrofolic acid (THF)  745, 802 – 813,

803s,
derivatives, scheme  806

Tetrahydroisoquinolines  1811
Tetrahydropicolinate  1385s
Tetrahymena  19
Tetrahymena ribozyme  650s
Tetrameric enzyme  342
Tetramethylammonium ion  1783s
Tetramethyl-p-phenylenediamine, oxidized

1025s
2,2,6,6-Tetramethylpiperidine-1-oxyl  398s

EPR spectrum  398
Tetramethylsilane (TMS)  138
Tetranitromethane  126
Tetraploid  1506
Tetrapyrrole pigments, open

formation of, scheme  1404

structures of  1305
Tetrazolium salts  1025s
Tetrodotoxin  736, 1266, 1769, 1770s, 1775
TGF-β family  1903
Thalamus  1765
Thalassemias  1500, 1901
Thaumatin  1800, 1800s
Theileriosis  544
Thenoyltrifluoroacetone  1021s
Thermochemistry  282, 283

standard states  286 – 289
Thermodynamics 281 – 289

base-pairing  209
biochemical standard, new  297
of electron transport  1034 – 1036
first law of 282, 283
irreversible  289
of life processes  289
nonequilibrium  289
second law of 284, 285
system  281

Thermodynamic barrier  492
Thermodynamic temperature scale  284, 285
Thermogenic tissues  1048, 1049
Thermogenin  1048
Thermolysin  625

specificity  117
Thermostability

of enzymes  85
Thermus (Taq) polymerase  1547
Thiamin (vitamin B1). See also Thiamin

diphosphate
acid–base chemistry (scheme)  331
adducts, 733s
analogs  733
biosynthesis of  736, 1460 – 1462
chemical properties of  730, 731
cleavage by bisulfite  731
cooperative binding of protons  331
degradation by base  731
nutritional requirement  756
pKa values of  330
polyphosphates  736
thiol form  730
tricyclic form  730, 737
yellow anion of  331

Thiamin coenzymes  730. See also Thiamin
diphosphate

in nerve action  736
in transport of sodium  736

Thiamin diphosphate (Pyrophosphate)  511,
718, 730 – 737, 767

α cleavage  730, 730s
catalytic mechanisms  731– 733
enzymes, table  735
enzymatic reactions requiring  734 –

736
half-reactions, scheme  735
minor tautomer  733
pyrimidine, role of  733
X-ray diffraction  733

Thiamin phosphate  1464s
biosynthesis, scheme  1464

Thiazolidine  1410s
Thiazolium dipolar ion (ylid)  732, 733, 733s
Thick filaments

of muscle  1096, 1097, 1103, 1104
radial projection  1102

Thinking, chemistry of  1801–1814
Thin layer chromatography  103

of flavins  103
of maltooligosaccharides  189

O-methylated glucoses  190
Thin-filaments. See Actin
Thiobacillus  1052
Thiobacillus denitrificans  1055
Thiobacillus ferrooxidans

oxidation of Fe2+  1054
Thiochrome  730, 730s
Thiocyanate  1408
Thiocysteine  1410, 1410s
Thioesters  559, 775

displacement reactions of  608
formation from glyceraldehyde-

3-phosphate  677
function of  700
mechanism of formation  661, 662

Thioether  559
Thioglutathione  1410
Thioglycine  881
Thiohemiacetal in glyceraldehyde phosphate

dehydrogenase  775
Thiol(s)  115

addition to carbonyl group  677
adduct, dehydrogenation of  766
binding of mercury ions  125

Thiol–disulfide equilibria  549
Thiol–disulfide exchange  659
Thiol:disulfide oxidoreductases  786
Thiolases  699, 827, 940

 biosynthetic  699
Thiolate anions  779
Thioltransferases  549, 659, 786
Thioredoxin  522, 549, 659, 786s, 787, 864

disulfide loop  786
functions of  786

Thioredoxin reductase  785, 786, 787, 824
mechanism of  791

Thiostrepton  1679, 1687, 1689s, 1691
microccin  1703

Thiosulfate  1408
oxidation by Thiobacillus  1052

Thiosulfate sulfurtransferase (rhodanese)  78,
1408

Thiotaurine  1410
Thiouridine  234
Three-dimensional structures of

aconitase  689
actin filament  1101
adenylate kinase  655
aldehyde oxido-reductase  891
D-amino acid oxidase  791
α-amylase, pancreatic  607
aspartate aminotransferase  57, 135

catalytic intermediates  752
aspartate carbamyltransferase  348
aspartate chemoreceptor  562
bacteriophage P22  66
bacteriorhodopsin  1327
bc1 complex  1029
Bchl b molecules  1311
cadherin  408
calmodulin  317
carbonic acid anhydrase I  679
carboxypeptidase A  64
catalase  853
cholera toxin  333, 546
chymotrypsin  611
citrate synthase  702, 703
conotoxin  1770, 1783
cutinase  134
cyclosporin  488
cytochrome c  847
cytochrome c oxidase  1031
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cytochrome c peroxidase  849
dihydrofolate reductase  807
DNA  214, 223, 228, 229, 241
DNA complex

with methionine repressor  243
with netropsin  225
with Trp repressor protein  240
with zinc finger protein  242

ECoRI restriction endonuclease  1488
elastase  611
enolase  686
eotaxin-3  1754
F-actin  338
fatty acid-binding protein  1184
favin  64
ferredoxin  858
ferritin  343, 841
flagella  1090
glucoamylase  77, 608
glutathione reductase  785
glyceraldehyde phosphate dehydroge-

nase  63
glycine N-methyltransferase  593
glycogen phosphorylase  605
Grb2  580
HIV-1 protease  624
hydrogenase  879
IgG1 molecule  1840
immunoglobulin  1838
insecticyanin  1184
insulin  347
insulin receptor  570
iron superoxide dismutase  867
K+ channel  413
kringle 2 motif  368
lactoferrin  840
light-harvesting protein  1309
lysozyme  599
methanol dehydrogenase  816
methionine synthase  874
methylmalonyl-CoA mutase  874
myohemerythrin  71
nitrogenase  1361
pancreatic polypeptide  1749
P pilus  337
pectate lyase C  686
phycobiliprotein  1306
plastocyanin  65
pyridoxal phosphate enzyme  750
pyruvate dehydrogenase  797
pyruvate oxidase  734
reaction center proteins  1311
rhinovirus  344
ribosome, 30S subunit  1670, 1683
ribosome, 50S subunit  1670, 1679
ribosome, 70S  1669, 1671, 1682
ribulose bisphosphate carboxylase  708
rRNA, 5S   1680
rRNA, 16S  1675
rRNA,  23S, 1678

with proteins  1682
rRNA loops  1679
rubisco  708
rubredoxin  858
scorpion toxin  1770
stearoyl-acyl carrier protein desaturase

863
subtilisin  612
sulfite reductase  861
tissue factor  633
trimethylamine dehydrogenase  784
triose phosphate isomerase  77, 694

tRNA  233
trypsin  611
trypsinogen  615
tubulin  372
virus fd protein sheath  335
virus φX174  365
yeast RNA polymerase II  1627

L-allo-Threonine  53s
Threonine (Thr, T) 53s, 539, 1383, 1384s

biosynthesis  540, 1391
cleavage to glycine and acetaldehyde

745, 1391
configuration  43

Threonine dehydratase (deaminase) 688, 742
biodegradative  1391
biosynthetic  1391

Threonine synthase  746, 1383
Threose  163s
Thrombin  610, 632
Thrombocytes  26
Thrombomodulin  634
Thrombopoetin  1901
Thrombospondin  409
Thromboxanes  1208, 1206s
α-Thujone  1233s, 1789
Thylakoids  1301
Thylakoid vesicles, pH of  1039
Thymidine (dThd)  203
Thymidylate  1452
Thymidylate synthase  810, 811

mechanism of, scheme  811
Thymine (Thy) 199s, 203, 1541s

formation  810
Thymine-DNA glycosylase  1583
Thymineless death  812
Thymol  1233s
Thymopoietin  1756, 1901
Thymus  1833
Thyroglobulin  1430, 1432
Thyroid hormone(s)  1430 – 1432, 1903

effect on growth  1432
Thyroid hormone receptors  1432
Thyroid peroxidase  856
Thyroid transcription factor  1432
Thyroperoxidase  1432
Thyrotropin (TSH)  1430, 1745
Thyrotropin (thyrotropic hormone)-releasing

factor  54s, 523
receptor  554

Thyrotropin-releasing hormone  1430, 1746
Thyroxine  1430, 1432, 1742
Thyroxine-binding globulin  1430
Tight junctions  10, 28
Time-of-entry map  1486
Ti plasmid  1497
Tissue(s)

adipose  26
animal  25
collenchyma  29
composition of  31
connective  26
epidermal of plants  30
epithelial  26
fractionation of  98 – 100
meristematic  29
muscle  26
oxidative damage to  1074
parenchyma  29
sclerenchyma  29
supporting  26

Tissue factor  631, 633s
pathway  632

Tissue plasminogen activator  634
Titin  74, 1099

location of  1100
Titration curves  96, 97

of histidine  97
of proteins  330

tmRNA, structure  1711
Tobacco mosaic virus  247, 334s, 336s, 1475
Tocopherols  392, 815 – 822, 1427, 1429s

as antioxidants  822, 1075
biosynthesis of, scheme  1429

α-Tocopherol (vitamin E)  819s
Tocopherolquinone  818, 819, 819s
Tocotrienols  818, 1787
Togavirus  247
Toll-like receptors  1832
Toluene absorption spectrum  1281
Toluenesulfonyl-amido-2-phenylethyl

chloromethyl ketone (TPCK)
623s

Tomaymycin  224s
TonA, B  839
Tonegawa, Susumu  84
Tonoplast  11
Topaquinone (TPQ)  816, 817s
Topogenic signals  1018
Topoisomerase(s)  219, 575, 638, 657, 659,

1544, 1550, 1551
Topoisomerase I  1551

ribbon drawing  1553
Topoisomerase II  1552

model  1553
Topological theory of graphs  466
Topology of proteins  76

diagram  76
Torsion angles  44

definition of  59
of nucleosides  212
of peptides  63, 139
of polynucleotides  211
of side chain groups  61
of sugar rings  212

Total protonic potential difference  1038
Total reflection FTIR  1277
Totipotency  1885 – 1888
Toxaphine  1788
Toxic shock syndrome  1686, 1857
Toxin-agglutinin fold  1775
Toxins, channel-forming  414
Toxopyrimidine  739
TPQ. See  Topaquinone
Tracheids  30
Tracheophyta  29
Trachoma  7
Traffic ATPases  417
Transacylation  608
Transaldolase  700, 964, 965
Transaminases. See Aminotransferases
Transamination  737

by PLP-dependent enzymes  741
Transcobalamin  869
Transcortin  58, 1253
Transcription of genetic information  5,

1603 – 1657
activators  1628 – 1632
in archaea  1624
in bacteria  1603 – 1620
of chloroplast genes  1649 – 1657
definition of  5
elongation in  1610, 1611, 1637, 1638
enhancers  1628 – 1632
in eukaryotes  1624
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figure  1630
general transcription factors  1629
initial transcribing complex  1609, 1610
initiation of 1607– 1610
light-induced  1320, 1636
mediators  1630
of mitochondrial genes  1649 – 1657
modification of  1637
nutrient control  1635
promoters  1628 – 1632
regulation of  536
Rho  1616
by RNA polymerases I and II  1636,

1637
silencer of  1626
of SV40 DNA  1628
TATA-binding protein  1629
TBP-associated factors  1629
termination factors  1616
termination of  1615, 1616, 1637
transcriptosomes  1629
of viral genes 1622 – 1624, 1628, 1649 –

1657
Transcription bubble, structure of  1609
Transcription-coupled repair (TCR)  1585
Transcription factor(s)  76, 539

AP-1  576, 1631, 1633
binding to enhancer site  576
E2F  580, 581, 1633
Ets-domain  1634
forkhead family  1634
GATA family  1634
GCN4  70, 241
general  1629
HMG proteins  1634
leucine zipper  1633
Max  241, 70s
NF-κB, 243s
octamer-binding  1636
osteoblast-specific  441
Pit-1  1636
proto-oncogenes as  576
Sp1  202, 1628, 1630
table  1632
winged helix  1634
zinc-containing  1634

Transcription factor HSF  1636
Transcriptional responses  1635, 1636
Transcriptional units  1628
Transcripts. See mRNA
Transducin  558, 1330

cycle, scheme  1331
Transduction

by bacteriophage P1  1486
Trans fatty acids  1205
Transfection  1494
Transferases  498, 589 – 662

aminotransferases  737, 740 – 743,
747 – 753
definition of  498

Transferrins  58, 840, 841
Transfer RNA. See tRNA
Transformation

of bacteria  1473
Transforming growth factor-α (TGF-α)  1753
Transforming growth factor-β (TGF-β)  1755,

1849
Transgene  1501
Transglutaminase  80, 633
Transhydrogenase reaction  981, 1047
Transient receptor potential  1800
Transimination

in PLP-dependent enzymes  741, 751
Transition dipole moment  1283
Transition metals  837– 894
Transition state  482 – 486

diagram  482
inhibitors  484
theory  483

Transketolase  733, 736, 964, 986
Translational repressors  1698
Translation of genetic information  5, 1673 –

1728. See also Protein synthesis
definition of  5
nick translation  257
regulation of  536, 538, 539, 1698 – 1710

Translocase of the mitochondrial inner
membrane (Tim)  1018, 1019

Translocase of the outer mitochondrial
membrane (Tom)  1018, 1019

Translocation
in ribosome  1685, 1705, 1708
of proteins  519 – 521, 1720 – 1723

Translocon  1721
Transmembrane proteins  391
Transmethylation  591, 592

kinetic isotope effects on  592
Transmission coefficient κ  483
Transmission computerized tomography

(CT)  1806
Transpeptidation  1369
Transplantation immunity  1852
Transport. See also Specific substrates

of ions  420 – 425
through membranes  400 – 415
across mitochondrial membranes

1047– 1050
via pores and channels  401– 403
retrograde  1159

Transporter(s)
12-helix  415 – 417
membrane  411– 427
sugar  415, 416

Transporter associated with antigen
processing (TAP)  1723

Transposable genetic elements. See
Transposons

Transposable recombinational switch  1880
Transposase  1574

gene  1575
Transposons 249, 1573 – 1577

eukaryotic  1576
figure  1574
integration of, scheme  1576
maize  1577
mariner  1577
nonreplicative  1575
replicative  1575
Tn3  219, 1575

Transsialidase  187
Transsulfuration sequence  1388
Transthyretin  1241, 1430, 1719
Transverse tubules (T-tubules)

electron micrograph of  1114
Treadmilling of microtubules  372
Trefoil family peptides  1843
Trehalose  167, 168s

biosynthesis  1141
in fungi  168
in insects  168
properties  1141

Tremerogens  1758
Triacylglycerol(s)  381, 382s, 1181– 1185, 1192,

1196 – 1199, 1204 – 1206

biosynthesis of, scheme  1198
in human body  1181– 1186

movement of  1184
synthesis of   1181– 1185, 1196 – 1199

Trialkyl lock  495s
Tricarboxylic acid

cycle  950 – 959
transport in mitochondria  1047

Tricarboxylic transporter
of mitochondria  1047

Trichina  24
Trichodiene  1234
Tricholomic acid  739
Trichonympha  19
Trichothiodystrophy (TTD, brittle hair

disease)  1585
TRICINE buffer  99
Triclosan  777s, 777
Triethanolamine buffer  99
Trigger factor  1721
Triglycosylceramide, accumulation of  1170
Trigonal bipyramid  638

as transition state in pseudorotation
638

Trigonal carbon atoms  680, 681
Trigonal prochiral centers  480, 481
Triiodothyronine  572, 1430, 1430s, 1432
Trimethoprim  805s

inhibition of dihydrofolate reductase
805

Trimethylamine dehydrogenase  782, 784s
Trimethylarsonium lactic acid, 387s
Trimethyllysine

in ubiquitin  525
Triose phosphate isomerase  693, 694s

barrel structure  77s
high catalytic activity  693
target for antitrypanosomal drugs  693

Tripeptidyl peptidase  140, 610
Triphosphopyridine nucleotide (TPN+,

NADP+)  767. See also NADP+, NADPH
Triple repeat diseases  1113, 1516

table  1515
Triplet state  1290
Tripolyphosphate, formation of  977
TRIS buffer  99
Trisodium phosphonoformate  1655s
Tritium  110
Triton X  403s
tRNA  230, 231, 231s, 233s, 1475, 1620, 1687–

1698
acceptor specificity  1694 – 1698
aminoacylation of  1694 – 1698
anticodon-dihydrouridine stem loop

1692
anticodon loop  1688
binding sites in ribosome  1687
cloverleaf diagram  1688
cognate  1672
dihydroU loop  1688
19F NMR spectrum of  270
1H NMR spectrum of  268
hypermodified bases  234, 235, 1688
initiator  1693
L form  1688
pre-tRNA  1646
presursor, sequence of  1620
processing of  1641, 1642
structures of  1687
TψC loop  1688
tunnel  1673
variable loop  1688

 Index DEC page Vol 2 2/14/03, 3:13 PM1970



1971Volume 2 Index

wobble position  231
tRNA precursors

pathways  1645
structure  1645

Trophectoderm  1897
Tropical macrocytic anemia  802
Tropoelastin  436
Tropomodulin  406, 1100
Tropomyosin  370, 406, 1098, 1099, 1100, 1116

coiled coil structure of  71
Troponin  1098, 1099, 1100, 1116
Troponin C  313, 314
Troponin-tropomyosin-actin complex

in muscle regulation  1116
Trp repressor protein  239, 240s
Truffles  20
Tryosine kinases  657
Trypanosome  19, 1866

DNA circles in  219
mitochondria of  14

Trypanothione  552
Trypanothione reductase  785
Tryparsamide  597s
Trypsin  66, 116, 609, 1102. See also Chymo-

trypsin
hydrogen-bonding network, structure

612
oxyanion hole, structure  615
specificity  117
turnover number of  457

Trypsinogen  609, 615s
Tryptases  610
Tryptathione  1382
Tryptic peptides  117
Tryptolines  1811
Tryptophan (Trp, W)  52s, 1059s, 1425, 1445s,

1809
absorption spectrum 123, 1284
biosynthesis of, scheme  1426
Cβ-hydroxylated  853
metabolism of 1443 – 1450
nicotinamide activity  769
reactions of, scheme  1445

Tryptophan 2,3-dioxygenase (tryptophan
pyrrolase)  1443

Tryptophan dioxygenase (indoleamine 2,3-
dioxygenase)1058

Tryptophan hydroxylase  1061, 1062
Tryptophan indole-lyase (tryptophanase)

742
quinonoid intermediate  750

Tryptophan pyrrolase. See Tryptophan 2,3-
dioxygenase

Tryptophan synthase  742, 1427s
Tryptophan tryptophanylquinone (TTQ)

817, 817s
T-segment  1552
T system of membranes, in muscle  1114
T system of tubules  12
TTQ. See  Tryptophan tryptophanylquinone
T tubules  1098
Tuberculosis  7, 1194
D-Tubocurarine  1783s, 1785
Tubular myelin  386
Tubulin  370, 372s, 1110
Tumor necrosis factor (TNF)  1756, 1849
Tumor suppressor genes  407, 574, 581, 1502,

1503, 1907
Tungsten  893
Tunicamycin  1155, 1155s, 1157
Tunicates

vanadium in  25

Tunichlorin(s) 880s, 881
Tunneling

quantum mechanical  494, 771, 848
vibration-assisted  494

Turnover numbers of an enzyme  457
Turns

beta  78
in protein structures  72, 74

Twisted sheets  63
Twitchin  1117
Two-carbon units

in biosynthesis  990
Two-fold (dyad) axes  134

in oligomers  337, 348
Two-hybrid system  1725, 1726
Typhoid fever, S. typhi  7
Tyrocidine  1164, 1842
Tyrosinase  886, 1065
Tyrosine (Tyr, Y)  52s

absorption spectrum  23, 1284
catabolism, microbial  1434
iodination  126
metabolism of 1428 – 1443

in plants  1438 – 1443
scheme  1431

synthesis of  1424, 1425
Tyrosine decarboxylase  737
Tyrosine hydroxylase  1061
Tyrosine recombinase  1572. See also Integrase

family
Tyrosinemia  1430
Tyrosine phenol-lyase  742
Tyrosine protein kinases (MEK)  578
Tyrosine-O-sulfate  548
Tyrosyl radical  864
D-Tyvelose (3,6-dideoxy-D- mannose) 180s

from CDP-glucose  1138

U
Ubichromanol  818, 819s
Ubiquinol-cyt c oxidoreductase  (Complex II)

1021, 1027, 1028
Ubiquinone(s) (coenzyme Q)  392, 514, 818,

819s, 1021, 1023, 1427, 1907
biosynthesis of, scheme  1429
content in mitochondria  1019

Ubiquinone-binding proteins  1023
Ubiquinonol  1429s
Ubiquitin  81, 524, 524s, 525, 1626, 1728

activating enzyme 524, 525
carboxyl-terminal hydrolases  525
conjugating enzymes  524
genes  525
protein ligase  524

UDP (uridine diphosphate). See Uridine 5’
phosphate

UDP-galactose
conversion to UDP glucose  778

UDP-galactose 4-epimerase  778
Ulothrix  21
Ultracentrifugation 108, 109
Ultracentrifuge  100

analytical  108
optical system, figure  109

Ultrafiltration  100
Ultrasensitive responses  567
Ultrasonic sound  468
Ultraviolet light, damages from  1297
UMP. See Uridine 5'-phosphate

Uncouplers in mitochondria 1046 – 1051
Uncoupling protein  1048
Undecaprenol  1152
Unimolecular processes  457
Uniporters  414
Units, International System  2
Unsatisfied ends of hydrogen bonded chains

64
Uracil (Ura, U) 199s, 203

tautomerism of  45
Uracil-DNA glycosylase  1581
Urate oxidase  886, 1459
Urea  82s, 478s, 1368,

biosynthesis of, scheme  1375
as osmolyte  1143

Urea carboxylase  730, 1378
Urea cycle  1374 – 1379

defects  1378
function, primary  1378
with mitochondrial metabolism,

scheme  1377
Urease  478, 877, 878, 1378

active site of,  877s
mechanism of  877

Ureides  1460
Ureido anion  726s
Ureidoglycine  1458s
Ureidoglycolate  1458s
β-Ureidopropionate  1453s
Urethan  1588
Uric acid  203s, 1458s, 1459

formation of  890
Uridine (Urd)  203, 234s

absorption spectra of  205
tautomer, minor  205s

Uridine 5'- phosphate. See UMP
Uridine diphosphate-N-acetylgalactosamine

1136
Uridine diphosphate-N-acetylglucosamine

(UDP-GlcNAc)  1135s
formation  1135

Uridine diphosphate-N-acetyl-mannosamine
(UDP-ManNAc)

eperimization of  1136
Uridine diphosphate-N-acetylmuramic acid

1135s
biosynthesis  1135

Uridine diphosphate galactose (UDPGal)
1130

Uridine diphosphate galacturonic acid
(UDPGal)  1130

Uridine diphosphate glucose (UDP-Glc) 515s,
720, 989, 1129s, 1130, 1148

Uridine diphosphate glucuronate acid  1130,
1133s

Uridine diphosphate L-iduronic acid  1130
Uridine diphosphate-

glucuronosyltransferases  1142
Uridine diphosphate glucose (UDP-Glc)

oxidation of  1130
Uridine 5'-phosphate (Urd-5'-P or UMP)  200,

200s, 203, 1451, 1451s
Uridylate kinase  655
5'-Uridylic acid. See UMP
Uridylyltransferase (UT)  1371
Urobilin  1404, 1404s
Urocanase reaction  778
Urocanate  755, 756s, 1450s
Urogastrone. See Epidermal growth factor

(EGF)
Urokinase  634
Uronic acid  164
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Uroporphyrin(s)  843
Uroporphyrin I, 845s
Uroporphyrinogen  1401s
Uroporphyrinogen decarboxylase  1400
Uroporphyrinogen III cosynthase  1400
Urothione  804s, 891
Urticaria  385
Usher protein  364
Usher syndrome  1113, 1332
Utrophin  1112

V
Vaccenic acid  1191
Vaccenoyl-ACP  1188s, 1192
Vaccination  1859
Vaccines  1517
Vacuole(s)  10 – 12

definition of  3
Valine (Val, V)  52s, 1391

biosynthesis of  527, 712
scheme  1392

branched fatty acids from  381
catabolism of, scheme  1396

Valinomycin  414, 415s, 1164
effect on potassium transport  414

Valium  1788s
Vancomycin  1166, 1166s
van der Waals contact surfaces

of purines and pyrimidines  207
van der Waals forces  46
van der Waals radii  40, 41
Vanadate

as inhibitor of ATPases  889
insulinlike action  889

Vanadium  856, 889
Vanadocytes  889
Vanadoproteins  889
Vanilla  1440
Vanillate  1790s
Vanillic acid  1431s
Vanillin  1439s, 1440
Vanilloid receptors  1800
van’t Hoff equation  289
Vapor phase chromatography  103
Variable loop  1688
Vascular endothelial growth factor VEGF

1755, 1902
Vascular plants  29
Vasculogenesis  1902
Vasoactive intestinal peptide (VIP)  1749
Vasopressin  54s, 542, 563, 1747, 1748s

receptor  554
Vasotocin  1748, 1748s
Vectors (cloning vehicles)  1492 – 1497

cosmid  1496
lambda  1496

Veech  980
Vegetal pole in egg  1897
Ventricles  1766
Veratridine  1775
Verdoheme  1404s
Verotoxin  1685
Versican  1154
Very low density lipoprotein (VLDL)  1181

composition of, table  1183
receptors for  1186
remnants  1186

Vesicles, coated  426

VHL (van Hippel-Lindau cancer syndrome)
564

Vibrational circular dichroism  1287
Vibrational energy of molecules  1276
Vibrational Raman optical activity  1287
Vibrations, of molecule  1277
Vibrio  6, 7
Vimentin  369, 1099
Vinblastine  371
Vincristine  371, 1448
Vinculin  406
Vinyl chloride  1588
Vinylpyridine  116s
Violaxanthin  1240, 1240s, 1319

abscisic acid, precursor  1243
cycle  1319
de-epoxidase  1243

Viomycin  1689s
Viral genomes, packaging of  1559
Viral oncogenes  573
Viroid(s)  247, 1646

potato spindle tuber structure  1645
Virion  244
Virus(es)  244 – 249, 1866. See also Bacterioph-

age
adeno  247
baculo  247
binding to cells  186
BK  247
cauliflower mosaic  247
characteristics, table  245
coat  345
DNA in  1529
DNA, table  245
dsRNA containing  244 – 247
electron micrographs of  246
Epstein-Barr  247
eukaryotic  1562
hepatitis A  247
hepatitis delta  247
herpes  247
human immunodeficiency virus (HIV)

248
life cycles of  248
maedi  1656
Mengo  247
oncogenic  248
papova  244
picorna  247
plant  346
polio  247
polyhedral structures  344
polyoma  247
pox  247
protein coat  334
rhabdo  247
rhino  247
RNA containing  247, 248

table  245
satellite tobacco mosaic  343s
satellite tobacco necrosis  247, 343s, 344
simian (SV40)  244
ssDNA containing  244
tobacco mosaic  247
toga  247
visna  1656

Virus fd protein sheath  335s
Virus φX174

assembly of virion structure  365
Virusoids  1646
Viscumin  1685
Vision  1798

invertebrate  1332
Visual chromophores  1326 – 1329
Visual cortex  1766
Visual pigments  1324 – 1329

transmembrane structure  1325
Vitamin(s)  719. See also Individual vitamins

deficiency diseases  721
discovery of 721

Vitamin A  1241, 1242. See also Retinol
deficiency  1242
discovery of  721
in reproduction  1241
teratogenic  1242
in vision  1241

Vitamin B complex  721
nutritional requirements  756

Vitamin B1  331. See also Thiamin
Vitamin B12  721, 866 – 877, 950. See also

Cobalamin, Cyanocobalamin
adenosyltransferase  870
blood levels  869
cobalt in  866 – 877
coenzyme forms  867
nutritional requirements  756

Vitamin B12 coenzyme  864. See also
Cobalamin

dependent reactions, table  871
enzymatic functions  870 – 877
isomerization reactions  872
nonenzymatic cleavage  870
ribonucleotide reductase  871

Vitamin B6 family  721, 738, 1460. See also
Pyridoxol, Pyridoxal phosphate

functions  737– 753
nutritional requirements  756

Vitamin Bt, 944. See also Carnitine
Vitamin C. See Ascorbic acid (ascorbate)
Vitamin D (calciferol)  721, 1257, 1757

deposition of calcium in bones  314
function, principal  1257
oxygenases in formation of  1057

Vitamin E  721, 1814, 1906. See also Toco-
pherols

nutritional requirement  822
Vitamin K  721, 818, 819s, 820 – 822, 1425,

1427, 1428, 1429s
in blood clotting  821
biosynthesis of, scheme  1429
dihydro  820
epoxide  820
phylloquinone  821

Vitamin P.  See Citrus bioflavonoid
Vitiligo  1297, 1435
Vitronectin  409
VLDL receptor  1185
Volicitin  1212, 1212s
Volkensin  1685
Voltage-gated anion-selective channel

(VDAC)  1047
Voltage-gated K+ channel  412 – 414
Voltage-sensitive ion channels  412, 1769
Voltage sensor  1115
Volvox  21
Vomeronasal organ (VNO)  1799
von Ebner’s glands  1800
von Szent-Györgyi, Albert  83
von Willebrand factor  409, 633
Voodoo lily  1048
V system  475
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W
Wald, George  84
Warburg, Otto H.  83, 767, 963
Warfarin  821, 822s
Water

addition to carbonyl  677
clusters of molecules  49
content in cells  30
content in tissues  31
diffusion constant of  461
hydrogen bonding of  48
properties of  49 – 51
structure of  49, 50

Watson–Crick base pair  207, 208, 231
Watson–Crick structure of DNA  200
Watson, James D.  84, 200, 1474
Wave number  1274
Waxes  382, 382s

insect  1196
Werner syndrome  1585, 1907
Wheat, genome  12
Whooping cough  548
Wilkins, Maurice F.  200
Williams, R. J. D.  1040
Wilson’s disease  883
Winding number. See DNA, circular, linking

number
Wingless (Wg) protein  1900
Winogradsky  1051
Wnt signaling pathway  1899
Wnt-4 protein  1895
Wobble hypothesis  1693
Wobble pairing  209
Wood-Ljundahl pathway  881, 984
Work  282

chemical  282
to concentrate 1 mol of a substance

283
electrical  282, 302
electrochemical  300
mechanical  282
to raise 1 kg 1 m  283
to remove two charges  47

World Wide Web
protein sequences/structures  148

Wortmannin  566s
Wounds, healing of  29

X
Xanthan gum  179, 1153
Xanthine (Xan)  203s, 1458s, 1459
Xanthine dehydrogenases  794, 825, 890

molybdenum in  890
Xanthine oxidase  890, 892
Xanthine ribotide  1455
Xanthophyll(s)  1240
Xanthophyll cycle  1238, 1243, 1319
Xanthopsin  1336
Xanthopterin  803, 804s
Xanthurenic acid  1444, 1445s
X chromosomes  1894

dosage compensation  1893
inactivation center  1894

Xenobiotics 550
Xenoestrogens  1263
XerC, D  1570
Xeroderma pigmentosum  1581, 1585

X-linked ichthyosis  1252
X-linked immunoproliferative syndrome

1867
X-rays, anomolous scattering  135
X-ray absorption fine structure, extended

(EXAFS)  1288
X-ray absorption near-edge structure

(XANES)  1288
X-ray absorption spectroscopy  1288
X-ray diffraction  132 – 137, 611, 1669. See also

Three-dimensional structures
difference electron density map  136
electron density map  135
isomorphous replacement method  133
MAD phasing  135
refinement  136
space groups  133

Xylanases  602, 603
Xylans  165, 170, 175, 1130
Xylem  30
Xylitol  1133s, 1134

catabolism of  1132 – 1135
sweetness of  1135

Xyloglucan  177, 1149
α-D-Xylopyranose  695s
Xylose (Xyl) 163s, 165s, 175
D-Xylose (Xyl)  162
Xylose isomerase  527, 693, 695
Xylosidases  602
Xylulose  164s
D-Xylulose  1133s, 1134
L-Xylulose  1133s, 1134
Xylulose 5-phosphate  964s
D-Xylulose-1-phosphate  1135

Y
Y chromosome  1512, 1893, 1894

SRY  1893
Yeast(s) 20, 1891, 1892

genome  1726
mating types  1725
two-hybrid system  1725

Yeast artificial chromosomes (YACs)
1497, 1562

Yellow fever  247
Yellow fluorescent protein  1345
Yellow photoactive protein (PYP)  1337
Ylid  733s
Young, W.  960

Z
Z (zusammen) configuration  43
Z-discs  1096

proteins of  1099
structure  1100

Zeaxanthin  1239s, 1243, 1319
Zellweger syndrome  945, 1202
Zinc  317, 680

in alcohol dehydrogenases  772 – 775
content of human  680

Zinc finger domains  1781
Zinc finger protein  241, 242s, 243s, 680
Zinc ion(s)

chelation by imidazole groups  625
in enzymes  773
replacements  680

Zinc proteases  625 – 627
FtsH  628

Zinc ribbon motifs  1637
Zingerone (ginger) 1439s
Z-lines  1098
Zona pellucida  1895
Zoospore maintenance factor  1758, 1758s
Z scheme diagram  1299
Zwitterion  41
Zygote  17
Zymogen  519, 609. See also Proenzyme

granules  609
Zymosterol  1246s
Zyxin  406
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