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Preface

Mapping the essentials of chemical biology

Chemical biology is a new, rapidly emerging branch of chemistry that represents all aspects of
chemical endeavour, devoted to understanding the way biology works at the molecular level.
Chemical biology is unashamedly inter-disciplinary, and chemical biology research is essen-
tially problem driven and not discipline driven. Organic, physical, inorganic and analytical
chemistryall contribute towards the chemical biology whole. Some might say that chemical bi-
ology is just another way to rebadge biochemistry. However, such a comment misses the point.
Biochemistry may have started as a discipline devoted to the study of individual biological
macromolecules, but this discipline has been steadily evolving into increasingly descriptive,
empirical studies of larger and larger macromolecular assemblies, structures and interacting
molecular networks. The molecular increasingly gives ground to the cellular. In contrast,
chemical biology is about chemistry-trained graduates and researchers taking a fundamental
interest in the way biology works. Consequently, the focus is on the molecular and the quan-
titative, where molecular properties are investigated, studied and then gradually linked to
macromolecular and cellular behaviour where possible. This is a fundamentally ‘bottom-up’
approach to understanding biology in keeping with the chemist’s natural enthusiasm and
appreciation for molecular structure and behaviour first and foremost.

This textbook has been produced with the third/fourth year graduate student and young
researcher in mind, namely those who have a solid background in chemical principles and are
ready to apply and grow their chemical knowledge to suit a future degree or career interest in
chemical biology. In preparing this textbook our objective has not been to try and cover every-
thing currently seen as chemical biology, but instead to ask ourselves what topics and themes
should be described as the essentials of chemical biology and how should these be presented
in a way most appropriate and appealing for those of a chemical rather than a biological
orientation. In doing this, we concluded that the true essentials of chemical biology are rep-
resented by the structure, characterisation and measurable behaviour of the main biological
macromolecules and macromolecular lipid assemblies found in all cells of all organisms. We
have also concluded that the activities of small molecules in biology for respiration and pri-
mary and secondary metabolism should not be included in the essentials of chemical biology
except where they feature as protein prosthetic groups or otherwise modify macromolecule
behaviour. In our view, simple metabolism and metabolite interconversions are the stuff
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of biochemistry, whilst fascination with secondary metabolism, secondary metabolites and
their interconversions has been the traditional preserve of bio-organic chemistry (a subset of
organic chemistry).

Hence, in our textbook we begin with structure (Chapter 1) and synthesis (Chapters 2 and
3), then consider how structure is determined (Chapters 4-6), followed by a consideration of
dynamic behaviour and molecular interactions (Chapters 7-9), concluding with molecular
evolution and thoughts on the origins of life, quintessentially from the chemistry point of
view (Chapter 10). Armed with such essentials, we hope that readers will then be ready to
think about and then tackle any problem of their chosen interest at the chemistry—biology
and/or chemistry—medicine interfaces, after a little more detailed and specific reading of
course. Foremost, we hope that our textbook will provide a valuable tool for chemical biology
students and researchers to open the door and step through into the extraordinary world of
biology without feeling that they must leave their chemical principles behind them!

Andrew Miller
Julian Tanner
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1

The Structures of Biological
Macromolecules and Lipid
Assemblies

1.1 General introduction

All living organisms are comprised of cells that may vary considerably in terms of size, shape
and appearance; in complex multicellular organisms, many cells are organised into diverse,
functional organs to perform a collective function (Figure 1.1). In spite of their wide morpho-
logical diversity, all cells of all living organisms, wherever they are located, are comprised of
proteins, carbohydrates, nucleic acids and lipid assemblies. These together give a cell form
and function. To know and understand the chemistry of these biological macromolecules
is to comprehend the basic infrastructure not only of a cell but also of living organisms.
In functional terms, macromolecular lipid assemblies provide for compartmentalisation in
the form of membrane barriers, which not only define the ‘outer limits’ of each cell but
also divide up the intracellular environment into different organelles or functional zones
(Figure 1.2). Membrane barriers are fluidic and lack rigidity, so proteins provide a support-
ing and scaffolding function not only in the main fluid bulk of the cell, known as the cytosol,
but also within organelles. Within the nucleus, proteins also provide a nucleic acid packaging
function in order to restrain and constrain spectacular quantities of nucleic acids within the
nuclear volume. Everywhere in any cell, proteins also perform other individualised functions
in outer membranes (as pores or receptors for example), in organelle membranes (as selec-
tive transporters, redox acceptors or energy transducers), in the cytosol or organelle volumes
(as enzyme catalysts, molecular chaperones or ‘communication and control’ centres) and in
the nucleus (as regulators and transcribers of the genetic code). The extraordinary variety

Essentials of Chemical Biology Andrew Miller and Julian Tanner
© 2008 John Wiley & Sons, Ltd



2 CH 1 THE STRUCTURES OF BIOLOGICAL MACROMOLECULES AND LIPID ASSEMBLIES

(b)

(d)

Figure 1.1 Organs and Cells. (a) cross section of mammalian brain showing the complex surface
folds. There are an incalculable number of cells that make up the mammalian brain; (b) cross section of
mammalian eye ball in which the lens is made of proteins controlled in function by peripheral muscles.
There is an enormous morphological and functional diversity between cells required for muscle control, light
reception, and signal transduction along the optic nerve; (c) cross section of mammalian neurological
tissue illustrating the neuron cell bodies with complex axonal/dendritic processes surrounded by support
cells all of a wide range of size, shape, structure and function; (d) cross section of mammalian heart
tissue showing clusters of muscle fibres (single cell myocytes) that make up the heart wall. Myocytes are
multinucleate with a very different shape, composition and function to neurological cells (all illustrations
from Philip Harris Ltd, Weston Super Mare, UK).

of protein functions and the ‘workhorse’-like nature of proteins in biology has made them
endlessly fascinating to biochemists and now to chemical biologists alike.

Nucleic acids are found in two main classes, namely deoxyribonucleic acid (DNA) and
ribonucleic acid (RNA). DNA is largely restricted to the nucleus and harbours genetic infor-
mation that defines the composition and structure of cells and even the multicellular organi-
sation of complex organisms, reaching even beyond this to influence organism behaviour as
well. DNA molecules are partly segmented into genes that contain coding information for
protein structures, but also into many other delineations associated with control over gene
use. In fact, the level and sophistication of this control may well be the primary determinant
of complexity in multicellular organisms: the more extensive and sophisticated the level of
control, the more sophisticated and complex the multicellular organism. By contrast, RNA’s
most important role is in shuttling information from the nucleus to the cytosol. The primary
function of RNA equates to the processing of genetic information from the DNA storage
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Cilia s~ Peroxisome

Nucleus
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Figure 1.2 General structure of a cell showing the main compartments (organelles) into which the
interior is partitioned. All cells of all organisms are constructed from the main biological macromolecules
proteins, carbohydrates, and nucleic acids; together with macromolecular lipid structures that comprise
the membranes. (illustration from Philip Harris Ltd, Weston Super Mare, UK).

form into actual protein structures. RNA makes possible the central dogma of biology, that
genes code for proteins. Finally, carbohydrates, if not stored in complex forms for primary
metabolism, are known to decorate some intracellular proteins and attach to outer membrane
proteins, forming a glycocalyx covering the surface of many cells, essential for communica-
tion between cells. In the plant and insect kingdoms, gigantic carbohydrate assemblies also
provide the exoskeleton framework to which cells are attached, giving form as well as function
to plants and insects alike.

In all cases, proteins, carbohydrates and nucleic acids are polymers built from standard
basis sets of molecular building blocks. In a similar way, lipid assemblies are built from a
standard basis set of lipid building blocks associated through non-covalent bonds. What
all biological macromolecules and macromolecular assemblies have in common is that they
then adopt defined three dimensional structures that are the key to their functions (dynamics,
binding and reactivity). Remarkably, these three dimensional structures are not only central
to function but they are the result of weak, non-covalent forces of association acting together
with stereoelectronic properties inherent within each class of polymer or macromolecular
assembly. Without structure, function is hard to understand, although structure does not
necessarily predict function. Therefore, the chemical biology reader needs to have a feel for the
structures of proteins, carbohydrates, nucleic acids and lipid assemblies before embarking on
any other part of this fascinating subject. Accordingly, the principles of structure are our main
topic for Chapter 1, concluding with some explanation about those critical weak non-covalent
forces of association that are all so important in shaping and maintaining these structures.
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1.2 Protein structure
1.2.1 Primary structure

Proteins are polymers formed primarily from the linear combination of 20 naturally occurring
L-o-amino acids, which are illustrated (Table 1.1) (Figure 1.3). Almost all known protein

Table 1.1 Structures of all naturally occuring L-a-amino acids that are found in all proteins of
all organisms. Included are the full name, the three letter code name and the one letter code
name. Amino acids are grouped into those with hydrophobic side chains (left panel) and those
with hydrophilic side chains (right panel). Where appropriate, measured functional group pK;
values are given Note that in Chapter 8, the term pKj is replaced by pKd“ or pKdB depending upon
whether an acid or base dissociation is under consideration respectively.

H R
@ 2
pK, 7.8 H,,N/m<c02e pK, 3.6

R Name Abbrev. R Name Abbrev.  pK,
H—$ Glycine Gly (G) @/\g Tyrosine Tyr (Y) 9.7
Me—3 Alanine Ala (A) HO'
Ho/\g Serine Ser (S) 15
)\ Valine Val (V)
: Ho, H

w/\g Leucine Leu (L) >\3 Threonine Thr (T) 15

Hs” N Cysteine Cys (C) 9.1

Hozc/\g

Isoleucine lle (I) Aspartic Acid  Asp (D) 4.0

HN
©/\§ Phenylalanine  Phe (F) \‘(\3 Asparagine Asn (N)

o
HO,C
$ Tryptophan Trp (W) \/\3 Glutamic Acid Glu (E) 4.5
o}
™ : J\/\
Al H Glutamine GIn (Q)
S H,N
\/\§ Methionine Met (M) ’ \/\/\3 Lysine Lys (K) 104
NH
@\COzH Proline Pro (P) HZNJJ\N/\/\g Arginine Arg (R) 12

H

N
</J/\3 Hisidine ~ His(H) 6.0
HN:




1.2 PROTEIN STRUCTURE 5

R
H R H,
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H,N”~ 0 CO,H

HaN" 002@

zwitterionic form

R H H R
00 o A
0,C7 0L NH, HNT O co, S

L-o.amino acid
(naturally occuring)

D-o amino acid

Figure 1.3 Structures of a-amino acids the monomeric building blocks of proteins.

structures are constructed from this fundamental set of 20 «-amino-acid building blocks.
These building blocks fall into two main classes, hydrophobic and hydrophilic, according
to the nature of their side-chains (Table 1.1). Protein architecture is intimately dependent
upon having two such opposite sets of @-amino-acid building blocks to call upon. Individual
a-amino-acid building blocks are joined together by a peptide link (Figure 1.4). When a small
number (2-20) of amino acids are joined together by peptide links to form an unbranched
chain, then the result is known as an oligopeptide (Figure 1.5). However, peptide links can
join together anything from 20 to 2000 amino-acid residues in length to form substantial
unbranched polymeric chains of L-o-amino acids. These are known as polypeptides. Within

-H,0

H" R4
® /L N -~
HsN N~ €O, dipeptide
0 R, M

peptide link

Figure 1.4 Schematic of peptide link formation, central virtual bond of polypeptide and protein back-
bones.
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(0] R2 H H
oligopeptide
! D

Figure 1.5 General structure of tetrapeptide; by convention the highest priority end is the free N-terminus
and the lowest priority the free C-terminus giving the backbone a directionality illustrated by the arrow.
This convention applies for all peptides, polypeptides and proteins.

each polypeptide chain, the repeat unit (-N-C,—C(O)-)n, neglecting the -amino-acid side-
chains, is known as the main chain or backbone, whilst each constituent, linked «-amino-acid
building block is known as an amino-acid residue. The order of amino-acid residues, going
from the free, uncombined «-amino-terminal end (N-terminus) to the free, uncombined
a-carboxyl terminus (C-terminus), is known as the amino-acid sequence.

Quite clearly, each peptide link is in fact a simple secondary amide functional group but
with some unusual properties. In fact, the N, H, C and O atoms of a peptide link, together with
each pair of flanking «-carbon atoms, actually form a rigid, coplanar unit that behaves almost
like a single bond, owing to restricted rotation about the N-C(O) bond caused by nitrogen
atom lone pair resonance and the build-up of N-C(O) double bond character (Figure 1.6).
For this reason, the peptide link and flanking C, atoms together are sometimes referred to as
a virtual bond. We might say that the C, atom of each amino-acid residue in a polypeptide
chain belongs simultaneously to two such virtual bonds (Figure 1.7). The spatial relationship
between each C,-linked pair of virtual bonds is then defined using the conformational angles
¢ and v, which are the main chain dihedral angles subtended about the N(H)-C, and
Cy—C(O) o bonds respectively of each amino-acid residue (Figures 1.7 and 1.8). Only certain
combinations of ¢ and ¥ are now allowed, owing to steric congestion between the side-
chains of adjacent amino-acid residues (Figure 1.8). Consequently, the overall conformation
of a given polypeptide chain is also very restricted, with direct consequences for the three
dimensional structures of proteins. In effect, conformational restrictions imposed by lack of

0©

)LSI?/ - )\@/

T
H

H

Figure 1.6 Peptide link resonance structures illustrating partial double character in the C(0)—N bond
(blue) sufficient to prevent free rotation thereby restricting conformational freedom of peptide or polypep-
tide backbones.
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C

Amide plane

Amide plane

Figure 1.7 Peptide link C, O, N and H atoms act as a rigid coplanar units equivalent to a single bond
(virtual bond) so that consecutive peptide links act as rigid coplanar units that pivot around individual
C «-atoms (from Voet, Voet & Pratt, 1999 [Wiley], Fig. 6-4).

free rotation in the peptide link and the natures of each peptide-linked amino-acid residue
place substantial restrictions upon the conformational freedom of a given polypeptide and
hence the range of possible three dimensional structures that may be formed by any given
polypeptide polymer. In fact, the primary structure amino-acid sequence of a protein not
only influences the three dimensional structure but also actually determines this structure. In
other words, all the necessary ‘information’ for the three dimensional structure of a protein
is ‘stored’ and available within the primary structure. This is the basis for self-assembly in
biology and explains why proteins can be such excellent platforms or ‘workbenches’ for the
development of defined functions and the evolution of living organisms.

1.2.2 Repetitive secondary structure

If primary structure is amino-acid residue sequence, then secondary structure represents
the first major steps towards a functional three dimensional structure. Secondary structures
are essentially transient three dimensional structural elements that polypeptides may form in
solution and that can interlock or dock together for stability. Polypeptides are capable of form-
ing remarkably beautiful helical structures that are known as the right-handed « helix (o)
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Figure 1.8 Amino acid residue side-chain interactions further restrict free rotation in peptide or polypep-
tide backbone. Rotational possibilities are defined by allowed values of dihedral angle ¢ subtended about
N—C, bond and %) subtended about C,—C(0) bond (left). Theoretically allowed angles are shown in
Ramachandran plot (right) together with positions of actual angles found in real protein secondary struc-
tures; o: right-handed «-helix; y: left-handed «a-helix; 11: parallel B-sheet; 1] : anti-parallel B-sheet;
C: collagen, Py helix (see later). (Ramachandran plot from Voet, Voet & Pratt, 1999 [Wiley], Fig. 6-6).

and the right-handed 3;¢ helix. The term ‘right handed’ refers to the way in which the
polypeptide main chain traces out the path of a right-handed corkscrew (incidentally, the
left-handed « helix, 1, is possible but is unknown in natural proteins so far). The ap helix can
be a surprisingly sturdy, robust and regular structural feature (Figures 1.9 and 1.10). Typically,
ar helices are comprised of up to 35 amino-acid residues in length and are very stereo-regular;
the ¢ and ¥ conformational angles of each amino-acid residue in the ay helix are both about
—60° in all cases (Figure 1.11). Helices are held together by a regular network of non-covalent
hydrogen bonds (see Section 1.6) formed between the peptide bond C=0 and N—H groups
of neighbouring amino-acid residues (Figure 1.12). There are 3.6 amino-acid residues per
turn, with the result that the hydrogen bonds are formed between the C=0 group lone pairs
(hydrogen bond acceptors) of the nth residues and the N—H groups (hydrogen bond donors)
of the (n + 4)th residues. The closed loop formed by one of these hydrogen bonds and the
intervening stretch of polypeptide main chain contains 13 atoms (Figure 1.12). Hence, the ag
helix has also been christened a 3.6,3 helix. By contrast, the 319 helix (or oy helix) is effectively
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(b)

Figure 1.9 Various depictions of an «-helix from triose phosphate isomerase (chicken muscle) (pdb:
1tim). (a) ball and stick representation (side view) of atoms and bonds shown with carbon (yellow),
nitrogen (blue) and oxygen (red); (b) CA stick display of «-carbon backbone, atoms and bonds of amino
acid side-chains are rendered in ball and stick representations with carbon (grey), nitrogen (blue) and
oxygen (red); (c) ball and stick representation (top view) of atoms and bonds with labels as per (a).
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N

Figure 1.10 Cartoon rendition of a-helix in which right-hand helix path is illustrated as a ribbon
over which a ball and stick representation of the a-carbon backbone is drawn using the code hydrogen
(white), carbon (grey), nitrogen (blue) oxygen (red) and side chain atom (purple), in order to illustrate
general hydrogen bonding patterns in the helix. (illustration from Voet, Voet & Pratt, 1999 [Wiley],
Fig. 6-8).

a smaller and slightly distorted version of the ag helix but with only three amino-acid residues
per turn and 10 atoms involved in the intervening stretch of polypeptide main chain (Figures
1.13 and 1.14). Hydrogen bonds are therefore formed between the C=0 group lone pairs of
nth residues and the N-H groups (hydrogen bond donors) of (1 + 3)th residues; ¢ and ¥
conformational angles are approximately —60 and —30° respectively (Figure 1.15).
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dihedral angle =1 =-60°

Figure 1.11 Newman projections involving the N—C, bond and C,—C(0) bond of the «-helix to demon-
strate the consequences of highly reqular dihedral angles ¢ and 1) respectively. Peptide backbone bonds
are colour coded in the same way as in Figs. 1.6 and 1.8.

Sheetlike structures are the main alternative to helices. The origin of these structures can be
found in the behaviour of polypeptide chains when they are fully extended into their 3-strand
conformations. A B strand has a ‘pleated’ appearance, with the peptide bonds orientated
perpendicular to the main chain and with amino-acid residue side-chains alternating above
and below (Figure 1.16). Both ¢ and v conformational angles are near 180° but are typically
between —120 and —150° and 4120 and +150° respectively (Figure 1.17). All 3-strand
conformations are unstable alone, but may be stabilised by the formation of non-covalent
hydrogen bonds between strands, thereby resulting in a  sheet (Figures 1.16 and 1.18). Such
B sheets may either be antiparallel (3) or parallel (3'), depending upon whether the g
strands are orientated in opposite directions or the same direction with respect to each other
(Figures 1.19 and 1.20). The hydrogen bonds that link 8 strands together are formed between

- 1
4 < N .Rn+2 1 H
e M.
? |:|1 3 ""'I n+3
. o 1 10
H
1 N

Figure 1.12 Stereo-defined structure of first turn of an «-helix to demonstrate the atom separation
between N—H hydrogen bond donors and (=0 hydrogen bond acceptors. The (=0 acceptor of each n-th
residue forms a hydrogen bond link with the N—H bond donor of the (n + 4)-th residue defining an atom
separation of 13 between acceptor 0-atom and donor H-atom. Peptide backbone bonds are colour coded
in the same way as in Figs. 1.6 and 1.8.
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Figure 1.13  Depiction of 319-helix (turn) from triose phosphate isomerase (chicken muscle) (pdb: 1tim).
CA stick display of «-carbon backbone, atoms and bonds of amino acid side chains are rendered in ball
and stick representations with carbon (grey), nitrogen (blue) and oxygen (red).

the same functional groups as in helices. In antiparallel (8) g sheets, hydrogen bonds are
alternately spaced close together then wide apart; in parallel (8") B sheets they are evenly
spaced throughout (Figure 1.20).

1.2.3 Non-repetitive secondary structure

Helices and sheetlike structures are linked and/or held together by turns and loops in a given
polypeptide main chain. Tight turns in the main chain (also known as § bends or 8 turns) are

Figure 1.14 Stereo-defined structure of first turn of a 31p-helix to demonstrate the atom separation
between N—H hydrogen bond donors and (=0 hydrogen bond acceptors. The (=0 acceptor of each n-th
residue forms a hydrogen bond link with the N—H bond donor of the (n + 3)-th residue defining an atom
separation of 10 between acceptor 0-atom and donor H-atom. Peptide backbone bonds are colour coded
in the same way as in Figs. 1.6 and 1.8.



1.2 PROTEIN STRUCTURE 13

Ry H
H Rn 0

dihedral angle 6 = ¢ = -60° dihedral angle 6 =y =-30°

Figure 1.15 Newman projections involving the N—C, bond and C,—C(0) bond of the 34-helix to demon-
strate the consequences of highly reqular dihedral angles ¢ and 1) respectively. Peptide backbone bonds
are colour coded in the same way as in Figs. 1.6 & 1.8. Tighter turn relates to smaller value of .

very common. These typically involve four amino-acid residue units held together by a non-
covalent hydrogen bond between C=0 group lone pairs of the nth residue and the N-H group
of the (1 + 3)th residue. Given variations in the possible ¢ and v angles of the amino-acid
residues involved, there are at least six possible variants; however, these are usually divisible
into just two main classes, type I and typeII, that differ primarily in the conformation of the

(b)

Figure 1.16 Depiction of B-strand and (3-sheet from triose phosphate isomerase (chicken muscle) (pdb:
1tim). (a) CA stick Display of a-carbon backbone (side view), atoms and bonds of amino acid side-chains
are rendered in ball and stick representation with carbon (grey), nitrogen (blue) and oxygen (red).
f3-strand is shown to illustrate “zig-zag” extended conformation; (b) Ball and stick representation of
3-sheet (side view) is shown with carbon (grey), nitrogen (blue) and oxygen (red) to illustrate “zig-zag”
pleating and to show regular arrangement of amino acid residue side chains in close juxtaposition.
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Figure 1.17 Newman projections involving the N—C, bond and C,—C(0) bond of a B-strand to demonstrate
the consequences of highly regular dihedral angles ¢ and ) respectively and extending the conformation.
Peptide backbone bonds are colour coded in the same way as in Figs. 1.6 & 1.8.

peptide link between the second and third residues of the turn (Figures 1.21 and 1.22). Loops
in the main chain are also very common, but interactions between amino-acid residue side-
chains provide stability rather than peptide-link-associated hydrogen bonding. Consequently,
the path mapped out by the main chain in forming a loop is a good deal less regular than that
found in a tight turn (Figure 1.23). Occasionally, disulphide bridges in polypeptides replace
and/or supplement peptide links. These bridges are formed between the thiol-functional
groups of two different cysteine (cys, C) residues separated by at least two other amino-
acid residues from each other in the amino-acid sequence of a polypeptide. These may be
thought of as the polypeptide equivalent of a ‘tie bar’ or some other such reinforcing device.
Both right-handed and left-handed spiral forms are known and a series of conformational
angles (x1, X2, X3> X2»> x1) define the state of each given disulphide bridge (Figures 1.24
and 1.25).

1.2.4 Alternative secondary structures

In certain cases, a polypeptide main chain can map out helical structures that are rather
more extended and elongated than the ag helix. These structures are known either as the
left-handed Py helix or collagen helix (C), for reasons that will become apparent. This is
unusual in being a left-handed structure when most biological macromolecule structures or
substructures are right handed. The polypeptide main chain is extended so that in appearance
it is some where in between the topography of an ay helix and a 3 strand (Figures 1.26 and
1.27). There are about three amino-acid residues per turn of helix, with a rise per residue of
about 3 A between each residue as compared to 1.5 A in the ag helix. The required ¢ and
angles needed to form a Py helix are unusual (Figure 1.8). Accordingly, most polypeptides
are unable to adopt an extended Py-helical conformation successfully, with the exception of
polypeptides comprising a high proportion of glycine and proline residues (Table 1.1).
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Figure 1.18 Cartoon rendition of a 3-sheet in which pleating is illustrated as a sequence of intersecting
planes over which a ball and stick representation of the a-carbon backbone is drawn using the code
hydrogen (white), carbon (black), nitrogen (blue) oxygen (red) and side chain atom (purple), in order
to illustrate general positioning of side chains above and below the sheet. (illustration from Voet, Voet &

Pratt, 1999 [Wiley], Fig. 6-10).



16 CH 1 THE STRUCTURES OF BIOLOGICAL MACROMOLECULES AND LIPID ASSEMBLIES

(b)

Figure 1.19 Depiction of 3-sheet structures from indicated proteins. (a) Schematic Display Structure
(see Section 1.2.5; each flat arrow is a B-strand with arrow head equal to C-terminus of each strand:
cylinders are a-helices: remainder represent loops and turns) of anti-parallel 3-sheet segment of carbonic
anhydrase I (human erythrocyte) (pdb: 2cab), atoms and bonds of amino acid side-chains are rendered
in ball and stick representation with carbon (grey), nitrogen (blue) and oxygen (red); (b) Schematic
Display Structure of parallel 3-sheet segment of triose phosphate isomerase (chicken muscle) (pdb:
1tim), atoms and bonds of side-chains are rendered as in (a).

1.2.5 Tertiary structure

The docking together and mutual stabilisation of three dimensional secondary structural
elements results in an overall three dimensional fold known as the tertiary structure of
a polypeptide. Many proteins are comprised of a single polypeptide chain, hence this fold
becomes in effect the tertiary structure of the protein too. The overall shape of this fold is
frequently globular and therefore proteins with such a fold are known as globular proteins.
Protein folding is known as the process by which proteins acquire their tertiary structure.
This field of study is enormously controversial, and where globular proteins/polypeptides are
concerned debate still rages about whether secondary structures form first and dock together
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Figure 1.20 Stereo-defined structures of 3-sheets. (a) Three stranded parallel 3-sheet structure
showing hydrogen bonding relationship between parallel B-strands. The N—H donor of each peptide link
is able to form a hydrogen bond with the (=0 acceptor of a peptide link in a parallel S-strand. Shading is
used to demonstrate pleating and emphasise amino acid residue side-chain orientations with respect to the
sheet and with respect to each other. Peptide backbone bonds are colour coded in the same way as Figs.
1.6 & 1.8. Arrows define N to C chain directions; (b) three stranded antiparallel 3-sheet structure as
for (a) except that hydrogen bonding occurs between peptide links in neighbouring antiparallel 3-strands.
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Figure 1.21 Depiction of 3-turn (Type I) from carbonic anhydrase I (human erythrocyte) (pdb: 2cab).
Ball and stick representation of atoms and bonds with carbon (grey), nitrogen (blue) and oxygen (red).

Figure 1.22 Cartoon of 3-turn (Type II). Ball and stick representation of atoms and bonds with carbon
(black), nitrogen (blue), oxygen (red), and side chain atom (purple), in order to illustrate how the (=0
acceptor of the first n-th residue forms a hydrogen bond with the N—H bond donor of the (n 4 3)-th residue
defining an atom separation of 10 between acceptor 0-atom and donor H-atom. This is the same of the
Type I turn (Fig. 1.21). The main difference between Type I and Type II is the orientation of the peptide
link joining the (n + 1)-th to the (n + 2)-th residue (illustration from Voet, Voet & Pratt, 1999 [Wiley],
Fig. 6-20b).
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(b)

Figure 1.23 Depiction of loop structure from triose phosphate isomerase (chicken muscle) (pdb: 1tim).
(a) Schematic display structure (see Section 1.2.5; each flat arrow is a 3-strand with arrow head equal
to C-terminus of each strand: cylinders are a-helices: remainder is loops and turns) of triose phosphate
isomerase (top view), atoms and bonds of amino acid side chains of key loop are rendered in ball and stick
representation with carbon (grey), nitrogen (blue) and oxygen (red); (b) schematic display structure of
triose phosphate isomerase (side view), atoms and bonds of amino acid side chains rendered as in (a).

to form tertiary structure (framework model) or whether a crude tertiary structure forms
first, followed by a process of ‘side-chain’ negotiation to create stabilised secondary structures
(molten-globule model). The latter model appears the more popular today, consistent with
the realisation that there are multitudinous ‘pathways’ of protein folding, which are themselves
highly dependent upon the primary structure of the particular protein/polypeptide of interest.
Yet, we still do not know how exactly the primary structure drives the formation of the tertiary
structure, so given a certain primary structure we remain far from sure what the globular
tertiary structure will be in many many cases.

Given the general atomic complexity of protein architecture, several shorthand represen-
tations of globular protein/polypeptide three dimensional structures have been devised, of
which the easiest to understand are the ribbon display structures (Figure 1.28). There are
other representations too including surface display, CPK and schematic display structures,
all designed to highlight different aspects of protein structure during analysis (Figure 1.29).
The illustrated structures show all the main classes of globular proteins, namely small metal
rich proteins, small SS rich proteins, anti-parallel « proteins, anti-parallel 3 proteins
and parallel o/3 proteins according to the Richardson classification, based upon the to-
pographical behaviour of repetitive secondary structure elements in the tertiary structure
(Figures 1.28 and 1.29). Almost without exception, the interior of a globular protein will
contain hydrophobic amino-acid residues (e.g. leucine (leu, L), valine (val, V), phenylalanine
(phe, F) etc.), whilst the exterior is made up of hydrophobic and hydrophilic amino-acid
residues, though hydrophilic amino-acid residues predominate. The importance of this will
become clear later, but for now let us say that globular proteins have a ‘waxy’ interior and
a ‘soapy’ exterior. This ‘waxy’ interior is amazingly crystalline. In fact, the interior packing
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(b)

Figure 1.24 Depiction of disulphide bridges from lysozyme (hen egg-white) (pdb:6lyz). (a) Ribbon
Display Structure (see Section 1.2.5; each flat helical ribbon is an «-helix; each flat strand is B-strand:
thin strands are loops and turns) of lysozyme (side view), atoms and bonds of amino acid side chains
of cysteine residues involved in disulphide bridges are rendered in ball and stick representation with
sulphur (yellow) carbon (grey), nitrogen (blue) and oxygen (red); (b) ball and stick representation of
cysteine residues forming a right-handed disulphide bridge, atoms and bonds labelled as for (a); (c) ball
and stick representation of cysteine residues from a left-handed disulphide bridge, atoms and bonds
labelled as for (a).

of hydrophobic amino-acid residues is remarkably similar to the crystalline state of organic
solids. This amino-acid residue distribution indicates that close range non-covalent van der
Waals forces and hydrophobic interactions (see Section 1.6) are critical to the stability of the
globular protein/polypeptide chain, whereas the non-covalent hydrogen bond is largely re-
sponsible for the formation of repetitive and much non-repetitive secondary structure (except
for the disulphide bridge). Of late, there is a realisation that other forces, defined as weak
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Figure 1.25 Detailed structural description of disulphide bridges. (a) Right-handed disulphide
bridge showing all the main conformational angles; (b) Left-handed disulphide bridge similarly in-
dicating all the main conformational angles. In both cases, N refers to a cysteine residue closest to the
N-terminus of the polypeptide and C refers to a residue closest to the C-terminus.

Figure 1.26  Depiction of left-handed Py;-helix from collagen (pdb: 1bkv). Ball and stick representation
of atoms and bonds with carbon (grey), nitrogen (blue) and oxygen (red).

Figure 1.27 Cartoon depiction of the extended Py-helix. Depiction emphasises the left handed char-
acter of this helix type (adapted from Voet, Voet & Pratt, 1999 [Wiley], Fig. 6-17).
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Figure 1.28 Ribbon display structure cartoon depictions. (a) Small metal rich protein cytochrome c
(horse heart) (pdb: 1hrc). Polypeptide backbone is shown as a ribbon (red). Stick bonds constituting
porphyrin macrocycle (prosthetic group) are highlighted (yellow). Van der Waal's sphere (blue) represents
central iron ion; (b) Anti-parallel a-protein myoglobin (sperm whale) (pdb: 1mbi) with labelling system
as for (a); (c) Small SS rich protein lysozyme (hen eggwhite) (pdb: 6lyz). Polypeptide backbone is shown
as a ribbon (red), stick bonds of cysteine amino acid residues linked by disulphide bridges are also shown
(vellow); (d) Anti-parallel B-protein carbonic anhydrase I (human erythrocyte) (pdb: 2cab). Polypeptide
backbone is coloured according to secondary structure with «-helix (red), anti-parallel S-sheet (light
blue), loop structures (random coil) (light grey). Van der Waals sphere (yellow) represents central zinc ion.

polar forces, may also have a significant role to play in stabilising protein/polypeptide tertiary
structure as well (see Section 1.6). Indeed, there may yet be other forces to be discovered.
Without doubt, globular protein/polypeptide structure remains a rich and fascinating if not
controversial area of research.

Globular proteins/polypeptides are frequently employed in cells as functional proteins,
responsible for respiration, metabolism and communication. However, the vast majority of
proteins inside and indeed outside cells have structural, scaffolding functions. In these cases,



1.2 PROTEIN STRUCTURE 23

(b)

(@

Figure 1.29 Alternative cartoon depictions of proteins. (a) surface display structure of small metal
rich protein cytochrome c (horse heart) (pdb: 1hrc) showing Van der Waal's surface coloured for positive
charge (blue) and for negative charge (red). Ball and stick representations of iron-porphyrin macrocycle
(prosthetic group) are shown (red) for each subunit with central iron ion rendered as Van der Waals sphere
(light blue); (b) CPK structure of cytochrome c in which all polypeptide atoms are rendered as Van der
Waals spheres (purple). Porphryin and iron ion are shown as in Fig. 1.28; (c) schematic display structure
(top view) of parallel o/ B-protein triose phosphate isomerase (chicken muscle) (pdb: 1tim) with «-helix
shown as cylinders (red), B-strands as arrowed ribbons (light blue), loop structures (random coil) as rods
(light grey); (d) schematic display structure (side view) of triose phosphate isomerase, otherwise as
for (c).

protein polypeptides generally exhibit an extended rather than globular overall fold and
hence proteins are known as fibrous proteins. First and foremost amongst these should be
considered collagen, the main structural component of bone. The collagen molecular fold is
created essentially through the association of three extended left-handed Py helices to give a
right-handed Py triple helix or collagen triple helix (Figures 1.30 and 1.31), wherein each
constituent Py helix is linked to neighbours by hydrogen bonds, resulting in high lateral as
well as longitudinal stability. Other forces are also thought to be involved but remain to be
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(b)

Figure 1.30 Depiction of right-handed collagen triple helix. (pdb: 1bkv) (a) Ball and stick represen-
tation of atoms and bonds of triple helix (side view) with complete, individual polypeptide chain single
coloured (yellow, brown or blue) (side view); (b) Ball and stick representation of atoms and bonds of
triple helix (top view), polypeptide chains rendered as in (a).

fully characterised. Since only polypeptides comprising glycine and proline residues are able
to form extended Pj; helices, owing to the unusual ¢ and i angles required, then collagen
molecules too must contain a disproportionately high level of proline and glycine residues
compared with other globular proteins/polypeptides. Strictly speaking, the term tertiary
structure refers to the overall fold of a single polypeptide (as noted above). Yet while a collagen
triple helix can be formed from a single polypeptide, the collagen triple helix that makes up
the collagen fold is actually constructed from three different collagen polypeptides linked
together initially by disulphide bridges. Therefore, the collagen triple helix that comprises the
collagen molecular fold should perhaps be described not as the tertiary structure of collagen
but as a form of quaternary structure (see Section 1.2.6). Nevertheless, when bone is formed,
collagen molecules associate through their collagen triple helices forming extended bundles
that mineralise to form the matrix of bone. Arguably, we should characterise these bundles as
the collagen quaternary structure instead. In conclusion, we would like to point out that there
is a small population of single polypeptide proteins whose tertiary structures are actually a
combination of globular and fibrous protein folds including dominant but not exclusive Py
triple helical regions. These are regarded as hybrid proteins that are both globular and fibrous
proteins simultaneously.
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Figure 1.31 Cartoon depiction of the right-handed collagen triple helix. Depiction emphasises how
three polypeptides in left-handed Py; helical conformations associate to form the triple helical structure
wherein each polypeptide adopts a gentle right-handed rope-like twist in order to maximise stabilising
inter-chain hydrogen bond interactions. Structure is also stabilised by a sheath of ordered water molecules
of solvation (illustration from Voet, Voet & Pratt, 1999 [Wiley], Fig. 6-17).

1.2.6 Quaternary structure

Different polypeptide chains may interact to form more complex multi-polypeptide proteins,
wherein each individual polypeptide is known as a subunit. Subunit interactions and interre-
lationships are illustrated for the tetrameric protein haemoglobin (Figure 1.32). In the case of
globular proteins, polypeptide chain association allows functions of individual polypeptide
elements to be coordinated or indeed supplemented to give the whole molecule the oppor-
tunity to perform multiple biological functions. In the case of fibrous proteins, quaternary
structure formation enhances overall molecular strength.
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Figure 1.32 Quaternary structure of hemoglobin (human foetal) (pdb: 1a3n). This protein is comprised
of 4 distinct polypeptides (subunits), o4, @, 81, and B, which are rendered two as ribbon display structures
(red and yellow; right-side), one as a schematic display structure (left-side, rear), and one as CA stick
display (left-side, front). Ball and stick representations of iron-porphyrin macrocycle (prosthetic
group) are shown (green) for each subunit with central iron ion rendered as Van der Waals sphere (light
grey). Subunits are all associated non-covalently with each other which is usual for polypeptide subunits
that comprise a multi-polypeptide protein.

1.2.7 Prosthetic groups

Many globular proteins/polypeptides, especially those involved in the catalysis of chemical re-
actions, also have non-peptidic structures that may be associated covalently or non-covalently
with the polypeptide. These are known as prosthetic groups. All such prosthetic groups be-
long with proteins in order to confer particular functionalities that might otherwise not exist.
A good example is the iron porphyrin ring in the proteins haemoglobin (Figure 1.32), myo-
globin and cytochrome ¢ (Figures 1.28 and 1.29) that enables the first two of these proteins
to act in respiration as molecular oxygen carriers/scavengers and the last to act as a redox
substrate. Other prosthetic groups will be described in Chapter 4.

1.3 Carbohydrate structure
1.3.1 Primary structure

Carbohydrate polymers are formed from the linear and branched combination of a wide
variety of different naturally occurring simple sugars known as monosaccharides. Monosac-
charides are a reasonably diverse set of molecular building blocks, each capable of linking
to other monosaccharides in a variety of different ways, with the result that the exquisite
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Figure 1.33

p- and L-glucose

hierarchy of structural elements found in protein structures is not so readily duplicated with
carbohydrate polymers. Having said this, those carbohydrate homopolymers that are con-
structed from only one or two monosaccharide building blocks can possess really impressive
three dimensional structures. Therefore, read on!

Monosaccharides may be classified into families according to the number of carbon atoms
they contain, usually between three and seven. The triose family has the empircal formula
C3HOs, the tetrose family C;Hg Oy, the pentose family CsH;,Os, the hexose family CsH;,Og
and the heptoses C;H;,0;. An alternative classification has been to name monosaccharides
as either aldehydo-aldose or ketose sugars depending upon whether they possess an aldehyde
or ketone functional group respectively. By way of illustration, the well known sugar glucose
is both a hexose, with six carbon atoms, and an aldehydo-aldose monosaccharide owing to
the aldehyde functional group at carbon atom 1 (C-1) (Figure 1.33). Fructose is also a hexose
but is otherwise known as a ketose sugar because of the ketone functional group positioned at
carbon atom 2 (C-2) (Figure 1.34). Each exists in two enantiomeric forms (either b or L), as
defined by the absolute stereochemistry of the penultimate carbon atom in the chain (in both
cases carbon atom 5, C-5) with reference by convention to the C-2 stereochemistry of b- or

CH,OH CH,OH
2 C=0 0=cC 2
HO—C—H H—C—OH
H—C—OH HO—C—H
H—C—OH HO—C—H
CH,OH CH,OH
D-Fructose L-Fructose

Figure 1.34 p- and L-fructose
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?HO ?HO
H—(I:<0H H0—(i;<H
CH,OH CH,0H
D-Glyceraldhyde L-Glyceraldhyde

Figure 1.35 »p- and L-glyceraldehyde to illustrate principles of the Fischer Projection. The b and L
absolute configuration convention for all sugars refers to the stereochemistry of the bracketed terminal
carbons whose configuration is compared with the two enantiomers of glyceraldehyde.

L-glyceraldehyde (Figure 1.35). The p-enantiomers of glucose and fructose tend to predomi-
nate in natural carbohydrate polymers. This is also true of most other monosaccharides found
in natural carbohydrate polymers as well.

The conformational behaviour of monosaccharides in solution is complicated. In solution,
acyclic p-glucose readily converts into cyclic five-member (f, furanose) and/or six-member
(p, pyranose) rings (Figure 1.36). Furanose (f) and pyranose (p) rings always exist as pairs of
anomers (o or ). These o and B anomers differ from each other only in their hydroxyl group

6 HO
HOH,C

HO 0, OH

OH 1
B-D-glucofuranose

|

6 HO 6 6 chom
HOH,C CHOH "o CHOH
HO . on
_— HO
(o} —
Ho 1 Ho CHO 1
oH 1 OH
OH
OH
Polyhydroxyaldehyde p-D-glucopyranose

a-D-glucofuranose

6
CH,OH
HO

HO! 1

OH
OH

a-D-glucopyranose

Figure 1.36 Dynamic equilibria of p-glucose monosaccharide in solution.
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Figure 1.37 Illustration of the anomeric effect in monosaccharides. The anomeric effect is defined as the
preference of electronegative functional groups attached to anomeric Carbon C-1 to adopt an unexpected
axial configuration. In p-glucopyranose, the equatorial S-anomer is favoured but the trend is reversed with
alkylation. The origin of the effect is the transdiequatorial interaction between Oxygen long pair and the
o * orbital of the bond linking C-1 with the electronegative function group.

configuration at the anomeric carbon. In p-glucose this is the hemi-acetal carbon C-1 (Figure
1.36). Since pyranose rings are largely stable, p-glucose actually prefers to exist in solution as
a-p-glucopyranose or S-p-glucopyranose (Figure 1.36). The relative proportions of either
the @ anomer or the 8 anomer in solution depend upon the anomeric effect. The anomeric
effect may be defined as the thermodynamic preference for one anomer over another resulting
from a combination of internal stereo-electronic effects and solution conditions. Typically,
the opportunity for hyperconjugation involving oxygen lone pairs favours the anomer with
axial substituents attached to the anomeric carbon (Figure 1.37), although under aqueous
solution conditions the equatorial 8 anomer 8-p-glucopyranose is actually favoured over the
axial & anomer «-p-glucopyranose. Conformationally speaking, either anomer may adopt
one of two main chair (C) conformations. For example, the two main chair conformations
of B-p-glucopyranose are *C;, where C-4 is above and C-1 is below the plane mapped out
by oxygen and carbon atoms 2, 3 and 5, or 'C,, where the reverse is true (Figure 1.38).
Unsurprisingly perhaps, the all-equatorial *C; is the more stable of the two and hence is the
dominant conformation in solution. By contrast, «-p-glucofuranose or 8-p-glucofuranose
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Figure 1.38 Conformational extremes of (3-b-glucopyranose (top) and (-p-glucofuranose (bottom).
Anomeric Carbon C1 is on right-hand side by convention.

anomers exist in one of two main envelope (E) conformations. For example, the two main
envelope conformations of 8-p-glucofuranose are *E, where C-3 is above the plane mapped
out by oxygen and carbon atoms 1, 2 and 4, or E3, where the reverse is true (Figure 1.38).

D-fructose shows similar equilibrium behaviour to p-glucose in that cyclic forms are pre-
ferred in solution where the anomeric carbon is the hemi-ketal carbon C-2. In the case of
D-fructose though, both pyranose and furanose rings are relatively stable and so there is a
preference for p-fructose to exist primarily in solution in the cyclic forms «-p-fructopyranose
or B-p-fructofuranose (Figure 1.39). Generally speaking, only the most stable cyclic confor-
mation of either p-glucose or p-fructose will appear in natural carbohydrate polymers. The
same is true of the other main monosaccharide building blocks found in natural carbohydrate
polymers as well (Figure 1.40). The preferred, stable cyclic conformations are shown together
with the appropriate three letter monosaccharide code and the short code for preferred con-
formation (Figure 1.41).

OH
1 3 CH,OH
o CH,OH o
HO OH
OH
4 HO 1
HO 2
HO CH,0OH
1C,4 conformation 3E conformation
a-D-fructopyranose B-D-fructofuranose

Figure 1.39 Conformational extremes of w«-D-fructopyranose (left) and p-b-fructofuranose (right).
Anomeric Carbon C1 is on right-hand side by convention.
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Figure 1.40 Structural summary of all main monosaccharides found in natural carbohydrates. All
monosaccharides are displayed as their Fischer Projections to shown differences in absolute configuration.
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Figure 1.41 Structural summary of the preferred cyclic conformations of all main monosaccharides found

in natural carbohydrates.



1.3 CARBOHYDRATE STRUCTURE 33
1.3.2 0-glycosidic link

In natural carbohydrate polymers, monosaccharide building blocks are joined together by
means of the O-glycosidic link. The O-glycosidic link is an ether functional group that
originates by convention from the anomeric carbon atom of one monosaccharide residue and
terminatesat the appropriate carbon atom ofa neighbouring residue (Figure 1.42). Each linked
monosaccharide building block is known as amonosaccharideresidue. Ifan O-glycosidiclink
is defined as (1—4) then this implies that the link originates from the anomeric carbon C-1 of
one monosaccharide residue and terminates at carbon atom C-4 of the next. In common with
the peptide bond, the O-glycosidic link has some associated rigidity due to steric congestion
between neighbouring monosaccharide residues. The resulting spatial relationships between
neighbouring residues can then be defined in terms of two conformational angles ¢ and
¥, which are respectively the main dihedral angles subtended about the anomeric carbon
to oxygen bond (C,,—O) and the following oxygen to carbon bond (O—C) (Figure 1.43).
In contrast with proteins, allowed values of ¢ and v vary substantially, depending upon
the identities of the linked monosaccharide residues (Figure 1.44); therefore, carbohydrate
polymers comprised of a number of different monosaccharide residues cannot easily form
stereo-regular three dimensional structures.

By definition, when two monosaccharide building blocks are linked together by an O-
glycosidic link, the result is known as a disaccharide. Two well known disaccharides have
been shown to illustrate how their structures are defined in terms of the three letter monosac-
charide code and their O-glycosidiclinks (Figure 1.45). Typically, when two to 20 monosaccha-
ride residues are linked together, in a linear or branched fashion, the resulting carbohydrate
polymers are described as oligosaccharides (Figure 1.46). When 20-100 monosaccharide
residues (usually 80—100) are linked together then resulting polymers are described as polysac-
charides. Unbranched oligo- or polysaccharides are said to consist of one carbohydrate main

)
0
- o]
"°Wﬁ — m N N aNap
k_'ou Ho”~ @ HO "

Hemiacetal or hemiketal -
electrophilic acceptor nucleophilic donor

(aldose or ketose)

O-glycosidic link “

0,
0
mm ° > 0
HO ¢ an,
o wp Ho”” %m:n“/ﬁ
: : H oH
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Figure 1.42 Schematic illustration of the 0-glycosidic link formed by dehydration of an anomeric carbon
centre.
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Figure 1.43 Main 0-glycosidic link conformational angles; ¢ is dihedral angle subtended about the
C,,—0 bond and 1) is dihedral angle subtended about subsequent 0—C bond.
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Figure 1.44 Allowed values ¢ and 1) angles for 0-glycosidic link of cellobiose (a) or maltose (b). In (a)
black squares or circles indicate positions of observed conformational angles in cellobiose or cellobiose
units found in larger polysaccharide systems. In (b) black triangle or circles indicate position of observed
conformational angles in maltose or maltose units found in a larger polysaccharide systems (adapted from
Rees & Smith, 1995, Figs. 7 & 5).
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(4-0-0-D-glucopyranosyl-D-glucopyranose) (2-0-0-D-glucopyranosyl-g-D-fructofuranoside)
a-D-Glcp-(1—4)-D-Glc a-D-Glcp-(1—2)--D-Fruf

Figure 1.45 Structures of two main disaccharides with a single 0-glycosidic link. Maltose is a represen-
tative glycosylglycose and Sucrose a representative glycosylglycoside. Full trivial names are given as well
as 3-letter code-based nomenclature that is used for more complex systems. By convention, the highest
priority end is the glycosyl group and the lowest priority the glycose/glycoside residue. This convention
applies for all oligosaccharides, polysaccharides and carbohydrates.

chain. Branched oligo- or polysaccharides are said to consist of a main chain to which are
attached any number of branch chains. By convention, oligosaccharide and polysaccharide
main chains end at the monosaccharide residue that retains a free anomeric carbon not in-
volved in an O-glycosidic link. This terminal residue is known either as a glycose residue, if
derived from an aldehydo-aldose monosaccharide, or as a glycoside residue, if derived from
a ketose monosaccharide. The residue at the start of a given oligo- or polysaccharide chain,
main or branched, is then known as a glycosyl group (Figure 1.46). All monosaccharide
residues in between may be called glycosyl residues. The complete list of linked monosaccha-
ride residues in travelling from the highest priority glycosyl group(s) to the lowest priority
terminal glycose/glycoside residue is known as the carbohydrate sequence, or carbohydrate
primary structure. Where branched polymers are concerned, the longest continuous chain
provides the parent sequence to which are attached branch chains with their own daughter
sequences. For each branch chain, daughter sequences begin with glycosyl groups and end
where the branch chain meets the main chain.

1.3.3 Polysaccharides: secondary, tertiary and quaternary structures

The sequences of many oligosaccharides are often too diverse and too short to encourage
the formation of stable three dimensional structures. Therefore, for the most part oligosac-
charides and shorter polysaccharides exist only as random coil. The same is not true of
a significant number of the much longer chain polysaccharides. Polysaccharides can also
be known as glycans, hence polysaccharides containing only one type of monosaccharide
residue are known as homoglycans, and those with between two and six different types of
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Figure 1.46 Structures of two main tetrasaccharides with a three 0-glycosidic links. Cellotetraose is
representative of a glycose tetrasaccharide and Stachyese of glycoside tetrasaccharide. The 3-letter code-
based nomenclature is used. Arrows show chain directions as determined by the convention described in
the legend to Fig. 1.45.

residue are known as heteroglycans. Homoglycans and a few heteroglycan polysaccharides
can form extensive periodic secondary structures, and these regular structures are usually
related geometrically to a helix even if they may not necessarily conform to the conventional
idea of a helix. Regular structures are defined in terms of two parameters that are known
as n, the number of glycosyl residues per turn, and h, the projected length of each glycosyl
residue on the ‘helix’ axis (Figure 1.47). Parameter n is either positive or negative, depending
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Figure 1.47 Simplified description of right-hand (a) and left-hand (b) polysaccharide helices where h
is the length of each monosaccharide residue projected on the helix axis, and n is the number of residues
per turn. A negative value implies left-hand and a positive value implies right hand. Spheres represent
0-glycosidic links between monosaccharide residues.

upon whether the helix is perceived to be right handed or left handed respectively. In the
event, almost all homoglycan and heteroglycan polysaccharides that are able to form periodic
secondary structures exist only in four main families. These are the ribbon family (n =2 + 4;
h=approx. 5 A (approximate length of glycosyl residue)), the hollow helix family (n=
24 10; h=2.5+ 2.5 A), the crumpled family and the loosely jointed family. The latter two
are rare in biological systems and will not be described further.

The most common homoglycans are the plant cell wall polysaccharide components
cellulose ((1—4)-B-p-glucan) (approximately 5000 residues) and mannan ((1—4)-8-p-
mannan), the starch component amylose ((1—4)-«-p-glucan) (1000-2000 residues) and
the insect skeletal polysaccharide chitin ((1—4)-8-p-2-N-acetylamido-2-deoxyglucan). In
the case of natural cellulose (cellulose I), flat ribbons will align parallel with respect to each
other and form sheets stabilised through extensive inter-ribbon hydrogen bond networks
that are somewhat analogous to the B-sheet structures of proteins. These sheets can fur-
ther pack in a parallel, staggered fashion giving the appearance of a periodic polysaccharide
tertiary/quaternary structure (Figure 1.48). In the main natural form of chitin (3-chitin),
flat ribbons similarly organise into parallel, hydrogen bonded sheets that further pack in a
parallel, staggered fashion resulting in a similar periodic tertiary/quaternary structure to that
observed with natural cellulose (Figure 1.48). Sheets can also pack antiparallel, giving rise to
a~chitin, or in a mixed parallel/antiparallel fashion, giving rise to what is known as «y-chitin.
All three forms of chitin are known in biological systems. Mannan too prefers to form flat
ribbons that assemble into sheets. By contrast, amylose forms into a variety of hollow helix
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Figure 1.48 Repeat unit structures (a) of cellulose (primary structural component of plant cell walls) and
chitin (principal structural component of exoskeletons of invertebrates; crustaceans, insects and spiders:
major component of fungal and algal cell walls); (b) cartoon showing how cellulose chains in ribbon
conformations interact to form hydrogen bonded sheets. These sheets (secondary structure) are then
packed in a staggered arrangement (Cellulose I) to maximise stabilising hydrogen bond contacts between
sheets (tertiary structure). Colour code, carbon (black), oxygen (red) and hydrogen (white). In Cellulose,
sheets are always in parallel alignment. Chitin adopts very similar layered sheet structures but sheets may
be in parallel alignment (similar to b above) (B-chitin), or antiparallel («-chitin) (illustration from Voet,
Voet & Pratt, 1999 [Wiley], Fig. 8-9).



1.3 CARBOHYDRATE STRUCTURE 39

a) _ —
VWY 6
4 CH,OH o
o/
HO 1
6
OH 4 CH,OH o
o)
HO 1
OH
o—1
Amylose
— -m
b)

Figure 1.49 Repeat unit structure (a) of amylose (primary storage form of glucose in cells); (b) cartoon
showing how amylose chains exist in a hollow helix (V-form) (secondary structure) conformation in the
presence and inclusion of a guest molecule such as polyiodide. Such helices become destabilised in the
absence of a guest molecule and combine to form double hollow helix structures (A-form) as illustrated
(see Fig. 1.50). Colour code, carbon (black), oxygen (red) and hydrogen (white) (illustration from Voet,
Voet & Pratt, 1999 [Wiley], Fig. 8-10).

secondary structures, of which the best known is the V form, which is a highly compressed
form of left-handed hollow helix stabilised by enclosure of small molecules with amphiphilic
characteristics such as phenols or polyiodide (Figure 1.49). Otherwise, in the absence of such
guest molecules or complexation agents, natural amylose apparently prefers to reside in the
form of a left-handed double hollow helix structure known as the A form.
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Heteroglycans are usually complex sequences of pentoses, hexoses, 6-deoxyhexoses, hex-
uronic acids and hexosamines (2-amino-2-deoxy hexoses), which may also be derivatised
as sulphates, acetates or methyl ethers at appropriate hydroxyl groups, as well as cyclised.
Regular heteroglycans like the homoglycans mentioned above can be notably effective at sec-
ondary and even tertiary/quaternary structure formation. Two important examples of such
heteroglycans are carrageenan and agarose, which both coat the outer surfaces of marine
red algae for protection and for the facilitation of metabolite transfer between cells. Both
are able to generate A-form helices stabilised by inter-residue hydrogen bonds involving the
hydroxyl groups of neighbouring monosaccharide glycosyl residues (Figure 1.50). The ability
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Carrageenan: g-D-Galp -4-sulphate (1—4) and Agarose: g-D-Galp -(1-4) and
3, 6-anhydro «-D-Galp-2-sulphate (1—3) linked polymer 3, 6-anhydro a-L-Galp -(1—3) linked polymer

Figure 1.50 Structures of two main polysaccharides with ordered secondary structures (hollow helices,
A-form). Carrageenan has the repeat unit structure shown (a) and double extended hollow helical sec-
ondary structure (b) with both separate strands rendered in the stick bond representation (yellow and
red) (pdb: 1car). Agarose has the alternative repeat structure shown (c) and double extended hollow
helical secondary structure (d) with both separate strands rendered in the ball and stick representation
(green and red) (pdb: 1aga).
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to form such double helical secondary structures is the reason that carrageenan and agarose
polysaccharides are then able to form gels. Left-handed double hollow helix structures gen-
erated from different polysaccharide chains link different polysaccharide chains together,
creating three dimensional non-periodic networks of interlinked polysaccharide chains that
are resistant to fluid flow and hence have gel behaviour. In effect, both carrageenan and
agarose exhibit not only secondary structure forming characteristics but also non-periodic
tertiary/quaternary structure forming characteristics as well!

1.4 Nucleic acid structure

As noted in Section 1.1, there are two basic types of nucleic acid found in cells, namely
deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). DNA represents the ultimate long
term storage form of genetic information because of its greater apparent chemical stability
compared with RNA. RNA, in the guise of messenger RNA (mRNA), transfer RNA (tRNA)
and ribosomal RNA (rRNA), plays an intermediary role in processing the genetic information
locked away in DNA structures into physical reality in the form of the polypeptides/proteins
that give individual cells both form and function. The precise interrelationships between
DNA, rRNA, tRNA and mRNA will be looked at briefly later on in this section, but for now
let us press on with structure!

1.4.1 Primary structures of DNA and RNA

DNA is a mixed polymer made up respectively of 2’-deoxyribonucleotide (or deoxynu-
cleotide) building blocks. Only a single set of four monomeric deoxynucleotide building
blocks go to make up all DNA in every cell of every organism. This amazingly small set
of building blocks is all that it takes to store the genetic information of all organisms!
These deoxynucleotides are composed of 2'-deoxy-3-p-ribofuranose, linked via an N-3-
D-glycosidic linkage (originating at anomeric carbon atom C-1') to a nitrogen heterocyclic
base, and phosphorylated on carbon atom C-5’ (Figure 1.51). The base may be either a bicyclic
purine adenine or guanine, or a monocyclic pyrimidine cytosine or thymine (Figure 1.52).
The combination of 2’-deoxy-B-p-ribofuranose and N-linked base alone is known as a
2'-deoxyribonucleoside (or deoxynucleoside) (dN); the four DNA deoxynucleosides are

BASE

1 %N-ﬁ-D glycosidic link

Figure 1.51 Basic structure of 2’-deoxyribonucleotide (or deoxynucleotide)
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Figure 1.52 Structures of bicyclic purine and pyrimidine bases found in DNA

known as 2’-deoxyadenosine (dA), 2'-deoxyguanosine (dG), 2’-deoxycytidine (dC) and 2'-
deoxythymidine (dT) (Figure 1.53). Hence, the principal deoxynucleotide building blocks
from which DNA is constructed are known as 2’-deoxyadenosine 5'-monophosphate (dpA),
2/'-deoxyguanosine 5'-monophosphate (dpG), 2’-deoxycytidine 5'-monophosphate (dpC)
and 2’'-deoxythymidine 5'-monophosphate (dpT) (Figure 1.54).

RNA is similarly a mixed polymer constructed substantially from ribonucleotide (or
nucleotide) building blocks that are very similar to the four monomeric deoxynucleotide
building blocks of DNA, the major difference being that 3-p-ribofuranose is used in place
of 2'-deoxy-B-p-ribofuranose (Figure 1.55). In addition, RNA molecules are frequently

2'-Deoxyguanosine dG

Me 0
;/ NH
Ho—3' N
(o]
" 1
HO
2'-Deoxycytidine dC 2'-Deoxythymidine dT

Figure 1.53  Structure of four DNA 2’-deoxyribonucleosides (or deoxynucleosides)
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2'-Deoxyadenosine 5'-monophosphate dpA 2'-Deoxyguanosine 5'-monophosphate dpG
o
; NH
;o
2'-Deoxycytidine 5'-monophosphate dpC 2'-Deoxythymidine 5-monophosphate dpT

Figure 1.54 Structure of four DNA 2’-deoxyribonucleoside 5-monophosphates (2'-deoxyribonu-
cleotide or deoxynucleotides).

constructed from an expanded set of nucleotide building blocks. By analogy to DNA,
RNA is constructed from four central nucleotide building blocks, namely adenosine 5'-
monophosphate (pA), guanosine 5-monophosphate (pG), cytidine 5'-monophosphate
(pC) and uridine 5’-monophosphate (pU) (Figure 1.56), but this set is also often supple-
mented by alternative nucleotide building blocks such as thymidine 5'-monophosphate (pT),
1-methyladenosine 5'-monophosphate (pm'A), 7-methyl-guanosine 5-monophosphate
(pm’G), N?-dimethyl guanosine 5-monophosphate (pdm®G), 5-methylcytidine 5'-
monophosphate (pm°>C) and even pseudouridine 5'-monophosphate (p¥) (Figure 1.57).
The expanded set of nucleotide building blocks used to construct RNA has a significant impact
upon the structural diversity of RNA molecules in comparison to DNA.

(o] (o]

o

uu\ 5 BASE

| 3NH o o
1 ©
N (o}
|
H
Uracil

Figure 1.55 Basic structure of ribonucleotide (or nucleotide) and RNA specific pyrimidine base uracil.
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Cytidine 5'-monophosphate pC Uridine 5'-monophosphate pU

Figure 1.56 Structure of four main RNA ribonucleoside 5-monophosphates (ribonucleotides or
nucleotides).

1.4.2 Phosphodiester link

The deoxynucleotide building blocks of DNA are joined together by phosphodiester links
(Figure 1.58). Unbranched chains of deoxynucleotide units are formed with ease. A short
chain (2-20 units) is known as an oligodeoxynucleotide whilst a long chain (upwards of
20 units) is called a polydeoxynucleotide. Each constituent deoxynucleotide unit of DNA
is usually called a deoxynucleotide residue. The same phosphodiester link also appears in
RNA to generate equivalent unbranched chains of nucleotide units, known individually as
nucleotide residues. By analogy to DNA, a short chain of RNA (2-20 units) is known as an
oligonucleotide whilst a long chain of RNA (upwards of 20 units) is called a polynucleotide.

In DNA and RNA, the chain of phosphodiester links and sugar rings is known as the
phosphodiester backbone; the bases may be regarded in both cases almost as ‘side-chains’
By convention, DNA or RNA chains begin at the 5-end (i.e., where carbon atom C-5" of
the terminal residue is not involved in a phosphodiester link) and terminate at the 3’-end
(where carbon atom C-3' is not involved in a phosphodiester link). Each chain is therefore
said to run by convention from 5’ to 3’ (5'—3’). Several shorthand conventions are used to de-
scribe the sequences of deoxynucleotide or nucleotide residues in DNA and RNA respectively.
These include the Fischer, linear alphabetic and condensed alphabetic conventions that draw
upon the letter codes for bases and deoxynucleosides or nucleosides as described previously
(Figure 1.59).
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Figure 1.57  Structure of unusual ribonucleoside 5'-monophosphates (ribonucleotides or nucleotides)
found in RNA.

The phosphodiester link in DNA and RNA has some characteristics in common with the
peptidelink. Like the peptide link, the phosphodiester link shows considerable conformational
rigidity. The link may be thought of as consisting of two atomic segments C*—C*—0Q*—P
(blue) and P—O>—C>'—C* (red) (Figure 1.60). Each segment acts as a rigid, coplanar unit
thatbehaves as a single bond. The phosphodiester link therefore consists in effect of two virtual
bonds that pivot about phosphorus. The spatial relationship between the virtual bonds that
make up each phosphodiester link are defined by conformational angles ¢ and «, which are
the main dihedral angles about the O*’—P and P—O”’ bonds respectively. Both angles ¢ and
« are approximately + 300° (—60°) under most circumstances, causing the phosphodiester
link to occupy a gauche conformation (Figures 1.61 and 1.62). Favourable anti-periplanar
interactions of oxygen atom O-3’ lone pairs with the P—O°" bond matched by a similar
interaction of oxygen atom O-5 lone pairs with the P—O?’ bond are thought to promote
this conformation. In addition, the conformational preference for all deoxynucleotide (and
nucleotide) residues to adopt the synclinal (+sc) conformation in preference to the main
anti-periplanar (ap) alternative helps to ‘fix’ conformational properties further in DNA and
RNA (Figure 1.63).
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Figure 1.58 Schematic illustration of formation of phosphodiester link from deoxynucleotides for gen-
eration of DNA. Identical link can be formed from nucleotides for the generation of RNA.
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Figure 1.59 Full structural illustration of a oligodeoxynucleotide (left) and various shorthand structures
(right) commonly used to define oligo-polydeoxynucleotide structures simply. Similar short hand structures
exist for oligo-polynucleotide structures except that “d” for “deoxy” is dispensed with.



48 CH 1 THE STRUCTURES OF BIOLOGICAL MACROMOLECULES AND LIPID ASSEMBLIES

Figure 1.60 Illustration of oligo-polydeoxynucleotide chain section highlighting the two atomic seg-
ments C“—C3*—03—P (light blue) and P—0°—C°*—C* (red). Each segment acts as a rigid, coplanar unit,
hence behaves as a virtual bond pivoting at phosphate. Key dihedral angles involved that characterise
conformation are ¢ a, the angle subtended about the 0¥—P bond and «, the angle subtended about the
P—0® bond. The same arguments apply in oligo-polynucleotide chains too.
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Figure 1.61 Conformational freedom is heavily restricted in nucleic acids owing to lack of free rotation
about 0¥—P and P—0° bonds. (a) Nucleic acid equivalent of the Ramachandran plot illustrating the
theoretically allowed angles of ¢ and «. (b) Free rotation is primarily damped owing to the gauche effect
in which lone-pair-o* orbital overlaps in phosphodiester links generate double bond character in 0—P
bonds that restrict free rotation (adapted from Govil, 1976 [Wiley]).
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Figure 1.62 Newman projections of to show the dihedral angles subtended about the 0¥ —P and P—0%
bonds (¢ and « respectively) in order to demonstrate how highly reqgular dihedral angles set up a highly
extended phosphodiester backbone conformation. Bonds are colour coded in the same way as Figs. 1.60
& 1.61.

1.4.3 Secondary structure of DNA

This is where we meet the famous double helix immortalised by many books, articles,
television programmes and of course films. The DNA double helix is the key element of
DNA three dimensional structure. In the 1950s, when James Watson and Francis Crick first
proposed the double helix as the key piece of DNA three dimensional structure, they generated
enormous scientific and popular excitement, since for the first time the inheritance of genetic
information could be understood explicitly in terms of a real chemical structure! In order to
appreciate this structure, there is a requirement to understand more about the heterocyclic
bases (see Section 1.4.1) and their unrivalled capacity for specific hydrogen bonding. All
these bases are aromatic but paradoxically prefer keto/amine to enol/imine tautomeric forms

+ synclinal (+sc) conformation antiperiplanar (ap) conformation

Figure 1.63 Illustration of conformational preferences of the conformational angle y subtended about
the C¥—C* bond. Each deoxynucleotide (or nucleotide) residue adopts either a +sc or ap conformation.
The former is usually preferred but for exceptional circumstances.
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Figure 1.64 Illustration of the keto-enol and amine-imine tautomeric equilibria

(Figure 1.64). The four bases found in DNA show a remarkable pairwise complementarity
with respect to each other. Guanine is able to supply two hydrogen bond donor groups and
one acceptor group to complement the two hydrogen bond acceptor groups and one donor
group of cytosine, while adenine is able to supply one hydrogen bond donor and one acceptor
group to complement the single hydrogen bond acceptor and one donor group of thymine
(Figure 1.65). Complementary hydrogen bonding gives rise to the specific Watson—Crick
base pairings, dG.dC and dA.dT, which also show a remarkable isomorphous geometry
(Figure 1.66). These pairings are not unique and there can be an impressive number of
alternatives (Figures 1.67 and 1.68), but they dominate owing to preferable interactions and
relative geometries.

N
H |
¢, G
Deoxyguanosine dG Deoxycytidine dC
Z
a
HN/H a d %,‘0

N

@ HO Me
N NN N

/ |

Cy'
Deoxyadenosine dA Deoxythymidine dT
Figure 1.65 Illustration of the matched hydrogen-bond acceptor (a) and donor (d) relationships that
exist between the bases of deoxyadenosine & deoxythymidine, and the bases of deoxyguanosine & deoxy-
cytidine.
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Figure 1.66 Illustrations of the specific Watson-Crick base pairings, dG.dC and dA.dT involving com-
plementary deoxynucleoside residues. Overlay structure provides visual demonstration of the dG.dC/dA.dT
isomorphous geometry.

The chemical biology reader should also be aware that the natural conformational pref-
erence of a given polydeoxynucleotide chain (see Section 1.4.2) is to exist in an extended
conformation with heterocyclic bases presented in an anti conformation projecting away
from the attached 2’'-deoxy-S-p-ribofuranose ring (Figure 1.54), in preference to the syn
conformation. In the anti conformation specific Watson—Crick base pairings between bases
in two independent polydeoxynucleotide chains can be achieved with ease. The optimal ar-
rangement for hydrogen bonding between two independent polydeoxynucleotide chains is
for each chain to align antiparallel with respect to the other (i.e., one chain is orientated in
the 5'— 3’ direction and the other in the 3'—5’ direction) and for the two chains to coil
around each other in such a way that the backbone of each chain forms a right-handed helix.
However, this arrangement is inherently unstable, given the high charge of the phosphodi-
ester backbone, unless every deoxynucleotide residue in one polydeoxynucleotide chain is
able to enter into a specific Watson—Crick base pairing arrangement with a deoxynucleotide
residue in the other polydeoxynucleotide chain, thereby ‘cementing’ the chains together by a
series of specific inter-chain base pair (bp) hydrogen bond interactions. In other words, both
polydeoxynucleotide chains must be completely complementary to each other in terms of
their capacity to form complete Watson—Crick base pairings, otherwise the structure will not
be stable. The need for such complete base pairing also ensures that both polydeoxynucleotide
chains are completely complementary to each other in terms of their deoxynucleotide residue
sequence and base composition as well. In these specific Watson—Crick base pairings lie the
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Figure 1.67 Structures of non-Watson-Crick base pairings involving deoxyadenosine. Original dA.dT

Watson-Crick base pairing is shown (red, top left) for comparison.

foundations of the genetic code and the inheritance of genetic information (see Section 1.4.6).
Nevertheless, even given these strict requirements, there is a significant amount of plasticity
in the DNA double helix structure that may be essential for a variety of important biological
reasons. This means that there can be a number of DNA double helical subtypes. Note that
complete Watson—Crick base pairing also creates the possibility for extended 7—m stacking
interactions between sequential base pairs. Such weak covalent interactions doubtless con-

tribute significantly towards DNA double helix stability in addition to Watson—Crick base
pair hydrogen bonds.
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Figure 1.68 Structures of non-Watson-Crick base pairings involving the guanine base of deoxyguano-

sine. Original dG.dC Watson-Crick base pairing is shown (blue, top) for comparison.

1.4.3.1 B-form DNA

B-form DNA is the most common form of DNA in solution and is much the most important
biologically speaking. The double helical conformation of B-form DNA also conforms most
closely with the original model structure for DNA devised by Watson and Crick. The main
architectural features of the B-form DNA double helix are illustrated using ribbon display,
ring display and ladder display structures (Figure 1.69 and 1.70). Backbones are shown as
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Figure 1.69 Ribbon Display to show the main structural features of B-form DNA with ideal dimensions
and angles (illustration from Sinden, 1994, Fig. 1.12).

(b)

Figure 1.70 Two depictions of B-form DNA. (pdb: 1bna) (a) Rings Display in which the anti-parallel
phosphodiester backbones are shown as arrowed ribbons (green); ribose rings (green), purine bases (red)
and pyrimidine (blue) bases are shown in structural outline. (b) Ladder Display in which the anti-parallel
phosphodiester backbones are shown as arrowed ribbons (green); ribose rings are omitted; purine (red)
and pyrimidine (blue) bases are shown as rods.
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Table 1.2 Summary of all the main differences between B-, A- and Z-form
DNA in terms of dimensions, angles and conformations.

Parameter A-DNA B-DNA Z-DNA
Helix Sense Right Right Left
Residue per turn 11 10 (10.5) 12
Axial Rise (&) 2.55 3.4 3.7
Helix Pitch (A) 28 34 45
Base Pair Tilt (A) 20 —6 7
Rotation per residue (A) 33 36 (34.3) —30
Diameter of Helix (A) 23 20 18
Glycosidic bond

dA, dT, dC anti anti anti

dG anti anti syn
Sugar Pucker

dA, dT, dC C3’ endo C2’' endo C2' endo

dG C3’ endo C2" endo C3’ endo
Phosphate-Phosphate (A)

dA, dT, dC 5.9 7.0 7.0

dG 5.9 7.0 5.9

ribbons and inter-chain interacting base pairs as either rings or rods perpendicular to the
helical axis. There are two structural grooves that corkscrew along the length of the double
helix, the wider of which is called the major groove and the narrower the minor groove (Figure
1.69). The helix and base pair parameters of B-form DNA are also summarised (Table 1.2).
The helix sense of B-form DNA is right handed, there are 11.5 base pair residues per turn, and
the 2’-deoxy-B-p-ribofuranose rings do not adopt the characteristic envelope conformation
of furanose rings, but instead exist in a C? -endo twist conformation (Figure 1.71).

In the original model structure for DNA devised by Watson and Crick, base pairs are
coplanar and base pair planes stack perpendicular to the main helix axis. In reality, whilst
this is essentially true, there are always distortions away from such ideality. A number of
parameters are frequently used as a guide to define these distortions. These parameters include
a description of helix sense—whether right handed or left handed, helix diameter (in A),
helix pitch (P)—the length of one complete helical turn (in A), the number of residues
per turn, axial or average rise (D,)—the distance between adjacent base pair planes (in
A), base pair twist or helix rotation (£2)—the angle of rotation between adjacent base pair
planes—and base pair tilt (7)—the angle which a base pair plane makes relative to a line
drawn perpendicular to the main helix axis (Figure 1.72). In addition, there are other base
pair parameters that are used to describe more heavily distorted DNA. These are base pair roll
(p)—the average angle that adjacent base pairs make relative to the main helical axis—and
base pair propeller twist (w)—the angle between the planes of the two paired bases of a base
pair when the base pair is no longer coplanar (Figure 1.72).
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Figure 1.71 Main conformational preferences of 2'-deoxy-[3-b-ribofuranose rings in polydeoxynucleotides

(right). Cartoon illustration of these main envelope conformations (left) (illustrations from Sinden, 1994,
Fig. 1.4).

1.4.3.2 A-form and Z-form DNA

Other than B-form DNA, there are other forms of DNA that are more distorted from Watson
and Crick ideality. These include A-form, C-form, D-form and T-form DNA. Of these,
A-form DNA is the most similar to B-form DNA (Figure 1.73). The only major difference
is that the 2’-deoxy-B-p-ribofuranose rings of A-form DNA exist in an alternative C*'-endo
twist conformation (Figures 1.71 and 1.73). Consequently, the helix diameter is wider and
there are 11 base pair residues per turn (Table 1.2). A-form DNA also possesses shallow
major and minor grooves. Z-form DNA, by contrast, is radically different from B-form

Tilt () Roll ()

Twist (22) Propellor Twist ((0)

Figure 1.72 Cartoon illustrations of the main forms of base-pair (bp) flexibility that allows DNA structures
to deviate from ideal dimensions and angles (illustrations from Sinden, 1994, Fig. 1.13).



1.4 NUCLEIC ACID STRUCTURE 57

(b)

Figure 1.73 Depiction of A-form DNA. (pdb: 2d47) (a) Rings Display (top view) in which the anti-
parallel phosphodiester backbones are shown as arrowed ribbons (green); ribose rings (green), purine
bases (red) and pyrimidine (blue);(b) Rings Display (side view).

DNA (Table 1.2) (Figure 1.74). The helix sense of Z-form DNA is now left handed and
the backbones of the two poly deoxynucleotide chains map out a zigzag spiral path. This
results from the tendency of deoxyguanosine nucleotide residues to distort so that their
2'-deoxy-B-p-ribofuranose rings adopt a C*’-endo instead of C*’-endo twist conformation
(Figure 1.71). However, in addition, the guanine bases move to a syn conformation (positioned
over the top of their attached furanose rings), instead of the more usual anti conformation
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Figure 1.74 Depiction of Z-form DNA. (pdb: 331d) using Rings Display (side view) in which the anti-
parallel phosphodiester backbones are shown as arrowed ribbons (green); ribose rings (green), purine
bases (red) and pyrimidine (blue). This side view demonstrates how the phosphodiester backbone now
takes on a “zig-zag” appearance, hence the name of this DNA conformation. This double helix is now
left-handed.

(Figure 1.75), and deoxyguanosine nucleotide residues also adjust to adopt an anti-periplanar
(ap) conformation in preference to the more usual synclinal (4sc) conformation (Figure
1.63). A-form and Z-form DNA are not thought to be biologically important except as minor
components of otherwise B-form DNA. However, both A-form and Z-form may help assist
the formation of DNA supercoiling structures such as those illustrated (Figure 1.76).

(@) 0 (b)
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Figure 1.75 Z-form DNA results from wholesale conformational changes in deoxyguanosine nucleotide
(dpG) residues. The more usual anti, +sc, €2’ endo nucleotide conformation gives way to a syn, ap, C3’
endo conformation. (a) Illustration of syn dpG conformation. (b) Ball and stick depiction of pdG(syn,
ap, €3’ endo).pdC base pair as found in Z-form DNA.
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Figure 1.76 Schematic illustration of closed circular DNA in open conformation (top) and then in a
negative supercoiled conformation (bottom left) and positive supercoiled conformation (bottom right).
(illustration adapted from Sinden, 1994, Fig. 3.4).

1.4.4 Supercoiling and tertiary structures of DNA

DNA supercoiling provides conformational potential energy for DNA tertiary structure for-
mation such as the development of DNA cruciform structures (Figure 1.77). Supercoiling
also leads to the creation of DNA triple helix (DNA triplex) structures, which form when an
oligodeoxynucleotide chain, with an appropriately complementary deoxynucleotide residue
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Figure 1.77 Schematic illustration of the influence of supercoiling on the formation of additional ter-
tiary structure elements in closed circular DNA. (a) Double helical deoxynucleotide palindrome sequence
(inverted repeat) that is a necessary prerequisite for cruciform formation; (b) schematic diagram to
show cruciform formation under conformational pressure of supercoiling as shown in (c); (d) more de-
tailed ribbon cartoon to illustrate how phosphodiester backbones are “shared” at the cruciform junction
(illustrations adapted from Sinden, 1994, Figs. 4.1, 4.3, 4.5 and 4.17 respectively).
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Figure 1.78 Schematic illustration of the influence of supercoiling on the formation of triplex DNA
tertiary structure elements in closed circular DNA. (a) Schematic diagram to show triplex formation under
conformational pressure of supercoiling; (b) ribbon cartoon to show how triplex DNA forms after local DNA
strand separation occurs ; (c) more detailed ribbon cartoon to illustrate DNA phosphodiester backbone
arrangements in two main types of triplex DNA. In both cases triplex is formed when a short, liberated
oligodeoxynucleotide chain with the appropriate complementary deoxynucleotide sequence inserts into the
major groove of B-form DNA. These triplex types are named after the triplex base pairs involved in their
formation and stabilisation (Fig. 1.79) (illustrations adapted from Sinden, 1994, Figs. 6.6, 6.4 and 6.1
respectively).

sequence, becomes associated with the major groove of a B-form DNA double helix. This is
shown using a ribbon display structure (Figure 1.78). Since Watson—Crick base pairings are
already involved within the double helix, some alternative base pairings are needed to bind
the oligodeoxynucleotide chain. These are known as tertiary base pairings or Hoogsteen
structures. There are four basic stable Hoogsteen structures involved, which by convention
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Figure 1.79 Illustration of triplex base pairs that enable triplex DNA to form. (a) Pyrimidine:
Purine:Pyrimidine (Py:Pu:Py) Hoogsteen/Watson-Crick triplex base pairs that form between the indi-
cated deoxynucleoside residues (see Figs. 1.68 & 1.67); (b) Purine:Purine:Pyrimidine (Pu:Pu:Py) Reverse
Hoogsteen/Watson-Crick triplex base pairs that form between indicated deoxynucleoside residues.

are described as dT.dA.dT, dC".dG.dC, dA.dA.dT and dG.dG.dC (Figure 1.79). The single
letter codes in normal type correspond to normal Watson—Crick base pairings, the italic letter
to the tertiary oligodeoxynucleotide base in each case. The formation of a moderately stable
DNA triplex requires that all the bases of the oligodeoxynucleotide chain form correct tertiary
base pairings with all the base pairs of the double helix where association is being made. In
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other words, the oligodeoxynucleotide chain must be complementary with the double helix
base pairs with respect to the optimal tertiary base pairings. The existence of these DNA
tertiary structures is now well established, but their biological utilities remain mysterious
even today. Such tertiary structures may have important functions in the control of gene
expression either in positive or negative ways, linking back to comments made in Section 1.1.
Evidence remains to be gathered, but this subject is certain to remain of significant interest
to chemical biology researchers for a significant time to come.

1.4.5 Secondary and tertiary structures of RNA

Within RNA, the Watson—Crick base pairing equivalents are G.C and A.U (Figure 1.80), iso-
morphous with the standard DNA Watson—Crick base pairings (Figure 1.66). The natural
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Figure 1.80 Illustrations of the specific RNA equivalent Watson-Crick base pairings, G.C and A.U in-
volving complementary nucleoside residues. Overlay structure provides visual demonstration of the G.C/A.U
isomorphous geometry.



64 CH 1 THE STRUCTURES OF BIOLOGICAL MACROMOLECULES AND LIPID ASSEMBLIES

conformational preferences of polynucleotide chains are also equivalent to those of poly-
deoxynucleotide chains. Therefore, RNA may form double helical structures in the same way
as DNA. However, owing to the presence of the C*'-hydroxyl functional group in each 8-p-
ribofuranose ring, polynucleotide chains appear unable to generate sustained double helical
structures, and appear able to form only fragmentary A-form or A’-form double helices com-
prising a few short turns (Table 1.2) (Figure 1.81). The RNA equivalent B-form double helix

3 acceptor stem

anti-codon loop
(©)

Figure 1.81 Two depictions of transfer RNA (tRNA) (pdb: 1tn2). (a) Surface Display in which the Van
der Waals surface of all atoms is shown and negative charge (red areas). This display clearly demonstrates
the bent shape of the molecule; (b) Rings Display in which phosphodiester backbone is shown as an
arrowed ribbon (green/black); ribose rings (green), purine bases (red) and pyrimidine (blue) bases are
shown in structural outline; (c) Rings Display of distorted A-form RNA helix that forms part of the
acceptor stem of tRNA. Both anti-codon loop and 3‘-acceptor stem are illustrated given their functional
importance in translation (see Section 1.4.6).
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does not exist mainly because S-p-ribofuranose rings of oligo- and polynucleotides are con-
strained to adopt a C*-endo conformation that automatically favours A-form type double
helices (Table 1.2). As a result, individual mRNA molecules comprised of pG, pC, pA and
pU nucleotide residues frequently generate complex, unique tertiary structures consisting
of A- or A’-form helical regions separated by loops and extensions lacking Watson—Crick
base pairing. These mRNA structures could almost be said to rival proteins in their three
dimensional complexity!

The structure of tRNA molecules is a peak of RNA structural variation. All tRNA molecules
possess a similar overall tertiary structure known as the clover-leaf structure (Figure 1.81).
Within the clover leaf, there are secondary structure elements comprised of A- or A’-form
double helical regions involving RNA equivalent Watson—Crick base pairings (Figure 1.80),
that are separated by loops and bulges comprised substantially of representatives from the
expanded set of RNA nucleotide building blocks such as pm' A, pm’G, pdm*G, pm>Cand p V¥,
which were described previously (Figure 1.57). Furthermore, RNA equivalent Watson—Crick
base pairings are also supplemented by base pairings involving the less common nucleotide
residues such as pm!'A, pm’G, pdm?G, pm>C and p¥ (Figure 1.57), together with occa-
sional tertiary base pairings (Figure 1.79). Even RNA equivalent non-Watson—Crick base
pairings such as the G.U wobble base pairing may be found (Figure 1.82)! Perhaps the main
reason that RNA is capable of such structural diversity in comparison with DNA is that
numerous stabilising hydrogen bonding interactions can take place between C2’-hydroxyl
groups of the polynucleotide phosphodiester backbone and bases. These interactions presum-
ably act to stabilise tertiary structures at the expense of secondary structural double helical
elements.

HN—H
Wobble G.U
Figure 1.82 Structure of G.U, non-Watson-Crick base pairing involving the guanine base of guanosine

and uracil base of uridine. Original G.C RNA equivalent Watson-Crick base pairing is shown (blue, top) for
comparison.
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1.4.6 The genetic code and structure

A general appreciation of the relationship between DNA structure and protein structure, not
to mention the functional interplay between the different types of DNA and RNA polymer,
is a critical component of biology and essential background knowledge here. In spite of their
apparent structural equivalence, the two antiparallel poly deoxynucleotide chains or strands
of DNA are not functionally equivalent in biology. By convention, one strand is called the
sense or (+) strand, the other is called the complementary or (—) strand. Therefore, genes
must consist of a sense and complementary strand too. Within each gene, the specific sequence
of deoxynucleoside bases in the sense strand (read sequentially in the 5" — 3’ direction) is
known as the gene sequence, and it is this sequence that codes for a corresponding polypeptide
sequence, after decoding with the assistance of the genetic code (Table 1.3). According to the
principles that underlie the genetic code, all gene sequences are divisible into sequential, non-
overlapping groups of three deoxynucleoside bases known as triplet codons and each triplet
codon codes for one amino-acid residue in almost all cases. When the entire set of triplet
codons that make up a specific gene sequence are read sequentially (5" — 3’ direction) with
the assistance of the genetic code from one end of a given gene to the other, then the primary
structure (complete amino-acid residue sequence) of a corresponding polypeptide/protein is
revealed (N— C-terminus direction). In other words, specific linear gene sequences decode
to reveal linear amino-acid residue sequences. Crucially, mention was made earlier (Section
1.2.1) of the fact that the three dimensional structure of a polypeptide is determined by the
amino-acid residue sequence itself. Therefore, any given gene sequence by default specifies
not only the primary structure of a polypeptide/protein but also the secondary and tertiary
structure as well!

Needless to say, the actual overall process of decoding with the genetic code and subsequent
conversion of gene sequences into polypeptide/proteins in cells is enormously complex and
dynamic, involving as it does many many biological macromolecular ‘actors’ such as enzymes
(protein catalysts) and various binding proteins. However, the chemical biology reader needs
to be aware of the overall process in order to appreciate properly the relationships between
DNA and the various forms of RNA described here as mRNA, rRNA and tRNA. The whole
process of decoding a sequence of deoxynucleoside bases requires initially that each specific
gene sequence of interest should be ‘copied” from DNA into an mRNA form (Figure 1.83).
This copying process is known as transcription and takes place in the nucleus. Transcription
literally involves the faithful rendering of the specific gene sequence in DNA into a portable
mRNA copy that migrates to the cytosol for translation into a corresponding polypeptide
sequence. Faithful rendering in transcription is made possible by using the complementary
gene sequence, located on the complementary strand of DNA, as a molecular template upon
which mRNA is assembled according to Watson—Crick base pairing rules (Figure 1.83). Trans-
lation takes place in the cytosol at ribosomes, gigantic biological macromolecular assemblies
that are substantially comprised of rRNA. Ribosomes are workbenches for translation.
Amino acids are transported to ribosomes by means of specific tRNA molecules. Each type of
specific tRNA molecule covalently binds only one specific amino acid out of the 20, and also
possesses an anti-codon nucleoside base sequence that may only bind with an mRNA codon
(by Watson—Crick base pairing) that specifically codes for the attached amino acid (as defined



Table 1.3 The Genetic Code; sense strand DNA (a) and mRNA versions (b)

Sense strand

: DNA

m> mRNA

» Protein

First
2'-Deoxynucleotide
(5'-end)

Second 2’-Deoxynucleotide

Third
2'-Deoxynucleotide
(3/-end)

T © A G
TTT Phe  TCT Ser TAT Tyr TGTCys T
T TTCPhe  TCC Ser TAC Tyr TGCCys C
TTALeu  TCA Ser TAA Stop TGA Stop A
TTGLeu  TCG Ser TAG Stop TGGTrp G
CTT Leu  CCT Pro CAT His CGTArg T
© CTCLeu CCCPro CAC His CGCArg C
CTALeu  CCA Pro CAA Gin CGA Arg A
CIGLeu CCG Pro CAG Gin CGGArg G
ATT lle ACT Thr AAT Asn AGT Ser T
A ATC lle ACC Thr AAC Asn AGCSer C
ATA lle ACA Thr AAA Lys AGAArg A
ATG Met  ACG Thr AAG Lys AGGArg G
GTT Val  GCT Ala GAT Asp GGTGly T
G GTICVal GCCAla GAC Asp GGCGly C
GTAVal  GCA Ala GAA Glu GGAGly A
GTIGVal  GCG Ala GAG Glu GGGGly G
b)
First Third
Nucleotide (5'-end) Second Nucleotide Nucleotide (3~end)
U © A G
UUU Phe  UCU Ser UAU Tyr UGUCys U
U UUCPhe UCC Ser UAC Tyr UGCCys C
UUA Leu  UCA Ser UAA Stop UGA Stop A
UUG Leu  UCG Ser UAG Stop UGGTrp G
CUULeu CCU Pro CAU His CGUArg U
© CUCLeu CCCPro CAC His CGCArg C
CUA Leu  CCA Pro CAA Gin CGA Arg A
CUGLeu CCGPro CAG Gin CGGArg G
AUUIle  ACU Thr AAU Asn AGU Ser U
A AUCIle  ACC Thr AAC Asn AGCSer C
AUATle  ACA Thr AAA Lys AGAArg A
AUG Met  ACG Thr AAG Lys AGGArg G
GUU Val  GCU Ala GAU Asp GGUGly U
G GUCVal GCCAla GAC Asp GGCGly C
GUA Val  GCA Ala GAA Glu GGAGly A
GUGVal GCG Ala GAG Glu GGGGly G




68 CH 1 THE STRUCTURES OF BIOLOGICAL MACROMOLECULES AND LIPID ASSEMBLIES

“wt KT EEEEREET
DNA a7|ac]ac]at]acat]ucac]ac

5

» 3
g
mRNA

EElEE

complementary
strand DNA

Figure 1.83 Schematic of Transcription Bubble. The complementary strand of DNA in the region of
a gene acts as a template upon which to synthesize mRNA with the assistance of Watson-Crick base
pairing. Watson-Crick base pairing ensures that the mRNA nucleoside sequence is the RNA equivalent of
the deoxynucleoside sequence found in the sense strand of DNA. Hence coding information in sense strand
DNA is smoothly transcribed into an mRNA form for translation into polypeptide sequences (See Fig. 1.84).

by the genetic code). Such dual functionality allows each type of specific tRNA to simultane-
ously bind non-covalently by Watson—Crick base pair hydrogen bonds to a specific mRNA
codon, and covalently with the very amino acid coded for by that mRNA codon. The trans-
lation process now begins at the 5'-end of mRNA beginning with the first and second triplet
codons. Specific tRNA molecules with their amino acids attached bind to mRNA at these
codons (Figure 1.84). Thereafter, the amino acid associated with the second triplet codon is
close enough to attack the r-carboxyl functional group of the amino acid associated with
the first triplet codon, creating a dipeptide. The amino-acid-free tRNA attached to the first
triplet codon may now dissociate, after which a new specific tRNA molecule with its amino
acid attached binds to the third triplet codon in line. This new amino acid associated with the
third triplet codon is close enough once again to attack the C-terminal «-carboxyl functional
group of the dipeptide associated with the second triplet codon, thereby creating a tripep-
tide. Now, the amino acid-free tRNA attached to the second triplet codon can dissociate and
the process continues in a similar way until specific tRNA molecules with their amino acids
attached have bound to all the mRNA codons in turn (as far as the 3’-end of mRNA). The
overall effect is to realise the synthesis (N — C-terminus direction) of a polypeptide chain
through the sequential association (5" — 3’ direction) of specific tRNA molecules to mRNA
codons. Clearly, the dual functionality of each type of specific tRNA molecule ensures that
the sequence of the new polypeptide is precisely that determined by the original DNA gene
sequence decoded according to the genetic code. The critical importance of tRNA should now
be very clear, indeed so much so that the question as to how exactly each type of specific tRNA
molecule meets with the correct amino-acid residue and the correct mRNA codon coding
for the attached amino acid is absolutely central to the fidelity of the link between DNA and
protein structure and remains a subject of enormous current interest in chemical biology
circles.
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Figure 1.84 Schematic of translation. The mRNA codons are read and converted from nucleoside se-
quences to protein primary structure by means of cognate aminoacyl-tRNAs. All mRNA codons are trans-
lated at a ribosome (prepared from rRNA) that has two cognate aminoacyl-tRNA binding sites; P (peptidyl)
and A (aminoacyl). All tRNAs are “adaptors” that can bind a particular mRNA codon through their anti-
codon loop, using Watson-Crick base pairing, and also associate covalently with the appropriate amino
acid residue coded for by the corresponding mRNA codon! When two cognate aminoacyl-tRNA molecules
bind mRNA in P and A sites (a), then both are close enough for peptide link formation to take place with
the emergence of a peptide chain (b). As amino acyl tRNA molecules continue to dock sequentially onto
mRNA codons (in the direction 5 —3’) (c), and amino acid residues continue to be added (N — () (d),
then the peptide chain will elongate progressively from oligo- to polypeptide until a stop signal is reached.

1.5 Macromolecular lipid assemblies

Curiously, there is a perception in some quarters that lipids are just ‘dull, merely form-
ing retentive membranes that mark the boundaries of cells and the territories of the var-
ious organelles or functional zones within them. However, although lipids are central to
compartmentalisation, lipids and the macromolecular lipid assemblies that they form, in-
cluding membranes, have a vast and complex dynamic behaviour, which underpins cel-
lular metabolism as well as promoting the systems of communication and synergism
between living cells in complex, multicellular organisms. There appears to be much yet
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to learn and much yet to study, since research into lipids and their macromolecular lipid
assemblies has been relatively neglected in comparison with other fields in chemical bi-
ology. Nevertheless, the chemical biology reader should appreciated that the influence of
macromolecular lipid assemblies on biological function is equally vast and important as the
influence of the biological macromolecules such as proteins, carbohydrates and nucleic acids.
Therefore, future chemical biology research into lipids and macromolecular lipid assemblies
is certain to be of great significance in developing our understanding of the way biology
works.

1.5.1 Monomeric lipid structures

Monomeric lipids may be broadly defined as molecules of intermediate molecular weight
(MW 100-5000 Da) that contain a substantial portion of aliphatic or aromatic hydrocarbon.
Most biologically important lipids belong to a subset of this broad class of molecules known
as complex lipids. The major members of this subset are the acylglycerols, glycerophos-
pholipids and sphingolipids. Other complex lipids are known, but these either have little
structural function or else are of unknown or poorly characterised biological function. Acyl-
glycerols are a combination of the triose glycerol and long chain fatty acids. Typical natural
long chain fatty acids are shown in Figure 1.85. Whilst the number of possible acylglycerols
is vast, the most biologically significant are the triacylglycerols, in which all three reactive
hydroxyl groups of glycerol have been esterified by fatty acids (Figure 1.86). Triacylglycerols
are the major storage form of lipids in plants and higher animals. Where triacylglycerols con-
tain identical fatty acid acyl chains they are called triglycerides or simple triacylglycerols.
Where different fatty acid acyl chains are involved, the term mixed triacyl glycerols is used
(Figure 1.86).

Glycerophospholipids may be thought of as derivatives of triacylglycerols in which the
carbon atom C-3 carboxylate ester has been replaced by a phosphate ester. The number of
possible glycerophospholipids is also vast, so only the most widely studied and arguably most
biologicallyimportantare illustrated (Figure 1.87). These glycerophospholipids are important
predominantly as constituents of biological membranes. Sphingolipids are a combination of
the base sphingosine and long chain fatty acids. Acylation of the carbon atom C-2 amine
group by a fatty acid gives rise to the ceramides, from which phosphoceramides are derived
by phosphate ester derivatisation of the C-1 hydroxyl group. Biologically significant members
of both types are illustrated (Figure 1.88). Ceramides and phosphoceramides are important
constituents of human skin lipids and neural membranes. The phosphoceramides, together
with the glycerophospholipids, are collectively known as phospholipids.

1.5.2 Lyotropic mesophases of phospholipids

Macromolecular lipid assemblies arise from the amphiphilic character of phospholipids
(Figure 1.89). Broadly speaking, all phospholipids contain a compact polar region, which is
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Figure 1.85 Structures of main saturated and unsaturated fatty acids in structural lipids that form
lipid assemblies.

hydrophilic in character, and an extended chain region, which is hydrophobic in character.
In the presence of water, the tendency of the hydrophobic chain regions to self-associate and
simultaneously exclude water leads to macromolecular lipid assemblies that may be described
as vast, extended non-covalent structures held together by van der Waals interactions and the
hydrophobic effect, which adopt different phase states depending upon the character of the
phospholipid involved and the local conditions. These phospholipid structures in their vari-
ous phase states are also known as lyotropic mesophases. Some of the most well established
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Figure 1.86 Illustrative structures of main storage lipids, the triglycerides and the mixed triacylglyc-
erols.

lyotropic mesophases have been summarised (Table 1.4) using the Luzzati nomenclature.
Structures and transitions between mesophases are very relevant to the biological behaviour
of lipids and so these will be discussed. However, given the current state of knowledge on
lipids and their macromolecular assemblies, there can be no absolute certainty concern-
ing precisely which of the lyotropic mesophases are actually relevant in biology and which
are not.

1.5.3 Solid-like mesophases

One or more crystalline lamellar (L.) phases may be formed by all phospholipids at low
temperature and/or low levels of hydration. When long and short range order is found in
three dimensions then the result is a 3D lamellar crystal, which is a true crystal. The three
dimensional crystalline order results from the close packing of two dimensional phospholipid
crystalline sheets (Figure 1.90). Inall crystalline and ordered states, phospholipid close packing
and molecular configuration is defined in terms of a number of parameters. These parameters
are o—the mean cross sectional area of a fatty acid alkyl chain perpendicular to the chain
axis, ¢—the tilt angle of the chain with respect to bilayer plane, d,—the thickness of the
head group region—and S—the surface area at the bilayer plane occupied by the individual
phospholipid. When the two dimensional phospholipid crystalline sheets cease to maintain
regular stacking arrangements with respect to each other, then three dimensional crystalline
order breaks down, leading to series of two dimensional crystalline sheets, each irregularly
stacked with respect to the next. Such mesophases are known as 2D lamellar crystals, since
they still maintain a good deal of crystalline order.
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Figure 1.87 Representative structures of first rank structural lipids, the glycerophospholipids or phos-
pholipids, that are major and integral components of lipid assemblies.
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Figure 1.88 Representative structure of second rank structural lipids, the phosphoceramides, that are
formed from the amine diol sphingosine. These can be components of some lipid assemblies but in most
cases are not dominant. The structure of cholesterol, another critical structural lipid is also shown.

1D ordered lamellar phases are known as gel states, and occur when phospholipids are
arranged into bilayers that then stack into a multilayer with each bilayer separated by water.
The fatty acid alkyl side-chains are stiff and extended, as in the 3D and 2D lamellar crystal
phases, but may undergo hindered rotations about their chain axes. There are a number of
types of 1D ordered lamellar phases depending upon the tilt angle ¢; these are Lg (¢ =0),
L, (¢ > 0) and an interdigitated phase Lg (¢ = 0) where fatty acid alkyl side-chains from
different monolayers overlap with each other (Figure 1.91). One other 1D ordered lamellar
phase, Ls, is known, in which the fatty acid alkyl side-chains cease to be linear but adopt a
helical conformation.
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Figure 1.89 Structure of dipalmitoyl .-x-phosphatidylcholine (DPPC) to illustrate the main molecular pa-
rameters and structural features that dictate the formation of crystalline lamellar phases of macromolecular
lipid assemblies. Schematic representation of a phospholipid molecule is also show (inset).
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Table 1.4 Summary of the main lyotropic mesophases
giving phase type with symmetry name and the nature of the
mesophase structure in each case

Phase Type Name Phase Structure

Solid-like lamellar

3D ILe 3D crystal
2D L 2D crystal
Py rippled gel
1D Lg untilted gel
Lg/ tilted gel
Lg; interdigitated gel
Ly partial gel
Fluid mesophases
1D Ly fluid lammellar
2D H hexagonal
H¢ complex hexagonal
R rectangular
M oblique
3D Q cubic
T tetragonal
R rhombohedral
O orthorhombic

1.5.4 Fluid mesophases

Under certain conditions of temperature and hydration, solid-like mesophases will undergo
a transition into fluid mesophases. The physical conditions under which transitions of this
type occur are very important in biological terms. The vast majority of 3D fluid phases so
far identified have cubic (Q) symmetry (Table 1.4). Six cubic phases have been characterised
so far, and these appear to fall into two distinct families, one family based upon periodic
minimal surfaces (bicontinuous) and the other on discrete lipid aggregates (micellar). 3D
fluid phases may exist as either type I (normal topology, oil-in-water) or type II (inverse
topology, water-in-oil) structures. Frequently, cubic phases of both type I and type II exist.
For instance, the main bicontinuous phases (Q230, Q224 and Q229) all form type I and
type Il structures consisting of two separate interwoven but unconnected networks of channels
orrods, which are formed from either fatty acid side-chains or water respectively (Figure 1.92).
Type Il rhombohedral (R) or tetragonal (T) three dimensional fluid phases are also known.
For example, the Ry phase consists of planar two dimensional hexagonal arrays, formed from
aqueous channels, which are then regularly stacked to form a three dimensional lattice. In
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Figure 1.90 Dipalmitoyl L-a-phosphatidylglycerol (DPPG) layer to illustrate crystal packing in 2D-
lamellar layers. In lipid assembly terms this can be considered secondary/tertiary structure formation.

a similar way, the Ty phase is comprised of planar two dimensional square arrays that are
once again stacked to form the three dimensional lattice. A debate is now raging amongst
some chemical biology researchers concerning the potential existence of cubic phases in cells;
indeed, there is a proposition that the membranes of cellular organelles may in fact adopt the
normal cubic phase, Q.
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Figure 1.91 Selection of 2D modulated ordered lamellar phases that are partially disordered, but
exhibit translational ordering in two dimensions. These gel phases exist half way between crystalline L,
states and completely fluid phases such as the L,; and Hy; phases (Figs. 1.93 and 1.94). In lipid assembly
terms, these represent the equivalent of secondary/tertiary structure formation.

Having said the above, membranes in cells are usually considered to adopt 1D fluid phases,
in particular the fluid lamellar phases, L, (Figure 1.93), such as the normal topology type I
structure, Lyg. This Loy phase is widely considered to represent the default phase state of
all biological membranes under normal physiological conditions. Cellular membranes are
also thought to be able to adopt certain 2D fluid phases under certain circumstances, in
particular hexagonal phases, H (Figure 1.94), such as the inverse topology type II struc-
ture, Hy;. Both normal and inverse topology hexagonal phases, Hy and Hy, have the ap-
pearance of stacked cylinders. In the H; phase, long alkyl acid side-chains are contained
within the cylinders whilst polar head groups make up cylinder surfaces; in the Hyy phase,
cylinders of water are bordered by polar head groups and the spaces between cylinders
are occupied by long alkyl side-chains (Figure 1.94). The interconversion within biologi-
cal membranes between the L,y fluid phase and inverse hexagonal phase Hjy is currently
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Figure 1.92 Structural representations of the main cubic mesophases formed by lipid assemblies. The
mesophases shown are (a) Ia3d (@%°) and (b) Pn3m (Q?2*), both of which are Qy fluid cubic phases;
together with (c) Im3m (Q??°) which is a Q; fluid cubic phase. Cartoon (d) provides an alternative
representation of the Im3m (Q22°) mesophase. Subscript I refers to normal phase (lipid “inside”) and II to
reverse phase (lipid “outside”). In lipid assembly terms, these represent the equivalent of tertiary structure
formation (illustrations a) to c) from Seddon, 1990, Fig. 6).

considered to be central to the dynamic behaviour of all manner of biological membranes,
in particular to allow biological membranes to become temporarily more porous in the
Hy; phase prior to returning to the much less porous L,; phase. In addition, this intercon-
version appears to be important to facilitate fusion events involving biological membranes
as well.
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Figure 1.93 Structural representations of the L,; phase, the main fluid lamellar mesophase formed by
lipid assemblies and the primary mesophase adopted by biological membranes. Subscript I refers to normal

phase (lipid “inside”) and II to reverse phase (lipid “outside”). In lipid assembly terms, this represents
the equivalent of secondary/tertiary structure formation.
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Figure 1.94 Structural representations of the Hy; phase, the main fluid hexagonal mesophase formed
by lipid assemblies. Subscript I refers to normal phase (lipid “inside”) and II to reverse phase (lipid

“outside”). In lipid assembly terms, this represents the equivalent of secondary/tertiary structure formation
(illustration from Seddon, 1990, Fig. 3b).
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1.6 Structural forces in biological macromolecules

Throughout this chapter, references have been made to the forces that give the structures of
biological macromolecules and macromolecular lipid assemblies both form and function.
The covalent bond should be well known to all chemical biology readers and need not be
discussed further. However, the non-covalent forces are important, since these are central to
the formation of three dimensional structure and therefore also to all functions of biological
macromolecules and macromolecular lipid assemblies. There are four main types of non-
covalent structural force that matter most in chemical biology, namely electrostatic, van der
Waals and dispersion, hydrogen bonding and the hydrophobic interactions. These forces
will be dealt with in order from first principles.

1.6.1 Electrostatic forces
1.6.1.1 Monopoles

Electrostatic forces are long range. This means that they have an influence through space
between atoms that is longer than any other type of force that will be discussed here. Charges
of opposite sign are attracted to each other and charges with the same sign repel each other.
The simplest type of electrostatic force exists between two point charges (monopoles), q; and
¢ separated by a distance rin a vacuum (Figure 1.95). The strength of interaction between
q1 and ¢, may be described in terms of potential energy, V, which is defined by

D2
4 enr

(1.1)

where g is a constant known as the vacuum permittivity. When ¢, and g, are opposite in
sign (and are attracted), the value of V'is negative and corresponds to the amount of energy
required to separate the two point charges to a distance of infinity. If ¢, and ¢, are the same in
sign (and repel each other), then the value of V' becomes positive and represents the amount
of energy required to maintain both charges in position after bringing them together from
a distance of infinity. The concept of potential energy is a very useful way of defining the
strength of weak forces and provides a useful link to thermodynamics as well, as we shall see.
By definition, potential energy V'is a measure of the ability of a system to ‘do work’ outside
the system. Obviously, a system of charges in a state of repulsion is capable of doing work
outside the system (hence the positive value of V), whilst a system of charges in a state of

g1 qz
Q- »O

monopole-monopole

Figure 1.95 Illustration of monopole/monopole interactions where g, and g, are two monopoles; r is
the distance of separation.



82 CH 1 THE STRUCTURES OF BIOLOGICAL MACROMOLECULES AND LIPID ASSEMBLIES

attraction is not (hence the negative value of V). The lower the value of V the less able is the
system able to do work outside and the more stable is the arrangement of charges.

Biological macromolecules are usually found in a medium (aqueous buffer, for example),
and the nature of the medium typically has a profound effect upon the magnitude of V. This
is taken into account by exchanging &, for another constant ¢ known as the permittivity of
the medium, as shown:

v = 192 (1.2)

4mer
which is a more general version of Equation (1.1). The ratio of ¢ to &¢ is known as the relative
permittivity or dielectric constant of the medium.

1.6.1.2 Dipoles

Equation (1.1) needs to be adapted differently if more complicated arrangements of charges
are involved, for instance if a fixed dipole and a monopole are allowed to interact in a vacuum
separated by a distance r. We usually define a dipole as two opposite point charges, for instance

q1 and —q, separated by a distance I (Figure 1.96). In this case the electrostatic influence of
the dipole is described in terms of a dipole moment:

= qil (1.3)

The potential energy of interaction between dipole moment, 141, and point charge, ¢,, can be
expressed by modifying Equation (1.1) to give

_ g 1

V = 1.4
4ey r? (14
N
q1 —q1 q2
——O O

A
\ 4

monopole-dipole

Figure 1.96 Illustration of fixed dipole/monopole interactions where charges q;/-q; separated by a
distance [ represent the fixed dipole and and g, is a monopole; r is the distance of separation between
dipole midpoint and monopole.
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a1 —a1 q2 —q2
r
dipole-dipole

Figure 1.97 Illustration of fixed dipole/ fixed dipole interactions where charges q;/-q; separated by
a distance [ represent one fixed dipole; g,/-q. also separated by a distance [ represent the other fixed
dipole; r is the distance of separation between dipole midpoints.

Furthermore, the potential energy of interaction between two fixed dipoles (Figure 1.97) can
be expressed by a simple expansion of Equation (1.4) to give

— 2
V= Hila 2 (1.5)

47'[80 r3

What happens if more complex charge systems are interacting, each involving clusters of four
(quadrupole or 2%-pole) or even eight (octupole or 2°-pole) charges? Obviously the equations
must become more complex. However, by comparing the forms of Equations (1.1), (1.4) and
(1.5), a general proportionality may be deduced. If an n-pole charge cluster is able to interact
with an adjacent m-pole charge cluster, then the potential energy of interaction may be defined
by the multipole proportionality:

1
V x rkm—1 (1.6)

Thus far, the equations and proportionality discussed in this section were actually derived
assuming the dipoles or higher multipoles to be fixed in space. In order to be more realis-
tic, rotation must be allowed for. In this case, if two multipoles were able to rotate freely in
the vicinity of each other, then the overall interaction would be characterised by an average
potential energy, (V), of zero! However, mutual potential energy depends on relative ori-
entation. Therefore, the rotation of one dipole is heavily dependent upon the position and
rotational behaviour of the other (Figure 1.98). There is no free rotation, even in the gas
phase. Consequently, the actual value of (V) will be given by

V)= —— (1.7)

r6
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Figure 1.98 Illustration of rotating dipole/ rotating dipole interactions where charges q;/—q1 sepa-
rated by a distance [ represent one rotating dipole; g,/—¢q. also separated by a distance [ represent the
other rotating dipole; r is the distance of separation between dipole midpoints. Both dipoles rotate under
mutual influence about dipole midpoints and axes.

where the constant of proportionality, C, is defined by

2pips

= e kT (18)

in which k is known as the Boltzmann constant. The form of Equations (1.7) and (1.8) gives
some insights into the effects of temperature T on (V). The higher is T, the smaller is C
and hence the higher is the value of average potential energy (V). In other words, increasing
T increases system average potential energy (V) by disorganising the given system, thereby
minimising mutual dipole orientation and attractive interaction effects, which otherwise act
to minimise (V) and stabilise the system.

Electrostatic interactions are involved in stabilising the structures of biological macro-
molecules. Globular protein surfaces are covered with charged amino-acid residues that in-
teract with each other to form surface stabilising salt-links. Moreover, surface clusters of
charges approximate to arrays of monopoles, dipoles and quadrupoles, hence all the electro-
static equations apply. These same surface clusters of monopoles, dipoles and quadrupoles
also radiate electrostatic force-lines into solution, with consequences for protein-ligand
interactions and molecular recognition phenomena (see Chapter 7). In the case of nu-
cleic acids, charge—charge repulsions between the anti-parallel phosphodiester chains could
be sufficient to cause chain separation. However, phosphate negative charges are usually
counterbalanced by close neighbour counter-ions (cations or cationic proteins) that mod-
ulate the magnitude of the negative charges. In this case, the charges then provide suf-
ficient charge—charge repulsion to maintain the positions of the anti-parallel phospho-
diester chains, preventing hydrophobic collapse, without inappropriately perturbing the
structure overall.
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1.6.2 Van der Waals and dispersion forces

Van der Waals and dispersion forces are typically observed between ‘closed shell” molecules
and are short range in character. Such forces, together with hydrogen bonding (see Section
1.6.3), dominate the landscape of biological macromolecule interactions at short range and
play a very dominant role in molecular recognition and binding/catalysis processes involving
biological macromolecules and substrates/ligands. These forces are generated by interactions
between partial charges in polar functional groups/molecules and induced partial charges in
non-polar functional groups/molecules. There are three main contributions to van der Waals
and dispersion forces and these are

(a) weak dipole—weak dipole interactions
(b) induced dipole—weak dipole interactions

(¢) induced dipole—induced dipole interactions.

1.6.2.1 Weak dipole—weak dipole interactions

Weak dipoles are associated with any bonds or functional groups involving carbon or hydrogen
and an electronegative heteroatoms, such as peptide, phosphodiester or glycosidic links (see
later). These weak dipoles interact in a manner described by expressions in the form of
Equations (1.7) and (1.8).

1.6.2.2 Induced dipole-weak dipole interactions

When a weak dipole is in the presence of a polarisable functional group/molecule, then
the electric field of that dipole will induce a temporary dipole in the polarisable functional
group/molecule. The electrostatic influence of the weak dipole may be expressed in terms of a
permanent dipole moment j¢;, and that of the induced dipole in terms of an induced dipole
moment /. The potential energy of interaction may then be defined by

V=—— (1.9)
where the constant of proportionality, C, is defined by

201/
c =% (1.10)
TTE)

The term o, is known as the polarisability volume of the functional group/molecule that
harbours the induced dipole. Whilst the distance dependency of these induced dipole-weak
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dipole interactions is similar to that of dipole—dipole or weak dipole-—weak dipole interactions,
it is worth noting that there is actually no temperature dependency within the constant C’.

1.6.2.3 Induced dipole—induced dipole interactions

These interactions are also known as dispersion or London interactions and characterise
non-polar functional group/molecule interactions with each other. Instantaneous transient
dipoles are created in all functional groups or molecules due to electron movement. However,
only in truly non-polar functional groups or molecules do such transient dipoles have a major
impact, such as in the core of a globular protein (see later). In these cases, an instantaneous
dipole in one non-polar functional group or molecule generates an electrostatic field that
induces the formation of another instantaneous transient dipole in a non-polar functional
group or molecule in the vicinity. The electrostatic influence of the first transient dipole may
be defined in terms of induced dipole moment (4}, and that of the second in terms of induced

dipole moment ;5. The potential energy between these moments may be expressed in terms
of

ve_Z (1.11)

where the constant of proportionality, C”, is given by

L
L+ 5

2
"= gaia; (1.12)

The terms o] and o} are polarisability volumes for each of the two functional groups/molecules
involved respectively. I; and I, are the ionisation energies of the two functional
groups/molecules involved respectively. The form of Equation (1.11) is exactly the same
as for (1.9) and (1.7). Therefore, the distance dependencies of dipole—dipole, van der Waals
and dispersion forces are exactly the same. Only the constant of proportionality has a bearing
upon the contribution of each type of interaction force to the potential energy of a given
system of charges and/or induced charges (see Table 1.5).

Van der Waals and dispersion forces are ubiquitous in stabilising the structures of biological
macromolecules and macromolecular lipid assemblies. In the case of globular proteins, Van
der Waals and dispersion forces are important stabilising forces within the interior of these
proteins owing to the substantial presence of hydrophobic amino-acid residues located in the
‘middle and centre’ of globular proteins. These forces may also play a role in stabilising the
‘interior’ base pair axial middle of nucleic acids too. However, by far the greatest beneficiary
of these forces is macromolecular lipid assemblies, given the vast numbers of interacting alkyl
chains within membrane structures.
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Table 1.5 Summary of the main forces involved in determining the three-dimensional structures
of biological macromolecules and also their dynamics, binding behaviour and reactivity. The term
r refers to distance between interacting entities. All interactions are attractive unless indicated

Interaction Type Distance Dependency V/kJ mol~! Remarks
Monopole-Monopole (ion-ion) 1/r —250 Coulombic
Monopole-Dipole (ion-dipole) 1/r? —15
Dipole-Dipole 1/r? —2 Static system

1/r® —0.3 Rotating system
London 1/r® =2 All types of molecules
Hydrogen-bond —20
Repulsive 1/r2 Very short range;

all types of molecules

1.6.3 Hydrogen bonding

Hydrogen bond interactions are the shortest range non-covalent interactions and represent a
special type of attractive interaction between closed shell functional groups arising from the
atomic arrangement shown (Figure 1.99). A and B are very electronegative atoms (N, O or F);

Antibonding

_*k Q—O Non-bonding

Figure 1.99 Illustration of hydrogen bond interactions. A, B = N or 0. Contact of AH with B orbitals
leads to the formation of three molecular orbitals according to theory of linear combination of atomic
orbitals (LCAO). Relative sizes are as drawn. Orbital filling according to occupied energy ladder (left) just

favours bonding interactions.
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B possesses an available lone pair of electrons in a hybrid lone pair orbital that is then presented
collinear to the A-H o -bond axis as shown. An empirical molecular orbital description may
then be used to describe the hydrogen bond in the form of a three centre four electron bond.
According to the linear combination of atomic orbitals, mixing a hydrogen 1s orbital with
a hybrid atomic orbital of A and a hybrid lone pair orbital of B results in three molecular
orbitals as shown (Figure 1.99). Only bonding and non-bonding orbitals are occupied, with
the result that a weak bonding interaction is established. This bonding interaction is purely
a contact interaction ‘turned on’ when the A—H ¢ bond contacts with the hybrid lone pair
orbital of B and ‘turned off” immediately contact is broken.

Hydrogen bonding is clearly ubiquitous in stabilising protein secondary structures and nu-
cleic acid double helices (by Watson—Crick base pairing between anti-parallel phosphodiester
chains), and in the wide range of homoglycan secondary to quaternary structures.

1.6.4 Hydrophobic interactions

The subject of hydrophobic interactions is controversial but nevertheless appears to be a
very important for biological macromolecular cohesion in aqueous media, including most
especially the cohesion of macromolecular lipid assemblies. The structure of water is criti-
cal to the existence of hydrophobic interactions (Figure 1.100). Water molecules consist of

(©) (d)
‘” ]
i o i
o i |
O/H—";/ '~'H\° /O\‘\ /H"'7° ______ H\o
d H
(o) \O//O i 0/

Figure 1.100 Illustration of water structure in solid (ice) and liquid state. (a) water has two 0—H
bonds and two lone pairs; each water molecule may form up to four short hydrogen bonds (b), two from
0—H hydrogen bond donors d and two from O lone pair hydrogen bond acceptors a (c); together these
water molecules create “adamantane-like” I, hydrogen bonded structures (d).
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a repulsive spherical core centred at oxygen (d = 2.4-2.8 A). Directional hydrogen bonds
(V = 20kJ mol™!) compete with the repulsive core to bring water molecules into close prox-
imity with each other. In ice, hydrogen bonding creates an ordered lattice structure (I). In
liquid water, large scale order is disrupted but significant local order is retained. This ex-
tends to the solvation of polar and hydrophobic (non-polar) molecules/functional groups
in aqueous solution. The solvation of non-polar molecules/functional groups is particularly
important for hydrophobic interactions (Figure 1.101). Immediately surrounding any given
hydrophobic molecule/functional group, the first solvation shell consists of icelike hydrogen

b)

0O—H O0—H o H

y 0—H / /

H F g H H
H 0—H
/ 0—H
o—n N >3 0—H
/ ¥
H H

Figure 1.101 Illustration of hydrophobic effect. (a) water forms an imperfect ordered solvent cage
around two hydrophobic entities (blue). Each water of solvation is prevented from forming four hydrogen
bonds with neighbouring water molecules for steric reasons. Waters of solvation are excluded upon associ-
ation of two hydrophobic entities (b). These increase system entropy by entering bulk solution and release
enthalpy through enhanced hydrogen bond formation. Short range Van der Waals interactions between
hydrophobic entities may also contribute to system enthalpy.
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bonded arrays of water molecules. These ‘close-packed’ water molecules suffer a loss of hy-
drogen bonding potential as well as a loss of entropy as a result of being ‘locked’ in an
ordered solvation shell covering the surface of the molecules/functional groups. Therefore,
when two hydrophobic molecules/functional groups come into close proximity in aqueous
medium, their association is driven by the opportunity to release ordered water molecules
from these solvation cages. In effect, water drives the association of hydrophobic entities so
as to minimise the hydrophobic exposed surface area that needs to be solvated, maximise
entropy gain by releasing water molecules of solvation into the bulk medium and max-
imise enthalpy gain by allowing additional hydrogen bonds to be created in the bulk. The
controversy about hydrophobic interactions is therefore justified. This has less to do with
actual bonding interactions between hydrophobic entities and much more to do with the
subtleties of water structure and the intermolecular bonding interactions involved. Never-
theless, hydrophobic interactions are obviously crucial for the structural integrity and func-
tions of biological macromolecules (including macromolecular lipid assemblies) in aqueous
solution.

The hydrophobiceffectis believed to have a significant stabilising effect on globular proteins
given the substantial presence of hydrophobic amino-acid residues located in the ‘middle and
centre’ of globular proteins. Clearly the hydrophobic effect forces may also play a role in
stabilising the ‘interior’ base-pair axial middle of nucleic acids too. However, the greatest
beneficiary of the hydrophobic effect should be once again macromolecular lipid assemblies
given the vast numbers of interacting alkyl chains within membrane structures.

1.6.5 Other forces

There are undoubtedly other forces involved in stabilising biological macromolecules and
macromolecular lipid assemblies, such as weak polar interactions (Section 1.2.5), that are yet
to be fully described and accounted for. However, although we have said a lot about forces of
attraction in Section 1.6, next to nothing has been said about forces of repulsion. In fact, when
molecules or functional groups are pushed or pulled together, then nuclear and electronic
repulsions will eventually begin to dominate over forces of attraction at very short range.
Forces of repulsion are very complicated to define and depend heavily upon the nature and
electronic structure of the interacting species. Nevertheless, the Lennard-Jones potential has
been found to be a good overall description of how potential energy varies between species
with inter-atomic distance by taking into account the behaviour of forces of repulsion. This
potential is

y=_r_x (1.13)

where Cs and C, are constants, and # is a large integer (often given as 12). When # is 12,
then Equation (1.13) is said to describe a Lennard-Jones (12,6) potential. Forces of attraction
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are represented by the negative 1/7° term, since weak forces of attraction typically obey a
1/7° dependence with distance of separation (see Equations (1.7), (1.9) and (1.11)). Forces
of repulsion are represented by the positive 1/#" term (where # is usually 12), in line with the
fact that such forces can only dominate at very short range. The complete list of the main
structural forces in biological macromolecules and macromolecular lipid assemblies is given
with distance dependence in Table 1.5, including forces of repulsion.
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Chemical and Biological Synthesis

2.1 Introduction to synthesis in chemical biology

Chemical synthesis and biological synthesis are amongst the most powerful tools available
to chemists interested in chemical biology. In synthesis begins the process of determining
structure and dynamics. Without synthesis, there is insufficient material to study structure.
Without synthesis, critical probes are not available to study dynamics. Chemical biology is
perhaps unique in requiring both chemical and biological approaches to synthesis; herein
rests a key fundamental of the chemical biology approach.

Traditional chemical synthesis has an incredibly rich heritage and record of success in
the directed synthesis of a multiplicity of molecules, from unusual inorganic compounds to
complicated and intricate organic molecules, built up from readily available, small molecule
starting materials. By contrast, biological synthesis has a much shorter though no less distin-
guished record of success in the directed synthesis of biological macromolecules by means of
‘factory organisms’ such as the bacterium Escherichia coli, which employ complex anabolic
intracellular pathways for the assembly of biological macromolecules. The directed biolog-
ical syntheses of many biological macromolecules are heavily dependent on recombinant
technologies and gene cloning techniques (Chapter 3).

Although the overall philosophy and objectives of both chemical and biological synthesis
are the same — directed synthesis and isolation of a target molecule — the two approaches
are obviously radically different. Accordingly general courses in chemistry may incorporate
certain aspects of biological synthesis, but for the most part biological synthesis is not covered.
In Chapter 1, the chemical biology reader was introduced to the structures of the main
biological macromolecules and lipid macromolecular assemblies. In this chapter, we aim to
provide a balanced introduction to both chemical and biological approaches for the syntheses
of biological macromolecules and lipids. We hope that the reader will emerge with not only
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a proper appreciation of each approach, but also a proper appreciation of their respective
limits as well.

2.2 Chemical synthesis of peptides and proteins
2.2.1 Basic principles - peptide synthesis

As a first step to understanding the challenges of peptide synthesis, consider the synthesis
of a dipeptide from the constituent amino acids. The amino-acid residue sequence must be
correct, side reaction products should be prevented from forming, and «-carbon racemisation
should be avoided. In order to meet all these requirements, N- and C-terminal protecting
groups are required to ensure chemoselective formation of only the single, desired peptide
link in coupling. Overall the synthetic strategy may therefore be considered as a five-stage
process (Figure 2.1):

(a) protection of the ¢-amino group of the N-terminal residue

(b) protection of the carboxyl group of the C-terminal residue

(c) activation of the carboxy group of the «- N-protected amino acid
(d) coupling (peptide link formation) to give fully protected dipeptide

(e) deprotection (as appropriate).

For the synthesis of most dipeptides, protection of amino-acid residue side-chain functional
groups will also be appropriate in order to avoid additional undesirable side reactions.

The construction of a tripeptide from a dipeptide requires that Step (e) should only involve
selective deprotection of the N-terminal ¢-amino group of a dipeptide. A third amino-acid
residue may then be added by coupling the free «-amino group of the dipeptide to the free
carboxyl group of a selected or-N-protected amino acid. Further selective deprotection can
then give rise to the coupling of a further selected «- N-protected amino acid, and so on. The
whole process of di-, tri-, tetrapeptide etc synthesis relies on selective deprotection of the
a-N-protecting group. Such selective deprotection requires that the conditions of depro-
tection need to be as different as possible (orthogonal) to the conditions required for the
removal of other protecting groups involved in the synthesis. Therefore, provided that the
a-N-protecting group can be removed under conditions that do not affect the remaining
protecting groups, this protecting group can be said to be orthogonal with respect to the
remaining protecting groups and can be said to be subject to selective deprotection. The use
of selective deprotection and orthogonal protecting groups is central to successful solution
phase peptide synthesis in order to avoid low yields and horrendous product mixtures.

Furthermore, coupling (peptide link formation) need to be performed under very care-
tully controlled conditions, otherwise «-carbon racemisation becomes a serious problem,
especially during coupling. This is so because, each selected N-terminal protected amino acid
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Figure 2.1 Peptide link formation. L-o-Amino acids are rich in reactive functional groups. Therefore,
chemo-selective peptide link formation is not possible without protecting groups. A future N-terminal
residue must be «-N-protected (P,) (with optional P; side chain protection) while future C-terminal residue
must be a-C protected (P,) (with optional P, side chain protection). The protected N-terminal residue must
then be activated to allow peptide link formation to take place. Global deprotection reveals a dipeptide
product.
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chosen to extend the peptide chain must be activated for peptide link formation (Figure 2.1).
Activation renders the «-carbon position more acidic and hence more likely to undergo acid
dissociation leading to racemisation. Clearly, solution phase synthesis requiring an approach
such as this becomes a significant challenge for any peptide of greater than a few amino-
acid residues in length. Indeed, the involved and painstaking solution phase synthesis of the
nonapeptides oxytocin and vasopressin by Vincent du Vigneaud even resulted in the award
of a Nobel Prize for Chemistry in 1955!

2.2.2 Solid phase peptide synthesis (SPPS)

Problems in solution phase peptide synthesis have been largely overcome by the development
of solid phase peptide synthesis (SPPS). The chemical principles of peptide link formation
and peptide synthesis remain the same, but in SPPS the growing peptide chain is anchored to
a solid phase resin, thereby easing the iterative process of peptide bond formation, removing
the need for crystallisations and purifications after each step of the synthesis, and in some
ways simplifying protection/deprotection problems. SPPS earned Bruce Merrifield a Nobel
Prize in 1986, and has eased the technical challenges of peptide synthesis to the extent that
the process can now be automated.
Solid phase synthesis can be simplified to the following steps (Figure 2.2).

(a) The first amino-acid residue (C-terminus) is coupled to reactive group X attached to an
insoluble matrix (solid support) via its free carboxyl functional group. The amino-acid
residue is otherwise «- N-protected (and at other functional groups as appropriate).

(b) Theow-N-protecting group is selectively removed from the o-amino position then asecond
a-N-protected amino acid (also protected at other functional groups as appropriate) is
introduced and activated for coupling with the first amino acid bound to the resin.

(c) Once the peptide link is formed, the process of «- N-deprotection and amino-acid cou-
pling continues for as long as required.

(d) Finally, the desired length peptide is cleaved from the solid support by chemistry condi-
tions suitable to cleave the linkage between solid support and peptide chain, and remove
all the amino-acid side-chain protecting groups as well.

2.2.2.1 Solid supports and linkers for SPPS

The solid support should be well solvated to facilitate reactions to take place involving the two
phases. The original supports were based on polystyrene but have generally been superseded
by polyamide resins, which have an advantage in that they have a similar polarity to the
peptide backbone. More recently, resins based on polyethylene glycol (PEG) grafted onto low
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cross-linked polystyrene, or resins completely based on cross-linked PEG, have been used due
to their superior swelling capacity, resulting in a larger solid/liquid interface. Each growing
peptide chain is attached to the solid support by a resin linker. The resin linker must be
sufficiently robust to be unaffected by all the «- N-deprotection and coupling steps involved
that comprise a peptide synthesis. Thereafter, the resin linker must be cleaved quantitatively
to release the full-length peptide at the end of the synthesis. In the present day, Wang (via
p-benzyloxybenzyl), Rink amide (an even larger benzyl based linker) or Super acid labile
(2-chlorotrityl) resins are most commonly used in place of the original polystyrene since these
resins have been adapted to possess fundamentally acid sensitive resin linkers (Figure 2.2).

2.2.2.2 Coupling protected amino acids in SPPS

SPPS relies on very efficient amino-acid coupling. Each coupling step involves the linking of
an a-N-protected amino acid with the a-N-deprotected amino terminus of a growing resin-
linked peptide chain. Each such coupling step must take place at yields approaching 100 per
cent in order that long peptide chains (>20 amino-acid residues) may be built up (C— N) on
resin prior to the cleavage of the resin linker. The extent of coupling can be monitored by means
of the ninhydrin test (Figure 2.3). Ninhydrin reacts with primary «-amines to originate a

o H R
o H R >
. . OH
oH +  HN ’ o —— N
OH 2 )
° o
o}

Ninhydrin
o]
o]
NH, + R‘JJ\H + CO,
o
o
o O
o)
HO. N
————
NHp + o
o
o) o o
chromophore

Figure 2.3 Ninhydrin Test. Ninhydrin combines with «-N-primary amine functional groups to form pri-
mary amine product that combines with a second molecule of ninhydrin to generate a chromogenic
chromophore.
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purple, blue or blue—green colour that may be monitored colorimetrically. Secondary amines
such as proline are less reactive with ninhydrin and typically yield a reddish-brown colour.
However, the ninhydrin test is a useful diagnostic for incomplete coupling, suggesting when
a repeat coupling procedure should be performed.

Obviously coupling must also take place without reducing the optical purity of each o-N-
protected amino acid added per cycle of chain extension. Hence the coupling agents chosen
to activate free carboxyl groups during peptide link formation should be capable of suppress-
ing racemisation completely. The carbodiimide dicyclohexylcarbodiimide (DCC) was the
first main coupling agent to be introduced (Figure 2.2). This activates free carboxyl groups
through the formation of highly reactive O-acylurea intermediates that are subject to facile
nucleophilic attack by a-amino functional groups leading to peptide link formation. How-
ever, DCC is not sufficient in and of itself to reduce racemisation during coupling, hence
hydroxylbenzotriazole (HOBt) was introduced to react with the O-acylurea in order to
reduce the racemisation risk. The combined use of DCC and HOBt has now largely been
superseded by the unitary use of 2-(1H-benzotriazol-1-yl)-1,1,3,3-tetramethyluronium
hexafluorophosphate (HBTU), which is today much the most frequently used reagent to
activate amino-acid coupling in peptide synthesis along with benzotriazole-1-yl-oxy-tris-
pyrrolidino-phosphonium hexafluor-phosphate (PyBOP) (Figure 2.2).

2.2.2.3 Protection/deprotection strategies in SPPS

Merrifield’s original protection strategy was to use the tert-butyloxycarbonyl (£-BOC) group
for «- N-protection on every amino acid added to growing peptide chains, while amino-acid
side-chain functional groups were given benzyl-protecting groups. The ~BOC group is acid
labile (using a mixture of trifluoroacetic acid, TFA, in dichloromethane) (Figure 2.2). Accord-
ingly, once peptide synthesis reached full length then separation of the full-length peptide
from the resin and simultaneous side-chain deprotection was effected using liquid hydrogen
fluoride, hardly mild resin cleavage conditions! Fortunately, a much milder orthogonal pro-
tecting group strategy has since been developed for peptide synthesis with the introduction of
9-N-fluorenylmethyloxycarbonyl (FMOC) groups for «- N-protection. The FMOC group is
sensitive to mild base piperidine (piperidine 20-50 per cent v/v in DMF for 20 min) but is
otherwise stable to decomposition in neutral or acidic conditions (Figure 2.2). Consequently,
not only may amino-acid side-chain functional groups be protected during peptide synthesis
using protecting groups sensitive to only mild acid (or other sets of orthogonal) conditions,
but so too separation of the full-length peptide from the resin can be adjusted or tuned to
take place under similarly mild acid conditions.

Currently, amino-acid side-chain functional groups can be protected by a number of dif-
ferent groups such as the N-benzyloxycarbonyl (Z) amino protecting group that is typically
cleaved by simple catalytic hydrogenolysis using a Pd/charcoal catalyst, or by strong acid.
In contrast, hydroxy and carboxyl functional groups can be protected by tert-butyl masking
while e —amino groups in lysine and the N!-position of tryptophan can be protected by +BOC
groups. In both cases, protecting groups are labile with respect to mild acid (HCl in organic
solvents or TFA) treatment. Furthermore, the primary amide side-chains of asparagine and
glutamine, the thiol of cysteine and the imidazole ring of histidine are commonly masked by
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trityl group association. Trityl protection is also notably labile with respect to mild acid treat-
ment in all the cases listed here. Finally the unusual guanidine functional group associated
with the side-chain of arginine is frequently protected by 2,2,5,7,8-pentamethylchroman-
6-sulfonyl chloride (PMC) or 2,2,4,6,7-pentamethyl-dihydrobenzofuran-5-sulfonyl chlo-
ride (PBF). Both PMC and PBF are mildly acidic labile protecting groups as well (Figure 2.2).
Clearly the release of resin-bound, full-length peptide can result in the production of highly
reactive species such as butyl cations (e.g., tBu-cations and fBu-fluoroacetate). Therefore,
scavengers such as phenol, cresol or thioanisole are also included in the cleavage cocktail
to capture these species and prevent side reactions. The appropriate cleavage mixture is then
removed by evaporation and diethyl ether or methyl-tert-butyl ether (MTBE) added to
precipitate the de-protected peptide product from solution, thereby eliminating many by-
products. Finally, the crude deprotected peptide needs to be purified to homogeneity by
reversed phase preparative high performance liquid chromatography (HPLC) (see later in
Chapter 2).

2.2.3 Chemical synthesis of polypeptides

SPPS has allowed relatively facile peptide synthesis for peptides of up to 40 amino-acid
residues, though it can be used to synthesise polypeptides in excess of 100 amino-acid
residues in length. Clearly, the synthesis of long polypeptides and proteins should be best
accomplished by biological synthesis (see below). However, there are instances when chem-
ical synthesis presents a few significant advantages over biological synthesis, particularly
where the incorporation of unusual amino-acid residues is required, such as d-amino acids,
fluorescent-labelled amino acids (such as Aladan, see Chapter 4), linker moieties and other
non-peptidic groups. However, the two approaches need not in fact be exclusive. For instance,
it may be envisaged that a combination of chemical and biological synthesis (semi-synthesis)
could become increasingly important in future chemical biology applications.

2.2.4 Chemical synthesis of peptide nucleic acids

Peptide nucleic acids (PNAs) are synthetic molecules where purine and pyrimidine bases are
linked by a polypeptide backbone (Figure 2.4). PNA monomers are typically synthesised us-
ing modified protocols from standard peptide synthesis. The N-terminus is FMOC protected,
whilst benzhydryloxycarbonyl (BHOC) is used to protect the exocyclic amino groups on
adenine, cytosine and guanine. The backbone consists of repeating N-(2-aminoethyl)-glycine
units resulting in a distance between the bases in PNA similar to natural DNA or RNA con-
taining the usual phosphodiester backbone. Bases align perpendicular to the polypeptide
backbone hence PNA may form antiparallel double helices like DNA and RNA wherein com-
plementary strands are linked by Watson—Crick base pair hydrogen bonding. The uncharged
backbone of PNA results in many useful and interesting properties. The lack of charge—charge
repulsion in a PNA/DNA duplex results in far stronger binding than that observed in a DNA
double helix (DNA/DNA duplex). Triple helical complexes can also be formed with DNA
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Figure 2.4 Comparison of PNA and DNA. PNA contains neither phosphodiester links nor the g-D-2'-
deoxyribofuranose rings. Instead the backbone consists of N-(2-aminoethyl)-glycine repeat units con-
joined by peptide links. The main purine and pyrimidine bases of DNA are linked to the the PNA backbone by
methylene carbonyl bridge linkages. Watson-Crick base-complementary PNA strands are capable of Watson-
Crick base pairing and hence anti-parallel double helix formation.

that are especially stable when the PNA involved is described as a homopyrimidine. Typically,
PNA/DNA triplex has a PNA/DNA ration of 2:1. This structure requires a Watson—Crick
PNA/DNA duplex annealed to a second PNA strand by Py.Pu.Py Hoogsteen base pairing (see
Chapter 1). The stability of the PNA/DNA triplex has been crucial to many potential tech-
nological applications of PNA. PNA can invade double helical DNA, forming a PNA/DNA
triplex with the complementary (antisense) strand of DNA. Although PNAs are most stable
as homopyrimidines, low numbers of purines within the sequence can be tolerated. PNAs
are also fairly resistant to both nucleases and proteases, and have significant lifetimes in vitro
and in vivo, a useful advantage over standard nucleic acids. Furthermore, PNAs prepared by
chemical synthesis can be modified easily by many of the techniques outlined later (Chapter 4)
with fluorescent groups and other labels. The combination of strong binding to complemen-
tary nucleic acid sequences, excellent stability and easy derivatisation make these molecules
potentially powerful tools in a variety of applications.

2.3 Chemical synthesis of nucleic acids

Merrifield’s solid phase peptide synthesis presented a new approach to the chemical synthesis
of biological macromolecules and the solid phase approach was quickly adapted to other fields.
Solid phase oligonucleotide synthesis (SPONS) is another vital development in chemical
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synthesis that has had a major impact on the biological sciences. Whereas the main challenge
in SPPS was precise formation of peptide links, the challenge for oligonucleotide synthesis
has been precise formation of corresponding phosphodiester links.

Much of the development in SPONS arose from studies on polyphosphate and nucleotide
coenzyme synthesis in the laboratory of Alexander Todd during the 1950s. Not long after, in
the early 1960s, Khorana achieved the synthesis of the first sequence-defined oligonucleotides
using DCC to activate phosphate—sugar coupling. However, in the late 1960s, Letsinger and
co-workers developed the solid phase approach that eventually culminated in the triester
chemical approach familiar today.

2.3.1 Chemical synthesis of oligodeoxynucleotides

Oligodeoxynucleotide synthesis today is virtually always carried out on a solid support. Ini-
tially, the polymeric solid supports were polystyrene cross-linked with divinylbenzene, but
controlled-pore glass beads (CPG beads) with defined porosities are now used in preference.
The 3’-hydroxyl of the first protected deoxynucleotide is precoupled to the solid support and
then solid phase, multistage oligodeoxynucleotide synthesis may commence in the 3" —5'
direction, in direct analogy to SPPS (Figure 2.5).

(a) The first protected deoxynucleotide attached to the solid support is protected on the 5'-
hydroxyl group with dimethoxytrityl (DMT). Deprotection with trichloroacetic acid
(TCA) results in a free 5'-hydroxyl group and the release of the orange coloured DMT
cation (detected as a measure of the efficiency of deprotection).

(b) A 5'-DMT-protected deoxynucleotide with attached 3’-phosphoramidite (Figure 2.6)
or H-phosphonate group is then activated for coupling to the 5'-hydroxyl group of
the 3’-solid-support-bound deoxynucleotide by means of a coupling reagent known as
tetrazole.

(c) Iodine is introduced to oxidise the diester link formed from coupling to a complete phos-
phodiester link (with P(V) oxidation state). Diester links formed with phosphoramidites
or H phosphonate are unstable (due to the P(III) oxidation state).

(d) Acetic anhydride is then added to block or cap any unreacted 5’-hydroxyl groups so that
sequence truncations are not incorporated in later steps (Figure 2.7).

(e) With a phosphodiester link formed and 5’-hydroxyl capping performed, the sequential
process of 5'-hydroxyl DMT deprotection and coupling of 5'-DMT-deoxynucleotide-3'-
phosphoramidites, then iodine oxidation and capping again of unreacted 5'-hydroxyl
groups, can take place in a repetitive, iterative manner until the desired full length oligo-
or polydeoxynucleotide is prepared.

The entire oligo- or polydeoxynucleotide is then detached from the solid support and de-
protected to complete the synthesis. After synthesis of the oligo- or polydeoxynucleotide
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Figure 2.5 Solid Phase DNA Synthesis. 5-dimethoxytrityl (DMT)-deprotection of resin bound 3'-
terminal deoxynucleoside residue is effected with trichloroacetic acid (TCA) (mechanism shown) There-
after the first coupling reaction is enabled by phosphoamidite activation with tetrazole (mechanism
shown) followed by oxidation of the newly formed diester linkage to a phosphodiester link. The process of

5'-DMTr deprotection, phosphoramidite coupling and then diester oxidation, continues for as many times
as required (n-times), prior to global deprotection and resin removal under basic conditions.
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N-protected phosphoramidite

N-6-benzoyl-deoxyadenosine N-4-benzoyl-deoxycytidine
phosphoramidite phosphoramidite

N-2-isobutyroyl-deoxyguanosine deoxythymidine
phosphoramidite phosphoramidite

Figure 2.6 DNA Phosphoramidites. The four main phosphoramidite “building blocks” used in solid phase
DNA synthesis are illustrated with base protecting groups where appropriate.

purification takes place. At its simplest this just involves desalting, but polyacrylamide gel
electrophoresis (PAGE) (Chapter 3) is the most commonly used approach to purify a syn-
thesised oligodeoxynucleotide with high levels of purity. For higher yields in purification, or
for oligodeoxynucleotides with unusual fluorophores or other modifications, HPLC is the
purification approach of choice after synthesis.

2.3.2 Chemical synthesis of oligonucleotides

Oligo- and polynucleotide synthesis is a more significant challenge than oligo- and poly-
deoxynucleotide synthesis for two major reasons. First, RNA molecules are particularly sen-
sitive to both chemical and enzymatic degradation. Second, the 2’-hydroxyl group in each
B-p-ribofuranose ring is potentially reactive and must be protected during chain synthesis.
However, the protecting group must also be labile enough to be removed at the end of the
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Figure 2.7 Capping. Capping is a critical step that can be included after oxidation to cover any 5'-
terminal hydroxyl groups that failed to combine with phosphoramidites. Capping protects any unreacted
5’-hydroxyl groups and prevents “deletions” being incorporated into DNA during the synthesis. Acetic
anhydride and N-methylimidazole are the capping reagents added for chemoselective combination with
5’-hydroxyl groups.

synthesis, but stable enough to allow differential protection of the 5'-hydroxyl group dur-
ing oligo- or polynucleotide synthesis. In other words, 2’- and 5'-hydroxyl protecting groups
should be properly orthogonal. This can now be achieved with 5'-DMT protection and 2'- tert-
butyl dimethylsilyl (TBDMS) group protection (Figure 2.8). All 5-DMT deprotection steps
that take place during oligo- or polynucleotide synthesis require TCA (as with DNA). TBDMS
groups are relatively robust during oligo- or polynucleotide synthesis but are removed easily
during final deprotection. At the end of oligo- and polynucleotide synthesis, a three-stage
deprotection strategy is used. First, methyl groups are removed from the phosphodiester in-
ternucleotide links using triethylammonium thiophenoxide. Second, an ammonia/alcohol
mixture is required to cleave the oligo- or polynucleotide from the solid support and also
remove exocyclic amino-protecting groups. Third, tetrabutylammonium fluoride (TBAF) is
used to remove the TBDMS groups in a highly chemoselective manner from 2’-hydroxyl po-
sitions. Automated oligo- and polynucleotide synthesis possible using the solid phase method
but this procedure is not so routine as is DNA oligo- and polydeoxynucleotide synthesis.

2.3.3 Useful deoxynucleotide/nucleotide modifications

Starting with backbone modifications, we will consider first phosphorothioate links that
result from the exchange of one non-bridging oxygen atom for a sulphur atom in a given
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Figure 2.8 Solid Phase RNA Synthesis. 5-dimethoxytrityl (DMT)-deprotection of resin bound 3'-
terminal nucleoside residue is effected with trichloroacetic acid (TCA) (see Fig. 2.5). Thereafter the
first coupling reaction is enabled by phosphoamidite activation with tetrazole (see Fig. 2.5) followed
by oxidation of the newly formed diester linkage to a phosphodiester link. The process of 5'-DMT depro-
tection, phosphoramidite coupling and then diester oxidation, continues for as many times as required
(n-times), prior to global deprotection and resin removal under basic conditions. RNA synthesis requires
that 2’-hydroxyl groups are protected during the synthesis by tert-butyl dimethyl silyl (TBDMS) protect-
ing groups labile only to fluoride treatment from tetra butyl ammonium fluoride (TBAF) (mechanism
shown).

phosphodiester link. The new link becomes a chiral phosphate centre where two di-
astereomers are possible. Phosphorothioate links can be incorporated into either oligo-/
polydeoxynucleotides or oligo-/polynucleotides for various reasons. First, the ‘soft’ sulphur
can provide insight into metal ion function when compared to the ‘hard’” oxygen atom. Also,
phosphorothioates are far more stable to nucleases compared to the normal phosphodiester
links, so are useful in cell culture and even for functional studies in animals in vivo. Solid-state
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Figure 2.9 Phosphorothioates. Oligo-/polynucleotide or oligo-/polydeoxynucleotide phosphorothioates
(as shown), have extra sources of chirality in that each phosphorothiodiester link can exist in either of
two diasteromeric forms.

syntheses can be used to insert phosphorothioate links into oligo-/polydeoxynucleotides, but a
sulphurising agent is needed to replace iodine in order to introduce the non-bridging sul-
phur atom at each link (Figure 2.9). Should sulphur atoms replace both non-bridging oxygen
atoms then achiral phosphorodithioate links are the result. Such links are very stable to
hydrolysis in general, but phosphorodithioate links can provoke significant deviations from
standard oligo-/polynucleotide structures and so are little used in relative terms. In compar-
ison, methylphosphonate linkages that result when a methyl group replaces a non-bridging
oxygen atom are undeniably more interesting (Figure 2.10). Unlike the standard phosphodi-
ester links, and the thioate links, methylphosphonates are non-ionic and can therefore help
to provide insight into the importance of charge to the structure of oligo-/polynucleotides.
Sugar modifications are easily introduced into oligo-/polydeoxynucleotides or oligo-/
polynucleotides by solid phase synthesis, and these can have many uses, particularly in intro-
ducing stability to oligo-/polynucleotide structures. Oligo-/polydeoxynucleotides are com-
prised of 2'-deoxy- B-p-ribofuranose rings that can adopt C2'-endo and C3’-endo conforma-
tions (Chapter 1). In contrast, oligo-/polynucleotide 8-p-ribofuranose rings only exhibit the
C3’-endo conformation. Accordingly, 2’-substituents such as fluoro, amino, methoxy, alloxy
etc stabilise corresponding oligo-/polynucleotides with respect to conformation and also to
hydrolytic attack. Most recently, this concept was extended into the development of locked
nucleic acids (LNAs), which could be profoundly important in RNA therapeutics in future
owing to their conformational and metabolic stability (Figure 2.10). Unsurprisingly, solid
phase synthesis also lends itself to the incorporation of non-natural base modifications into
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Figure 2.10 Methylphosphonate and Linked Nucleic Acids. Oligo-/polynucleotide or oligo-/polydeo-
xynucleotide (as shown) methylphosphonates (left) have chiral properties in common with phospho-
rothioates. However lack of charge on the phosphonodiester backbone results in quite significantly more
hydrophobic biophysical characteristics. Locked nucleic acids (LNAs) (right) are now the subject of great
interest since very stable RNA A-helices may be formed between wild-type RNA and base-complementary
NAs.

an oligo-/polydeoxynucleotide or an oligo-/polynucleotide as well. Non-natural bases are use-
ful probes for delineating structure and function. For example, 7-deazapurine nucleotides
that lack the N-7 nitrogen are useful probes for those situations where this nitrogen acts as
a hydrogen bond acceptor (e.g. Hoogsteen base pairing; see Chapter 1). Base analogues may
instead be fluorescent or dye labelled (see Chapter 4). For instance, 2-aminopurine (AP)
is a useful fluorescent probe that can directly substitute for adenine in dA/A nucleotides
and can base pair with thymine in dT nucleotides without affecting the DNA double heli-
cal structure (Figure 2.11). Also, 3-methyl-8-isoxanthopterin is another fluorescent probe
that mimics the behaviour of guanine in dG/G nucleotides, and is introduced by chemical
synthesis. The uses of such fluorescent probes are accounted for elsewhere (see Chapter 4).
Furthermore, chemical cross-linkers and photo-affinity cross-linkers too can be introduced
to bases in oligo-/polydeoxynucleotides or oligo-/polynucleotides during or post-synthesis.
These can be used to attach oligo-/polydeoxynucleotides or oligo-/polynucleotides to surfaces
or other associated molecules, if required. Alternatively some cross-linkers may even actually
perturb nucleic acid functions by the introduction of significant covalent distortions, such
as the ‘nitrogen mustards’ (dithiobis(alkylamines)) or cis-platin (a potent anticancer drug)
(Figure 2.12).
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Figure 2.11 Fluorescent purines. Two very useful non-invasive DNA (base fluorophores that can be
included by solid phase DNA synthesis are; 2-aminopurine (left) and 3-methyl-isoxanthopterin (right).
The fluorescence quantum yield depends on the base stacking, and both bases are useful probes of con-
formational change/state in DNA.

2.4 Chemical synthesis of oligosaccharides

Whilst solid phase approaches dominate the chemical syntheses of the shorter nucleic acids
and polypeptides, the same is not true for oligo-/polysaccharides. The problem is the com-
plexity of oligo-/polysaccharide primary structures. Where homoglycans are concerned, this
is not valid, but many oligo-/polysaccharides associated with proteins or lipids to form gly-
coproteins or glycolipids can be immensely complicated. The complexity comes from the
fact that, while natural sugars all possess one anomeric carbon that acts as the ‘electrophilic
acceptor’ for a glycosidic link, each monosaccharide can present at least two or more dif-
ferent ‘nucleophilic donor’ hydroxyl groups, leading to complex branching. Hence, primary
structure branching and control of anomeric carbon stereochemistry are two of the great chal-
lenges for chemical synthesis of oligo-/polysaccharides. Consequently, oligo-/polysaccharide
chemical syntheses demand a range of chemo-selective protecting groups capable of orthog-
onal, selective deprotections. Special reagents are also required to form glycosidic links with
precise stereocontrol, possibly with the anchimeric assistance of neighbouring group protect-
ing groups. Another challenging aspect of oligo-/polysaccharide chemical syntheses is that
certain protecting groups and coupling reagents too may be useful for the protection and
coupling involving only a small range of monosaccharide building blocks. Quite clearly, the
chemical synthesis of oligo-/polysaccharides is very much ‘work in progress), and still awaits
the simplifying principles that underlie the chemical syntheses of peptides and nucleic acids.
Nevertheless, there are some principles emerging that are worth reviewing with examples.

2.4.1 Protecting groups

Chemical synthesis of oligo-/polysaccharides demands the use of orthogonal protecting
groups capable of selective removal. Benzyl ether protecting groups have seen widespread use



‘utejoid 03 paxul) Ajpusieaod sawodaq Ajpusnbasqns yNQ 1ey3
0S SuOL}LpuO0d JeaLwayd-o3oyd Japun Hujdnod JusjeAod o) pajealide aie sapize yjog sdnoib jeuorjouny spize om} yiim J03e)RIIDIUL YNQ JUS)BAGI-UOU
e sasn (sauo3sty se yans) sutdjosd 03 buulssosd yYNQ "UOLSIALP 1192 43JUBd 3dusy pue uoledfjdnp yNQ judraid 03 papuajul st sty] -urjejd-oqued
pue upyeyd-s se yans sbnip Jsdued-1que o uoLIe JO Siseq |yl st buwjulssosd puesjsesjul aqudsues} 4o ajedndnp o3 siqissodwil YNG Syew eyl
wistueydaw abeyul) puesjsisiul pazesasnyL ay3 ybnoiyy pautedxs aie spaeysnw uadbosytu jo sarpadoid snousia)ep ayj *buwunssosd yNa@ zZt1°z nbig

aqoud Apuiyeojoyd
Jiojejeasajul YNA
anwnawe
@ abeyjul| puessiajul op
o
H
O\z O N /\/z\/\z
| VH 0
NH 4 HN, R
0 aWO N ./...._.
aqoud Apuyeojoyd z\/\/\/\z: °
uiajoud H
€
N puess ann
Arejuswa|dwos pues asuss
op op 0
wan
J19)U1|SS049 BUO)SIY/YNA _ .
o, - HN
T 5\
Hp 1o yp //
%0 .,/..1.
|\C/ z"/
abexyun 1% N N
I -
puensenul P/ \ NG _o/,u~ ..._\zn: Q
! s,
| Nz N°H 197 NEH
20 N°H / N
op |\C/ zHA P
/ W
i, P/ € NEH
N o

o
0, NEH 19, NH
~, 4 N, ,~
une|d-oqieo d ad;, uneyd-sro
neid-oq QWQ. 2 R I
[¢] N -

spieisnw uaboayiu
sjuabe Jaoueonue




2.4 CHEMICAL SYNTHESIS OF OLIGOSACCHARIDES 113

in oligo-/polysaccharide chemistry. The benzyl ether acts as a ‘permanent’ protecting group
introduced to protect hydroxyl functional groups not expected to be involved in glycosidic
link formation. Hence, benzyl ether protected groups are robust enough to remain inert
during oligo-/polysaccharide synthesis only to be removed by mild catalytic hydrogenolysis
at the end. Otherwise, oligo-/polysaccharide synthesis makes use of base-labile protecting
groups such as acetyl, benzoyl and pivaloyl that are frequent monosaccharide C-2 protecting
groups. In this capacity, these protecting groups can offer neighbouring group participation
during glycosidic link formation and so assist in the control of stereochemistry (Figure 2.13).
Base-labile protecting groups are also intended to provide temporary protection during a
synthesis to unmask a key hydroxyl group for reaction at just the right juncture. Other
temporary protecting groups that may be used are acid-labile protecting groups such as the
DMT group. There is also the TBDMS group, which may be removed by TBAF. Both DMT
and TBDMS have also seen service in oligonucleotide synthesis.

2.4.2 Creating glycosidic links

Coupling of monosaccharides requires activation of the anomeric position in one monosac-
charide (electrophilic acceptor or glycosyl donor) and protection of all functional hydroxyl
group positions except for the selected hydroxyl group in the other monosaccharide (nucle-
ophilic donor or glycosylacceptor). The very simplest form of this is illustrated (Figure 2.13).
Initially, protecting group manipulation is required, followed by coupling, which should be
as stereocontrolled as possible. Protecting groups are chosen to assist in the current glycosidic
link formation but also with an eye to subsequent glycosidic link formations. Making the
right choices of protecting groups and coupling reagents is essentially an empirical exercise
based upon a detailed knowledge of oligo-/polysaccharide chemistry. In other words, what
will and will not work is still effectively the preserve of an initiated few who possess detailed
experience. In recent times, the following synthetic methodologies have emerged as leading
ways to effect glycosidic link formation:

(a) glycosyl trichloroacetamidate coupling
(b) 1,2 anhydrosugar-thioglycoside coupling
(c) n-pentenyl glycoside coupling.

The first (a) has been extremely useful in many solution phase oligo-/polysaccharide syn-
theses. Glycosyl donors (electrophilic acceptors) are activated under very mild conditions by
catalytic amounts of trimethylsilyltriflate (TMSOTY) and other triflates including dibutyl
boron triflate (DBBOT(), not to mention boron trifluoride in diethylether (BF;/Et,0).
This method of glycosidic link formation is striking for control of the stereochemistry
(a or B) of the anomeric centre and hence of the glycosidic link (Figure 2.13). The sec-
ond method (b) involves 1,2-anhydrosugars that are obtained easily from glycal precursors.
Glycals are readily converted into corresponding anhydrosugars by epoxidation with dimethyl
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dioxirane (DMDO), only to react onwards with a thiolate to yield thioglycoside (Figure 2.13).
These thioglycosides are robust glycosyl donors that are mobilised for coupling by treatment
with thiophilic promoters such as di-tert-butyl peroxide/methyl triflate (DTBP/MeOTf).
Once again, high o or S selectivity can be achieved in glycosylation reactions. Finally, the
third method (c) involves n-pentenyl-glycoside- (NPG-) derivatised glycosyl donors that
are activated by strong electrophilic reagents such as N-iodosuccinimide/triethylsilyltriflate
(NIS/TESOTY). Coupling yields are typically excellent and so is control of stereoselectivity.

2.4.3 Solid phase oligosaccharide chemistry

Solid phase synthesis is developing surprisingly rapidly, given the ease with which much of
the solution phase chemistry described above (see Sections 2.4.1 and 2.4.2) readily adapts for
solid phase use. However, imperfect coupling yields and incomplete o/ stereocontrol with
glycosidic link formation prevent this approach to oligo-/polysaccharide synthesis becoming
routine. The solid support used in synthesis is typically a polymeric variation of the Merrifield
resin. Two general approaches are used — either the glycosyl donor or the glycosyl acceptor can
be initially immobilised on the solid support (Figure 2.14; one example of each). These two
approaches can be sufficiently different to demand different coupling reagents, protecting
groups and even linker to the solid support. The chemical nature of the linker determines
all other protecting groups and coupling manipulations that may be carried out during the
entire synthesis, especially since the linker chemistry must be inert (orthogonal) to all other
deprotection and coupling steps that take place during the given synthesis. Hence when a
silyl ether is used as a linker then obviously other silyl protecting groups cannot be employed
elsewhere in the synthesis. Fortunately, silyl deprotection is undoubtedly orthogonal to other
oligosaccharide-associated chemistries and these linkers are very resistant to the coupling
conditions involving the three main methods of coupling described previously (see Section
2.4.2).Inthe event, thesilyl ether appears to be most appropriate form of linker when an active
glycosyl donor is initially immobilised on the solid support. Otherwise, thioglycoside and
ether linkers appear to be more appropriate when an active glycosyl acceptor is initially bound
to solid support instead. Thioglycoside linkers are robust to all but thiophilic reagents and so
are cleaved by N-bromosuccinimide/di-tert-butyl pyridine (NBS/DTBP) in MeOH to leave
a methylglycoside. Otherwise, the ether linkers can be subject to novel release conditions such
as the use of Grubb’s catalyst catalysed metathesis with ethane (Figure 2.15).

Depending upon whether an active glycosyl donor is solid phase attached or an active
glycosyl acceptor as appropriate, a regular cycle of synthesis involves the cyclical introduc-
tion and coupling of a protected glycosyl acceptor or glycosyl donor respectively, usually
preceded by a specific step of selective deprotection to make the coupling possible. In spite
of progress in solid phase oligosaccharide synthesis, oligosaccharides of lengths over four
to five monosaccharide units remain significant challenges for synthesis and there remains
no universal protocol, unlike oligopeptide or oligonucleotide synthesis. However, the great
impact of solid phase oligosaccharide synthesis over solution phase methods is that libraries
of di- and trisaccharides can be synthesised. Such libraries can then be used in screening
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automated solid phase methologies

tricholoroacetamidate coupling Linkers cleaved by metathesis-Merrifield resin
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Figure 2.15 Automated solid phase oligo-/polysaccharide synthesis. Glycosyl donor (A) is coupled
to a solid phase Merrifield-like resin through an alkenyl alcohol linker. The double bond allows for
clean removal of product at the end of solid phase synthesis by metathesis using Grubb’s catalyst in the
presence of ethylene gas. For protecting groups, see Fig 2.13. Trimethyl silyltriflate (TMSOTf) activates
the glycosyl donor through controlled removal of the trichloroacetamidate.

studies to probe a number of problems in chemical biology. Furthermore the final synthesis
illustrated (Figure 2.15) was also actually performed with full automation as well. Hence the
possibility for routine fully automated oligosaccharide synthesis should not be long to arrive.

2.5 Chemical synthesis of lipids

There is by and large no need for the chemical synthesis of many of the phospholipids that
make up macromolecular lipid assemblies in cells, since these are readily available from
natural sources and are purified from these by HPLC. In effect, biological syntheses of lipids
dominate chemical syntheses. However, there is some value in illustrating the general method
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of synthesis of acylglycerols and phospholipids, since these syntheticapproaches are important
in lipid semi-synthesis should a fluorescent tag be required etc.

Acylglycerols derive from the controlled esterification of hydroxyl functional groups in
the alkyltriol known as glycerol. One major problem with the synthesis of pure acylglycerols
is that mono- and diacylglycerols easily migrate to adjacent free hydroxyl groups, typically
catalysed by acid, base or heat. Therefore, a suitable protecting group strategy is absolutely
essential for the chemical synthesis of defined acylglycerols. For instance, glycerol can react
with acetone under acidic conditions to give a 1,2-isopropylidene (acetonide), leaving one
primary hydroxyl free for subsequent acylation. Alternatively, benzaldehyde can react to give
1,2- or 1,3-O-benzylidenes that can be separated by crystallisation and used for esterification.
Typically, acylation can then be performed by carbonyl diimidazole (CDI) activation of the
selected fatty acids (Figure 2.16). Thereafter, acetal deprotection can be followed by further
esterification as appropriate. In the case of phospholipid synthesis, this can be reduced to
the controlled esterification of L-a-glycerophosphocholine.CdCl, (GPC) made possible by
CDI activation of the selected fatty acids (Figure 2.17). Other phospholipids can then be
prepared from this phosphatidylcholine by headgroup transphosphatidylation mediated by
the enzyme known as phospholipase D. Lipid synthesis may appear trivial, but there is nothing
trivial about the purification of lipids to homogeneity post synthesis. In this respect reversed
phase HPLC becomes a powerful technique, but using a specially developed evaporative light
scattering (ELS) detector to allow for the detection of eluting lipid analytes that do not possess
any strong chromophore (see later in Chapter 2).

2.6 Biological synthesis of biological macromolecules

Biological synthesis is used here to describe harnessing the synthetic potential of living organ-
isms for directed synthesis of biological macromolecules of interest. The study of biological
macromolecule structure and function is highly dependent on the availability of material to
study, hence there must be a huge emphasis on synthesis and purification before anything else
is possible. Modern day biological syntheses, particularly of proteins and also nucleic acids,
may frequently require recombinant techniques and the growth of recombinant organisms
(in the cases of carbohydrates and lipids, this is not usually the situation) (see Section 2.7 and
Chapter 3). Thereafter, the main challenge is purification of the biological macromolecule or
lipid of interest to homogeneity in the face of all the other cellular components. In effect, since
cells (whether recombinant or not) do the actual work of synthesis, then purification becomes
our focus. Therefore, the chemical biology reader will be introduced first to those approaches
frequently used in the purification of biological macromolecules and lipids from organisms.

2.6.1 Ion exchange chromatography

Ion exchange chromatography (IEC) separates molecules according to differences in their
accessible surface charge. The method is very widely used, especially in protein purification,
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Simple lipid synthesis
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Figure 2.17 Phospholipid Synthesis. Starting from L-«a-glycerophosphocholine CdCl,, fatty acids are
coupled to free alcohol functional groups by means of carbonyl diimidazole (CDI) yielding a phospho-
choline (PC) product. Head group exchange is made possible with Phospholipase D enzyme.

as separation may be applied to any molecule that is charged and soluble in an aqueous
system. The mild elution conditions also usually result in high recovery and high retention of
biological activity in the eluting biological macromolecule (analyte). There are two classes of
ion exchange (Figure 2.18). In anion exchange, the column carries functional groups bearing
a positive charge, and hence separates molecules according to the negative (anionic) charges
they carry. In cation exchange, the column carries functional groups bearing a negative charge,
and hence molecules are separated according to the positive (cationic) charges that they carry.
Binding is electrostatic in nature between analyte molecules of interest and the column. Since
binding only takes place over a relatively short distance, the charges that are accessible on the
surface are the most important factors. Both anion and cation exchange resins are classed as
being either weak or strong — this does not refer to the strength of binding but to the effect
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Anion Exchange
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low / high [/
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Figure 2.18 Cation and anion exchange chromatography. (a) Anion exchange columns carry a positive
charge and bind negatively charged analyte molecules. Cation exchange columns carry a negative charge
and bind positively charged analyte molecules; (b) Target analyte molecules are eluted by increasing the
ionic strength, I, of the eluant from low I to high I. In order to monitor this process, absorbance (A) at
a given wavelength is observed as a function of elution volume (V') or time (t).

of pH on the charge of the functional groups. Weak ion exchange resins gain or lose electrical
charge as the pH of the mobile phase changes. Strong ion exchange resins maintain their
charge irrespective of pH changes in the mobile phase.

Functional groups associated with an ion exchange resin require a counter-ion: this can be
either salt molecules, buffer molecules or the sample analyte itself. Binding to an ion exchange
column occurs when the analyte acts directly as the counter-ion to the functional groups on
the ion exchange resin. The usual method of running ion exchange chromatography is to
bind the analyte onto the column under low salt conditions, then elute by increasing the
salt so that salt molecules displace analyte back into the mobile phase, in so doing picking
up a salt counter-ion from the mobile phase (Figure 2.19). Changing pH may also be used
together with, or instead of, a salt gradient to elute the analyte, particularly when using weak
ion exchange.

The pH of the mobile phase is vitally important in ion exchange chromatography, as
most charged amino-acid residues on a protein surface for instance are themselves weak ion
exchangers. In general this means that analyte molecules will be more positively charged at
lower pH values, and more negatively charged at higher pH values. The isoelectric point
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Na® Co-ion

Q
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Figure 2.19 Elution from an anion exchange column. Negatively charged surfaces of analyte molecules
interact with cationic gel beads at the given pH. As the salt concentration increases, chloride (CL™) counter
ions help to displace analyte molecules from gel binding in order to encourage elution; sodium (Na™)
co-ions assist elution by associating closely with neutralizing the negative charges of newly exposed
charged surfaces & analyte molecules.

(pI) is the pH at which the net charge on the molecule is zero — this is a useful starting
point when considering which type of ion exchange medium to use for purification (Figure
2.20). An analyte with a high isoelectric point (basic) is positively charged at neutral pH,
and therefore using a mobile phase at neutral pH would most likely result in surface positive
charge. Therefore, the analyte would be best applied to a cation exchange column and vice
versa. Isoelectric points should only be used as guidelines, since the isoelectric point is the pH
at which the net charge is zero, a value that does not necessarily define net surface charge.
Besides choosing the type of exchange resin, a decision must also be made about whether to
use strong or weak ion exchange resins. In most cases either may be used, but in extreme pH
conditions (>10 for anion exchange or <4 for cation exchange) weak ion exchange resins lose
their charge. Weak ion exchange media tend to take longer to equilibrate, due to the buffering
capacity of the column, but are most useful in separations of analytes that bind extremely
tightly to strong ion exchange columns and do not elute even with high salt concentrations.
This is sometimes the case with large nucleic acids or phospholipids. An alternative elution
in these cases is to use weak ion exchange resin followed by elution with acid (for cation
exchange) or base (for anion exchange) to neutralise as much charge on the resin as possible.
Chromatofocusing is essentially a variant of weak anion exchange, often using tertiary or
quaternary amines as the stationary phase. Molecules will be separated roughly according to
their pI. The analyte is initially bound at a pH above the pI of the target as for anion exchange.
A focusing buffer of a lower pH is then applied to the column; no gradient is required as the
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Figure 2.20 Isoelectric point and ion exchange chromatography interactions. (a) pI represents the
pH at which the net charge of an analyte molecule in solution is zero (middle). At low pH, high protonation
confers a positive charge (left): at high pH deprotonation confers a negative charge (right). (b) plotted
variation of net charge as a function of pH. An analyte molecule of interest can be purified by ion exchange
chromatography provided that the molecule possesses a net charge. If the pH is such that the analyte has
a net positive charge then cation exchange chromatography should be used. If the analyte has a net
negative charge then anion exchange chromatography should apply.

focusing buffer will titrate the buffering groups on the ion exchanger. Peak widths as small
as 0.05 pH units may be resolved in this way, and very high concentrations of proteins may
be eluted in a small volume. The method is a powerful analytical probe of surface charge,
as well as being an important preparative technique. With regard to method development
for ion exchange, it is best to start at a pH suitable for maximal binding, i.e. pH 8.5 for
anion exchange, or pH 4.0 for cation exchange. Initially try a 0—1 M NaCl gradient over 50—
100 column volumes. If solubility of the target analyte of interest is a problem in the separation
(poor recovery or peak tailing) then addition of 20 per cent water-miscible solvent (methanol,
glycerol, isopropanol or acetonitrile) should aid in both reducing hydrophobic interactions
with the resin and solubilising the analyte molecules of interest.

2.6.2 Hydrophobic interaction chromatography

Hydrophobic interaction chromatography (HIC) separates biological macro molecules ac-
cording to the hydrophobic groups on their surface. It shows many parallels to IEC; HIC is
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based on hydrophobicity whereas IEC is based on charge, and both have mild binding and
elution conditions, and are therefore very useful particularly for protein purification. The
HIC resin is similar to the IEC resin, except that the functional group on the surface is a hy-
drophobic group such as a phenyl. HIC can be thought of as a high-resolution method with
parallels to ammonium sulphate precipitation. Most proteins will not bind to a HIC column
using normal buffer conditions since these conditions are not sufficiently hydrophobic. The
usual method is therefore to add a lyotropic salt such as ammonium sulphate to the solu-
tion, thereby reducing ionic interactions whilst increasing hydrophobic interactions. When
hydrophobic surfaces bind to each other, water is released from the surfaces, thereby causing a
favourable increase in overall entropy (Figure 2.21, see Chapter 1). Lyotropic salts increase the
ordered structure of water, decreasing the entropy, therefore inducing analyte precipitation to

"Structured" Water

Figure 2.21 Binding of analyte molecules to hydrophobic interaction chromatography (HIC) media.
Structured water covers the hydrophobic functional groups on the gel beads and hydrophobic surfaces of
analyte molecules. This water is partially displaced when hydrophobic interactions take place between
hydrophobic surfaces (see Hydrophobic effect, Chapter 1). Interactions are driven in part by entropy gains
due to released water.
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compensate for this decrease in entropy. As an entropy driven process, HIC is strongly affected
by temperature; generally, the higher the temperature the stronger the binding to the column.

The key to HIC is to bind an analyte under an ammonium sulphate precipitation as
high as possible that does not actually cause precipitation of the analyte; this can be easily
determined in some pilot experiments. If the analyte is fairly hydrophobic relative to the
other contaminants, then HIC should work well at a relatively low ammonium sulphate
concentration. If the target is hydrophilic then it is best to use ammonium sulphate ‘cuts’
initially to remove the most hydrophobic contaminants in order to reach a salt concentration
high enough to bind the target. Thereafter, a gradient of decreasing ammonium sulphate salt
concentration is used to elute the analyte (Figure 2.22). If the analyte is extremely hydrophilic
then negative chromatography should be considered as a purification method so that the
target does not bind, but other molecules do. Some particularly hydrophobic proteins, such

(2)
(b) high I ow! 9 low elution  high elution
A strength strength
A A A
torV torV
Principle of Hydrophobic Principle of Reversed-Phase
Interaction Chromatography Chromatography

Figure 2.22 Comparison of the principles of hydrophobic interaction chromatography (HIC) and
reversed-phase chromatography. (a) In HIC, analyte molecules are bound to the column under high
ionic strength (high I') conditions (i.e., typically high concentrations of ammonium sulphate). (b) Analyte
molecules then are eluted (with respect to time t or elution volume V) by reducing the ionic strength
(low I') of the eluant. (c) Reversed-phase chromatography works by the reverse principle where the elu-
ant “strength” is increased with added organic solvent to encourage elution of more hydrophobic analyte
molecules. In (b) and (c), elution is monitored by absorbance (A) at a given wavelength of detection.
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as membrane proteins, will bind to the column even without ammonium sulphate. In this
case, an increasing concentration of a chaotropic salt (such as guanidinium chloride, urea, or
isothiocyanate salts) may be used to elute the analyte. Proteins are the optimal analytes for HIC.

2.6.3 Reversed phase chromatography

Reversed phase chromatography separates using an extremely hydrophobic stationary phase
that can be varied, together with a polar mobile phase (usually an aqueous solution). In
the form of high performance liquid chromatography (HPLC), this is the most common
method for analysis of biological macromolecules and lipids, and for preparative separa-
tion of small molecules including lipids, oligo-/polypeptides, and oligo-/polynucleotides or
oligo-/polydeoxynucleotides (Figure 2.22). HPLC is not often used for proteins as both the
extremely hydrophobic stationary phase and the organic solvents used for elution tend to
trigger irreversible denaturation of all but the most robust proteins. In contrast, HIC does
not trigger denaturation because the high salt concentration and only weakly hydrophobic
surface usually let the protein retain its correct conformation. Typically in HPLC, analytes are
bound to the stationary phase under a solution of high polarity (e.g. water), after which the
polarity of the mobile phase is reduced using a gradient with a water-miscible solvent (often
acetonitrile, methanol or isopropanol). The pH of the mobile phase is an important consid-
eration as some analyte functional groups when charged behave as hydrophilic groups, but
when uncharged are essentially hydrophobic, and hence changes in pH can significantly effect
retention on a reversed phase column. Ion-pairing-agents are often used to enhance the in-
teraction of charged groups with the surface. lon-pairing agents (typically trifluoroacetic acid,
TFA, or formic acid) comprise both a hydrophobic region (to bind to the stationary phase)
and a hydrophilic region (to ionically interact with any charges on the target) (Figure 2.23).
Initially in attempting reversed phase chromatography for a separation, a relatively steep,

Figure 2.23 Ion-pairing agents used in reversed phase chromatography. Ion-pairing agents illustrated
in pink enhance the interaction of charged groups with the hydrophobic surface. They also suppress the
jonization of residual silanols on silica-based reversed-phase media.
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broad gradient should be used to find the approximate retention of the target on the column.
The start and end points can then be narrowed to the range of interest, and the resolution
can often be increased in this way — it is often observed that as the gradient slope is decreased,
molecules elute at a lower solvent strength. This is because elution is not strictly binary in
nature; at a solvent strength slightly below the full elution from the column, the target can start
to slowly move down the column; this effect is more pronounced with shallower gradients,
leading to earlier elution.

2.6.4 Gel filtration chromatography

Gel filtration chromatography (GFC) separates molecules according to their size and shape
(Figure 2.24). It is also known as size exclusion chromatography or gel permeation chro-
matography. The principle behind gel filtration chromatography is different from the other
modes of column chromatography in that interactions among analyte, eluant and support
should ideally all be equal, i.e. all efforts should be made to prevent any interaction between
the analyte and the resin. Separation is enabled by particles in the stationary phase, each

(b) (c) (d) (e)

Solvent

>
»

Amount of solute

Small

molecules Volume of effluent

Large
molecules

-
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Figure 2.24 Gel filtration chromatography. (a) A gel bead consists of a gel matrix with pores from
which larger molecule analytes (blue) are excluded. (b-d) Accordingly larger molecule analytes run faster
through the gel than slower molecule analytes (red). (e) Therefore, larger analyte molecules elute first in
advance of smaller analyte molecules (illustration from Voet & Voet, 1995 [Wiley] Fig.5-12).
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containing a distribution of pore sizes. Larger molecules are excluded from the pores, and
hence run through the column quickly, whereas smaller and smaller molecules have to nav-
igate smaller and smaller pores, resulting in separation according to molecular weight. The
range of separation depends on the pore size; certain pore sizes are best for separating in the
small biomolecule range (>10 kDa), through to large analytes such as proteins (<200 kDa)
and even up to the mass of small plasmids, organelles or viruses. This method is the ‘softest’
separation technique, since analytes are never actually changing their physical environment,
nor actually binding to resin during the chromatography. GFC is often used as a final ‘polish-
ing step’ in a purification procedure. One certain special class of gel filtration chromatography
columns are known as desalting columns (or buffer exchange columns). A resin is used that
completely excludes large analytes, but has no exclusion for salt, solvent or buffer molecules.
The column is first equilibrated in the desired buffer that the analyte is to be transferred
to, then a sample of analyte is applied, to elute well before the sample salts and buffers that
otherwise get caught in the pores of the column. For small volumes, this technique tends
to be quicker than dialysis, and is often useful for unstable molecules where dialysis would
take too long. GFC even enables researchers to get a handle on the quaternary structure of
proteins, as the columns may be calibrated with known proteins, and an approximate mass
directly estimated from the time of elution.

2.6.5 Hydroxyapatite chromatography

Hydroxyapatite is a crystalline form of calcium phosphate (Cas(PO4);OH), that is some-
times used in analyte purification particularly of DNA and proteins. Unlike all the other resins,
the stationary phase is actually crystalline, and binding of the analyte to the resin is both par-
tially ionic and partially surface calcium ion specific. The technique is often used to separate
proteins that co-purify by many other methods, and is often used as a final polishing step too.
This has other advantages too in that stationary phase can be autoclaved and is useful therefore
in strictly sterile work; however, flow rates are slow and the columns do not have long longevity
(one problem is that carbon dioxide often binds to HA, causing a crust on the surface of the
column). Proteins are usually adsorbed onto the column under low ionic strength phosphate
buffer, then an increasing phosphate gradient is used to elute proteins, 0.5 M phosphate is usu-
ally sufficient to elute all adsorbed protein. Ceramic hydroxyapatite may now replace the orig-
inal crystalline hydroxyapatite owing to much improved flow rates and operational column
pressures.

2.7 Directed biological synthesis of proteins

The biological synthesis of proteins is central to so much chemical biology research today.
Modern day biological synthesis of proteins requires that all proteins are purified from one
organism or another. If particularly large quantities of proteins (mg—g levels) are required
then recombinant techniques and the growth of recombinant ‘factory organisms’ are often
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essential (see Chapter 3). In this section, the chemical biology reader will be introduced to
the most modern approaches to the biological syntheses of proteins and their purification.
Critically, proteins vary widely in structure and physical properties therefore, though the
biological syntheses of proteins are broadly similar, they can differ substantially in the details.

2.7.1 Wild-type or recombinant sources

There are two types of source for proteins prior to protein purification —either a natural source
where the protein is found at its natural level, or a recombinant source. Natural sources were
the only option before the advent of molecular biology and recombinant techniques, but
remain commonly used when the primary structure of the protein of interest is unknown.
Natural sources are also used when the protein is expressed at a naturally high level, or when
factors such as correct post-translational modification are of particular importance. The
alternative approach is to use a recombinant approach to protein synthesis that requires
the creation of a recombinant or genetically engineered ‘factory organism’ (see Chapter 3)
to over-produce the protein of interest. Typically, strains of the bacterium Escherichia coli
(E. coli) are harnessed as factory organisms, though there are often problems with protein
solubility and correct processing of the protein in E. coli. Alternative factory organism systems
include insect cell lines, yeast cells and certain mammalian cell lines. Each system has certain
advantages and disadvantages.

2.7.2 Expression in E. coli; early purification

Once a wild-type or recombinant organism becomes full grown, then the protein of in-
terest may be purified from the other cell components in a multistep procedure. First, cell
walls must be disrupted so as to efficiently release and, if possible, begin the process to frac-
tionate out the protein of interest. For microbial extracts, homogenisation (by bead mill
or through high pressure), sonication or the addition of lysozyme (protein bio-catalyst
or enzyme, see Chapters 1 and 7) are often used to disrupt the cells. Lysozyme catalyses
the weakening of the polysaccharide component to the cell wall coat of bacteria. Microbial
extracts may then be centrifuged to separate soluble and insoluble fractions. Non-ionic de-
tergents such as triton X-100 in buffer are frequently used at this stage to maximise the
release of soluble protein of interest. Even at this stage, protease inhibitors are essential to
prevent digestion of the protein of interest by endogenous biocatalysts (enzymes) suitable
for proteolysis. These inhibitors are available as cocktails with broad specificity, or specific
inhibitors are available that inhibit serine and acid proteases, metalloproteases and oth-
ers (see Chapter 7). A suitable buffer must be chosen to maintain protein stability and
activity — often a pH between 7.0 and 8.0 and a relatively high salt concentration (0.1—
0.5 M) as well as the possible addition of sucrose or glycerol (to around 10 per cent) can
aid solubility of the protein. S-mercaptoethanol (BME) or dithiothreitol (DTT) are used to
maintain a reducing environment (under which cystine bridges do not form). Generally more
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thought needs to be put into the cell-free extract preparation from a eukaryotic system, as
methods such as differential centrifugation may be used to partially fractionate intracellular
organelles prior to release of the protein or interest.

At this stage, precipitation is often used as a convenient early step in protein purification
to fractionate and concentrate the protein of interest. Three main methods of precipitation
are used: ammonium sulphate, organic sulphate or polyethyleneglycol (PEG). At high
sulphate concentrations, sulphate will bind to water molecules, reducing the amount of
water available to shield hydrophobic patches on a protein surface. Sulphate concentrations
are defined in terms of percentage ‘cuts’ (0—20 per cent w/v, 20—40 per cent w/v etc), with the
percentage representing the degree of saturation. The wholesale aggregation of the protein of
interest will usually be adjusted to occur in one percentage ‘cut’ (i.e., at one approximate level
of sulphate saturation). Thereafter, the aggregate is collected by centrifugation and the pellet
made ready for further purification. Organic solvents (commonly acetone or ethanol) may
also be used to precipitate proteins. Progressively increasing the hydrophobic nature of the
solvent by increasing solvent concentration will promote intermolecular electrostatic inter-
actions leading to precipitation. PEG precipitation also works on a similar principle. In some
cases, selective heat-induced denaturation is also occasionally used, where slowly increasing
temperature may denature impurities leaving the protein of interest intact in solution.

Methods 